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Abstract. Dynamic consent has been discussed in theory as a way to show user 

preferences being taken into account when data is accessed and shared for re-

search purposes. The mechanism is grounded in principles of revocation and en-

gagement – participants may withdraw or edit their permissions at any time, and 

they receive feedback on the project they are contributing to if they have chosen 

to do so. The level of granular control offered by dynamic consent means that 

individuals have informational control over what they are sharing with the study, 

and to what extent that data can be used further. Rather than attempt to redefine 

privacy, this paper takes the position that data controllers have certain obligations 

to protect a data subject’s information and must show trustworthy behaviour to 

encourage research participation. Our model of privacy is grounded in normative, 

transaction-based requirements. We argue that dynamic consent is a mechanism 

that offers data controllers a way to evidence compliance with individual privacy 

preferences, and data subjects with control as and when they require it. The key 

difference between dynamic consent and a “rich” database consisting of a dataset 

with the ability for a subject to revoke access is human engagement, or relations 

of trust. We must re-think how consent is implemented from the top-down (pol-

icy-based) and bottom up (technical architecture) to develop useful privacy con-

trols. 
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1 Introduction 

Giving consent for a research study to make use of personal information is widely con-

sidered to be a personal and individual choice. Historically, consent procedures were 

meant to prevent physical harm to participants caused by unethical medical research 

[1]. The degree to which the choice to participate is a free one, given societal obliga-

tions and personal motivation varies depending on the study and context in which it is 

being done [2] but it is generally accepted that researchers are trusted to have ethical 

oversight of their work and are required to be able to prove that human participants 

elected to take part. Societal expectations around research such as to advance thinking 

in expert areas, provide solutions and contribute to the betterment of society, create 

individual expectations which contribute to an individual’s motivation to take part. 

They generally wish to contribute and choose what their information is used for, opting 
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to delegate implementation to those with relevant expertise – namely, researchers [3]. 

There has been work done to explore the concept of “trustworthiness” where experts 

must demonstrate behaviour/s that justify this inherent trust in research to invite and 

encourage participation. 

This shift towards two-way, transactional knowledge development draws parallels 

with some of the conceptual development around privacy, especially in medical re-

search. In “Rethinking Informed Consent in Bioethics” [4] the authors discuss privacy 

as normative, grounded in how information is communicated rather than what is com-

municated. General privacy rules fall short, they argue, because these rules are too 

vague. Trying to define “data acquisition” in general as a privacy violation is too broad 

as there are legitimate reasons for wanting to gather data. Instead, the authors focus on 

narrower definitions where the means of acquisition are problematic rather than the 

kind of data being collected - acquiring information through intrusive or impermissible 

action results in violation. Technology increases the amount of information that can be 

put together about an individual, and be used for good or ill. Rather than simply trying 

to increase general trust levels, O’Neill argues that it is the placement of trust (or mis-

trust) that is key [5]. For individuals to place trust, institutions must show trustworthi-

ness, or consent decisions will be made based on the lack of it. Being specific about 

what an individual consents to, allows controllers to be more specific as to what con-

stitutes a violation. 

This paper makes the claim that a dynamic form of consent goes some way to meet-

ing the requirements put forward by a normative, transactional privacy model. We do 

not make the claim that informed consent can be used as a way for an individual to 

control information as this dives into a conversation that we will later address, on con-

temporary positions as to why current implementations of consent cannot be used to 

protect data (for an excellent discussion on this, see [6]). Data holds value and we dis-

cuss data protection obligations held by those who collect, store, control, use and share 

personal data in a research context. The term “personal information” includes: data 

gathered directly from someone such as name and medical history, the meaning drawn 

from these attributes, and inferences that can be made as part of the wider research 

process. Such an overwhelming amount of information can be difficult to access, to 

parse and to make informed decisions about and while accounts differ as to whether 

individuals want that level of control, institutions ultimately have legal obligations and 

business interests (such as not being fined) to consider. 

2 Literature 

Consent is a mechanism for protecting an individual’s rights within research [7] and 

consent decisions must have the potential to change over time, simply because people 

are prone to changing their minds. A dynamic choice is more representative. There are 

areas of concern regarding informed consent: people’s choices can be coerced, espe-

cially where there is a power imbalance, (online for example, where they may be forced 

to agree to data-sharing in order to access a service) and they often do now know the 

options available to them (due to obscure privacy policies and an overwhelming amount 

of information being presented). Even if these problems did not exist then the issue 
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remains as to how much control data subjects actually exercise. This can be unclear due 

to differences between business and user requirements that often cannot be bridged [8]. 

Solutions exist - promoting informed consent has been shown to reduce decisional con-

flict and increase perceived knowledge and understanding [9], and focusing on “genu-

ine” (rather than wholly informed consent) where individual control over permissible 

actions for a data controller to take, and the amount of information received from that 

controller [10] are the priority. 

There are two significant cases where trust collapsed due to poor consent manage-

ment and engagement with the public in a medical context: the scandal at Alder Hey 

Children’s Hospital and the case of NHS England’s Care.data project. Alder Hey Chil-

dren’s hospital did not ask parents of deceased children whether their child’s organs 

could be used for research purposes before collecting tissue. Interestingly, it was not 

that the organs were used that constituted a violation, it was that parents were not asked 

beforehand. While medical professionals may have been guided throughout their train-

ing and careers to protect patients from hard news or difficult decisions, this case sig-

nals a shift from paternalism to more inclusive practice. While post-mortems may be 

carried out without parents’ consent, hundreds of organs were kept for years after death 

which meant unfettered access to samples that were unethically procured. On the rec-

ommendations of an independent enquiry, The Human Tissue Act was established in 

2004 to mandate how organs were to be used for research purposes, and an oversight 

committee was established: the Human Tissue Authority [11]. 

Care.data was not so retrospective, the project simply broke down. England’s Na-

tional Health Service (NHS England) wanted to implement a national database for med-

ical records that crossed primary and secondary care. Despite the obvious benefits cen-

tralizing this kind of information might result in, the overall rollout strategy did not 

prioritise communication with the Great British Public. The scheme was opt-out by 

default which made people feel as if the decision had already been made for them, and 

there were no doctors or public-facing experts who could field questions or convince 

the public that the initiative was in any way trustworthy. Public trust in NHS England 

plummeted and a project that could have provided valuable services to many people 

was dropped. The national data guardian produced a report after the fact where she 

suggested that a more thought-out communication strategy and dynamic consent/opt-

out procedure may have resulted in a more receptive response [12], [13]. 

2.1 Dynamic Consent 

The “dynamics” of dynamic consent consist of: enabling individuals to give and revoke 

consent to the use of their samples, centralizing all transactions and interactions, allow-

ing individuals to be approached for different projects or their feedback on emergent 

ethical considerations, and letting consent preferences be modified over time [18]. 

Dynamic consent, built on the principles of revocation and engagement, was created 

to address problems with one-time, broad consent. The most significant issue with 

broad consent is that it is not informed, due to only asking the participant once for their 

consent and delegating future decisions to an unseen “expert”. Developed to build trust 

and improve participant recruitment and participation over time [14], dynamic consent 
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builds on work done by the Ensuring Consent and Revocation (EnCoRe) project that 

aimed “to make giving consent as reliable and easy as turning on a tap, and revoking 

that consent as reliable and easy as turning it off again” [15]. 

Allowing people to revoke consent for data-use is one of the two underlying concepts 

of this model. Engaging in communication around data-use is the other. Arguments 

against dynamic consent decry the expense generated having to design revocation and 

engagement into research practice at an early stage. Granted, it may be the case that 

new procedures may need to be adopted, or the relationship between researcher and 

participant reconsidered [16] but dynamic consent improves trust in how electronic rec-

ords are used because control is passed to the participant. If information has been shared 

without authorisation or sold then trust is lost, and when this happens then data is less 

likely to be shared [17] and research relies on data. 

2.2 Trustworthiness 

People can show trust in an institution despite a lack of trustworthy behaviour (such as 

transparency [18]) that they claim should be the norm. We make this point because it 

is pertinent that people do not have the option to behave in the way they would like to 

due to a lack of institutional support. Further discussion on institutional expectation lies 

outside the scope of this paper. 

We make the distinction here between trustworthiness (shown by a data controller) 

and trust (given by a data subject). The fact that people are willing to entrust their data 

to researchers in the absence of trustworthy practice, as shown in the Alder Hey exam-

ple, is significant because it strengthens the idea of a social contract between science 

and society. Data is derived from the public, so it must benefit them [19]. This social 

contract means that scientific improvement must meet the needs of the public [20], 

needs which can be collected and formalised using dynamic consent [21]. 

Privacy gives people the opportunity to negotiate how others access or use their in-

formation, and the attitude towards these “others” is influenced by the level of trust in 

them. There is a level of trust in research institutions that is strong enough for individ-

uals to feel comfortable delegating decisions about unknown, broad uses of their per-

sonal data. As long as data is handled correctly, consent is revocable and studies are 

ethically approved [22] then broad consent is acceptable. Trust is fundamental for broad 

consent to be an option. Researchers are assumed to be trustworthy or have trustworthy 

infrastructure in place such as ethics review boards, so research participants can trust 

them with their consent decisions. 

2.3 Privacy 

Privacy is often associated with notions of self-identity [23] and individuals have been 

shown to want control over personal information and the decisions they make pertain-

ing to that data [24]. There has been interesting discussion framing privacy as the free-

dom of an individual to make decisions that let them shape who they are [25]. In this 

case, the author’s criticism of many privacy discussions is that while information con-

trols are often discussed, more attention needs to be given to underlying philosophical 
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and ethical foundations, as well as the information itself that’s being controlled. In 

terms of research data-use, asking “which data are being used, and for what purposes” 

might begin to address this. 

While discussing information under control, a significant area of research to mention 

is the development of contextual integrity, where information flows provide privacy 

(my doctor sends medical information to another consultant) and their breakdown con-

stitutes a violation (my doctor sends medical information to a non-medical party) [26]. 

This normative stance on privacy has directly influenced the approach this paper has 

taken towards data-use. 

3 Results 

In this section we present a privacy model that compares acceptable and unacceptable 

scenarios given normative privacy modelling around data-sharing for research use, and 

an initial specification for dynamic consent as it might be implemented as part of a 

research project. This is novel in that we do not have any way to measure whether or 

not an implementation of dynamic consent is achieving what the literature positions it 

to do. What we find is that the unacceptable scenarios could be mitigated by incorpo-

rating dynamic consent into the research process at the design stage. 

For example, just knowing what individual preferences are in terms of who data can 

be shared with could be used as a filter when exporting data or creating reports that are 

to be shared, as the EnCoRe project was able to demonstrate. We suggest that the fol-

lowing serve as indicators of conceptual evidence for the use of dynamic consent by 

data controllers as a privacy mechanism. 

3.1 Privacy Model 

The key sources used to build the comparisons in table 1 were the General Data Pro-

tection Regulation (GDPR) [27] and Onora O’Neill’s “Rethinking Informed Consent 

in Bioethics” [4]. The former provides obligations that data controllers must meet, 

while the latter provided a normative approach to what privacy violations could look 

like and how those might be avoided through developing a consent process that asks an 

individual for their preferences when they are recruited and allows them to change their 

mind. 

In the case where an individual is asked about sharing their data with a third party 

for example, these preferences must have some level of granularity as this overarching 

question can be broken down further. Options may include sharing data with a third 

party for research use, sharing data with a third party for any purpose, and “ask me 

before you share my data with a third party for any reason”. 

In table 1, while the placement of most statements will appear obvious, the fourth 

row may appear untenable to some readers. “Data is shared with explicit consent to do 

so” is placed under “Unacceptable” because the point of this system is not to overload 

the data subject with every single request for their data. 
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Table 1. Normative privacy in the context of research. 

Acceptable Unacceptable 

Data is processed for the purposes stated 

with consent (of any kind) to share data for 

stated purposes. 

Data is processed for the purposes stated 

without consent (of any kind) to share data 

for stated purposes. 

Data is processed for unstated research pur-

poses, with consent to only share for re-

search purposes. 

Data is processed for unstated research pur-

poses, without consent to share for other re-

search purposes. 

Data is processed for commercial purposes, 

with consent to share for commercial pur-

poses. 

Data is processed for commercial purposes, 

without consent to share for commercial pur-

poses. 

Data is shared without explicit consent. Data is shared with explicit consent to do so. 

Second-order enforcement of consent means 

that secondary use is possible because this 

was indicated at the time of consent. 

Second-order enforcement of consent is not 

carried out as data is used and consent was 

not originally given. 

Second-order enforcement of consent means 

that secondary use is possible because this 

was indicated after the original consent. 

Second-order enforcement of consent is not 

carried out as data is used and consent was 

not given at any point. 

 

3.2 Dynamic Consent Specification 

The following (table 2) has been constructed from existing literature on dynamic con-

sent (basic principles [21, 16], trust-building [17], interface design [29], biobank con-

sent methods [3, 28]) and inclusive approaches to engagement (reciprocity [30, 31], 

awareness [32, 33] and trust [34]). This specification is currently a list of design and 

implementation prompts aimed at encouraging thought around data-use at the start of a 

research project that will make use of personal data. 
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Table 2. Prompts for incorporating dynamic consent and building trustworthiness into the re-

search process. 

Included Design prompt Implementation  

   

 Will dynamic consent impact 

participant recruitment? 

 Standardised recruitment 

 No geographical limitations 

 Process entirely/partly online 

 Other 

 Will dynamic consent impact 

how informed consent is col-

lected? 

 Various info. formats 

 Record is viewable online 

 Process can be entirely/partly online 

 Communication options set 

 Other 

 Will dynamic consent impact 

consent management? 

 Electronic authorisation 

 Standardised access to preferences 

 Secure storage/access 

 Revocation options available 

 Other 

 Will dynamic consent impact 

participant retention? 

 Online forums 

 Feedback is delivered online 

 Data can be collected online 

 Other 

 Is dynamic consent going to 

save resources? 

 Money 

 Time 

 Other 

 What does the researcher/par-

ticipant relationship look like? 

 Is this a culture change? 

 Participants feed into process 

 Other 

 Who do you have buy-in from 

(who gains from/supports the 

project)? 

 Researchers 

 Clinicians 

 Public services 

 Other 

 How will you feed back to par-

ticipants? 

 Regularly/occasionally/when prompted 

 Using a method they have specified 

 Other 

 What will you feed back to 

participants? 

 Information about the research process 

 Where their data is used 

 Who their data has been used by 

 Parties data is shared with 

 Other 
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4 Discussion 

Dynamic consent is a model resting on participant engagement and the facilitation of 

data, participation and consent revocation if necessary. Rather than protecting privacy 

as an abstract concept, this protects tangible privacy interests. Individuals need to be 

given the option to say no and this option needs to be communicated. There need to be 

options that allow data-sharing as well as options to share sharing privileges. Data sub-

jects may want a flexible level of participation and it is the controller’s responsibility 

to check-in (and keep checking in, especially in the case of longitudinal studies) to 

gauge understanding of the study, which could also indicate whether understandings 

are shared between controller and subject. One concern with recent data protection leg-

islation is the level of ambiguity around implementation. Establishing transparent and 

relevant policy is important, but to be able to communicate and measure those rules 

institutionally would be invaluable when providing an audit trail, for example. 

Consent provides assurance about what data is used for and why, but it has not been 

helpful as an information control. This is largely due to it being considered n obstacle, 

particularly in research where ethical oversight can delay or otherwise impact research. 

Rather than talk about controlling data, proponents of contextual integrity aspire to con-

trol flows of data, the contexts in which those flows act, and what happens when data 

crosses contexts it is not meant to. This “socialised” construct can direct technical im-

plementation - dynamic consent could support the flow of new knowledge between the 

laboratory and the clinic, central to translational research and personalised medicine 

[21]. Consent was not designed to work as an assurance in every possible case. It can 

be unclear at the point of initial consent as to what exactly data might be used for and 

individual preferences should be direct future action. This thinking is in a similar vein 

as EnCoRe’s development of consent preferences as filters for automated data-use [15]. 

Informed consent was established to prevent harm, specifically research conse-

quences which are identifiable as they are physical or otherwise obvious. In terms of 

data-use, it is much harder to know what information could be used for and the impact, 

or impacts, this might have. Bad consent practice is demonstrated online through cook-

ies that coerce data-donation, privacy policy obfuscation, and designs that actively draw 

attention away from options that inhibit data-sharing. Research involving human beings 

makes heavy use of consent and this is especially the case in medical research. Consent 

can be used as a basis for data-processing as enshrined in recent data-protection legis-

lation like GDPR, but so can contracts, legal obligation, vital interests, public contribu-

tion or “legitimate interests”. Cases in which consent might not be required might mean 

that anonymised datasets can be used, but individuals still express a preference for ul-

timate control even when publicly accessible data about them is used. 

This paper models privacy as the “how” rather than the “what”, focusing on safe-

guarding interests rather than specific pieces of information. Dynamic consent origi-

nated in the context of bio-banking where those who donate tissue may wish to delegate 

consent to an oversight panel or retain ultimate control over who uses what and when. 

In a similar vein, individuals must also make their own risk calculations when sharing 

personal data. As different people have different risk levels, the way in which these 

preferences are going to be collected must take these differences into account. This does 
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not exclude automation – preferences should be able to be translated as rules that are 

checked before data is transmitted or put to use. Privacy is a moral and social issue, as 

is consent. A key driver behind why people should have a say is because organisations 

are obliged to give them one. As society tends towards inclusivity and away from pa-

ternalism in research, there is still considerable trust in experts to make decisions in the 

best interests of data subjects. These subjects want a say but also want to leave the 

details to those who know better. 

5 Conclusion 

Rather than trying to re-word consent forms or privacy policies the position of this 

paper is that an overhaul is needed. By claiming that dynamic consent can be used as a 

privacy control, we mean that it can be used by data subjects to manage how they share 

information and the extent to which those details can be shared further, and by data 

controllers to provide evidence that they are complying with individual consent prefer-

ences. This, by extension, provides evidence of compliance with data-protection regu-

lations like the GDPR and the Data Protection Act. 

While there are persuasive arguments as to why consent in its current form has no 

place in conversations around privacy, these arguments are largely grounded in two 

assumptions: that privacy is a social construct and that there is an ideal version of in-

formed consent that current implementations will eventually become through various 

modifications. We address these concerns through two things. The first, by modelling 

privacy as the “how” rather than the “what”, rather than focusing on which data are 

shared (or not) we explore how privacy interests can be safeguarded. The second is that 

our approach to consent is that there is no single solution, it must be flexible and allow 

the participant to indicate their preference or preferences for the data controller to act 

on accordingly. 

To conclude, there are few cases in which user preferences are not sought at all re-

garding data-use. They may be coerced, obfuscated or hidden but they are there. Con-

sent is a central tenet of research and needs developing as technology improves and the 

way we think about data changes. Dynamic consent provides an updated model for 

privacy control and rather than exclaim “Death to Consent!”, it is our intention to 

demonstrate that given the very real concerns around data ownership in the digital age 

we find ourselves in, current practices are unfit for purpose and the need to re-think 

consent as a privacy control is very much alive. 

6 Future work 

This is part of a work in progress, there is a clear need for empirical work that looks at 

whether projects that are actually implementing dynamic consent match up to the aca-

demic claims made by the literature. 
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