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Abstract

Computational fluid dynamics simulations in practical industrial/environmental cases often involve non-homogeneous concentrations
of particles. In turns, this induces the propagation of numerical error when using population balance equation (PBE)-like algorithms
to compute agglomeration inside each cell of an Eulerian mesh. In this article, we apply the data-driven spatial decomposition
(D2SD) algorithm to control such error in simulations of particle agglomeration. Significant improvements are made to design a fast
D2SD version, minimizing the additional computational cost by developing re-meshing criteria. Through the application to some
practical simulation cases, we show the importance of splitting the domain when calculating agglomerations, so that within each
elementary cell there is a spatially uniform distribution of particles.

Keywords: Agglomeration, Particle-laden flows, Population Balance Equation (PBE), Mesh-independent, Particle-based mesh,
Computational Fluid Dynamic (CFD)

1. Introduction

1.1. General context: particle agglomeration

Particle agglomeration is the process whereby solid particles
dispersed in a flow adhere together to form larger structures
(referred to as aggregates [1, 2]). The agglomeration process
is at play in a range of fields belonging to both natural and
applied sciences. For instance, in natural sciences, agglomera-
tion occurs in geo-morphology [3] (e.g. delta river formation),
meteorology [4, 5, 6] (e.g. droplet growth in clouds) or as-
trophysics [7] (e.g. planetoids growth). In applied sciences,
agglomeration plays a major role in a number of industrial ap-
plications including in waste-water treatment facilities [8, 9],
in combustion systems [10, 11], in oil/sludge refining [12] and
food industry [13].

From this brief overview of application, it appears that the pro-
cess of agglomeration involves a variety of objects (molecules,
polymers, solids, droplets, bubbles, etc.) and covers a wide
range of temporal and spatial scales (from molecular scales with
proteins up to astrophysical scales with planetoids). Depending
on the field, this process is also referred to as aggregation (as for
solid materials), flocculation (e.g. polymers), coalescence (such
as droplets/bubbles) or coagulation (e.g. non-Newtonian fluids).

In this paper, we focus on the prediction of agglomeration of
solid particles in the colloidal range (i.e. with a size ranging from
a few nanometers up to a few micrometers) that are suspended
in a flow.
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1.2. Modelling of particle agglomeration: existing approaches
and limitations

Given the importance of the agglomeration process in many
natural and industrial applications, accurate predictions are
paramount. In particular, different models dedicated to particle-
laden flows have been proposed in the literature (see, e.g. [14]
for more details). The main approaches, from microscopic to
macroscopic, are summarised below (see also [15]):

a. N-particle tracking (or individual particle tracking) with
collision detection. These approaches are based on a mi-
croscopic level of description. They usually consist in a
coupling of three approaches: (i) a fine-scale simulation of
the fluid phase (e.g. DNS); (ii) an explicit Lagrangian track-
ing of the motion of a large number of particles (e.g. explicit
solver for translational and rotational equations of motion)
and (iii) a direct collision-detecting algorithm (e.g. with an
overlap criterion [16] or based on a geometric criterion [17]).
Such approaches allow to obtain directly the number of ag-
glomeration events as a result of the simulation, providing
detailed information on aggregate properties (e.g. shape of ag-
glomerates, spatial/temporal correlations between collisions)
[18]. However, they suffer from their high computational
costs and are thus used only in idealised or specific small-
scale cases.

b. One-particle (Lagrangian) tracking with given collision
frequencies. These methods have a “coarser” level of de-
scription. They usually consist in a coupling of three ap-
proaches: (i) an Eulerian simulation of a flow (e.g. using
RANS models when dealing with turbulent flows); (ii) a
one-particle pdf Lagrangian model for the motion of par-
ticles [19, 20, 21, 22] (based on stochastic equations) and
(iii) a detection model for particle collisions (e.g. a proba-

Preprint submitted to� March 25, 2021



bilistic collision algorithms [23, 24] or a mesh-based algo-
rithm [25, 26, 27]). These approaches are thus based on a
kind of Bird-like algorithm [28, 29, 30], which rely on a sep-
arate treatment of the transport step (where the particles do
not interact with each other but with a mean field obtained
from the whole set of particles) and of the collision step
(interaction without transport).
It should be noted here that, in order to avoid the high com-
putational costs associated with the tracking of all real par-
ticles, the notion of parcel is often used: one “numerical”
parcel is a statistical representation of a large number of real
particles. In that case, the collision-detection algorithm is
adapted for parcels. Similar formulations have been used
recently replacing the probability of collisions between pairs
of particles/parcels with the discretised Population Balance
Equations [31].

c. Population Balance Equations (PBE). PBE are macroscopic
approaches that allow to perform fast evaluations of the kinet-
ics of particle agglomeration at large-scales. They describe
the evolution in time of mean-field quantities. More pre-
cisely, these equations describe the rate of variation of the
number density of a population of particles due to agglomer-
ation within a control volume VC . As particles agglomerate,
the distribution of sizes changes according to the following
integro-partial-differential equation [32, 33]:

∂n(v,t)
∂t = 1

2

∫ v

0
αv−w,w βv−w,w n(v − w, t)n(w, t)dw

−

∫ ∞
0

αv,w βv,w n(v)n(w)dw,
(1)

where n(v, t) is the number density of particles of volume
v at time t within the control volume VC , α is the collision
efficiency and βv,w the collision frequency kernel between
particles of volume v and w. The first term on the r.h.s. of
Eq. (1) corresponds to the formation of new aggregates of
volume v produced by the collision between pairs of smaller
aggregates (such that the sum of their volumes equals v)
while the second term on the r.h.s. accounts for the loss of
particles of volume v due to their agglomeration with other
particles.
PBE approaches are compatible with the level of description
used in standard Computational Fluid Dynamics (CFD) simu-
lations [34, 33] (e.g. Euler-Euler simulations with turbulence
models). However, they suffer from several limitations that
have been well identified in the literature [33, 35].

In the present paper, we focus on hybrid approaches which
combine Eulerian simulations of the fluid phase, Lagrangian
tracking of particles and PBE-inspired treatment of agglomer-
ation (see for instance [31]). The use of a mesh-based PBE-
inspired algorithm for the detection of particle collisions induces
limitations that are related to well-known PBE drawbacks, in-
cluding:

a. Only binary collisions are considered.
b. There is no correlation between individual particles.
c. The velocity field acting on particles is constant in each cell

of the mesh.

d. Information on the collision efficiency α and on the collision
frequency kernel β are needed as an input.

e. The population of particles is assumed uniformly distributed
in each volume control VC considered (e.g. cells in a mesh).

In this paper, we focus on the uniform distribution assumption,
referred later as the spatially-uniform condition. It means that
no information on the particle coordinates is required in the col-
lision step [33]. Yet, in practice, this spatially-uniform condition
must be fulfilled locally in each volume element (i.e. computa-
tional cell in CFD simulations). However, this assumption does
not necessarily hold within complex flows, where particles can
be injected locally in the system or accumulate in specific re-
gions, thus leading to significant gradients of particle concentra-
tion at the system scale [26]. As an immediate consequence, nu-
merical errors are quickly propagated in the simulation [36, 15],
which result in a need for prior mesh-dependency analysis dedi-
cated to the collision step. In this context, spatial-decomposition
algorithms can prove useful in any Euler-Lagrange approach that
may rely on two independent meshes (one for the fluid phase
and another one for the particle phase).

A variety of attempts have been made to reduce the mesh-
dependency of the agglomeration results [37, 38, 39, 40, 41].
Initially, the proposed methods focused on computing the ag-
glomeration over a volume comprising the cell (within the mesh
used for the CFD simulations) and its surrounding neighbours.
Other proposed methods generate a specific mesh for the com-
putation of the particle agglomeration (e.g. the NTC algorithm)
by randomly choosing the orientation, every time step, before
splitting the domain, or by introducing an adaptive collision
mesh method. The main drawback of these approaches lies in
the fact that they do not rely on any information coming from
the spatial distribution of the particles/parcels. More recently, a
new data-driven spatial decomposition (D2SD) algorithm has
been proposed to detect non-homogeneous concentrations in a
set of particles (point data) within a regular volume [15]. This
D2SD algorithm also provides a spatial splitting according to
the spatial repartition of particles. One of the many advantages
of the D2SD algorithm is that the parameters are automatically
tuned through the statistical information coming from the data
(position of particles). Thus, there is no bias coming from ar-
bitrary parameters. The algorithm is coupled with a battery
of uniformity tests to check whether the input and output data
satisfy the spatially-uniform condition. Then, the output data,
along with the domain, are classified in regions according to
their density of presence.

1.3. Objectives of the paper

The present article is a follow-up of the previous paper that
described the D2SD algorithm [15]. The previous paper was fo-
cussed on assessing the robustness and accuracy of the algorithm
to detect regions of non-homogeneous concentration. Further-
more, the importance of applying the method when computing
particle agglomeration in complex 3D industrial/environmental
cases has been illustrated in a simple case, and the application
of the D2SD algorithm to CFD simulations was left out.
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The objective of this paper is thus to adapt the D2SD algo-
rithm respecting requirements for standard CFD codes and to
use the algorithm in a practical 3D case. More precisely, this
article proposes numerical schemes for an efficient use of D2SD,
decreasing the computational cost of D2SD or/and the number
of times the algorithm is called during the simulation. Several
options are assessed, introducing a criterion to avoid applying
the full version of the D2SD algorithm every time step, or sim-
plifying uniformity tests. The main difficulty is to ensure that
the adapted algorithm has an appropriate balance between its
accuracy and its computational costs.

1.4. Layout of the paper

To address the above objectives, the paper is organised as
follows. First, the full D2SD algorithm is briefly recalled in
Section 2.1. Faster versions of the D2SD algorithm to fit the
computational efficiency and costs of CFD simulations are de-
tailed in Sections 2.2. This fast D2SD algorithm is analysed in
terms of accuracy and computational efficiency on a series of
numerical experiments that are presented in Section 3. Finally,
numerical simulations are performed in a practical 3D case. The
results are analysed in Section 4, with a specific emphasis on the
accuracy of the results obtained.

2. Adaptation of the D2SD algorithm to CFD simulations

2.1. Summary of the D2SD algorithm

For the sake of clarity and self-sustainability, the D2SD al-
gorithm [15] is briefly recalled in the following. It basically
generates a dynamic mesh accounting for the spatial reparti-
tion of particles while respecting the spatially-uniform condition
(required by PBE-like models). Thus, without the need of user-
parameters, the algorithm detects deviations from uniformity
in the spatial distribution of the particles within the normalised
domain [0, 1]d, d being the dimension, and generates a domain
partition considering this information.

More precisely, the D2SD algorithm only requires information
on the positions of a set of point particles X = {X1, X2, . . . , Xn}

in a space domainD generically reduced to [0, 1]d in this paper.
Then, the method comprises the following three steps (all of
them depicted in Figure 1):

step 1. Statistical uniformity test.

The first step consists of checking whether the input sample
X corresponds to the case of uniformly-distributed particles.
For that purpose, several statistical uniformity tests (con-
sidered from the classical literature of goodness of fit) are
applied. More precisely, we apply three different discrep-
ancy tests (symmetric, centred and star discrepancy tests)
together with a Henze-Zirkler normality test applied to the
sample

{
Φ−1(X1),Φ−1(X2), . . . ,Φ−1(Xn)

}
, with Φ the cumu-

lative distribution function of a standard normal random
variable. Additionally, a Pearson test is applied in order to
check the independence of the sample (more details can be
found in [15]). Then, considering the results of the different

tests, a majority voting criterion is implemented, accept-
ing the spatially-uniform condition if -at least- three tests
accept the uniformity.

step 2. Spatial decomposition. The 2nd step splits iteratively
to search for an optimal spatial decomposition that
respects the spatial-uniform condition. It is applied
only if the spatially-uniform condition is rejected in
step 1. In general terms, the idea is to approximate
the probability density function (pdf) associated with
the set of particle positions and to find a suitable pdf-
threshold (through an optimisation step) that separates
the clusters from the ambient uniform particles. This
optimal decomposition is obtained with the following
sub-steps:

step 2.a Compute the bin size for the empirical pdf.
The size of the bin is computed with the Freedman
and Diaconis rule [42] using information from the
data. This allows to accurately approximate the pdf
of particle concentration. Precisely, the bin size for
the jth-coordinate is given by:

h j(X) = 2
iqr(X j)

n3/2 , (2)

with iqr(·) denoting the interquartile range of a ran-
dom sample.

step 2.b Compute the empirical pdf.
The approximate density (i.e. concentration) is com-
puted for each bin defined in step 2.a, with:

pdf(i) =

∑n
j=1 1X j∈Bin(i)

n
∏d

j=1 h j(X)
,

for all i ∈ {1, 2, . . . , #bins}, and each Bin(i) ⊂ [0, 1]d

having dimensions h1(X) × h2(X) × . . . × hd(X).

step 2.c Compute the ideal score.
An ideal score is computed quantifying how far the
data is from a uniform sample. For that purpose, we
resort to the score function defined by the distance of
X to the boundary of the domainD = [0, 1]d [43]:

db(X,U) :=
∫ 1

0
|Gn,Z(z) − H∂D,U(z)| dz, (3)

where Gn,Z stands for the empirical cumulative dis-
tribution function of the relative depth sample Z =

{Z1,Z2, . . . ,Zn} ∈ Rn, with Zi = 2d(Xi, ∂D), and
H∂D,U(z)=1−(1−z)d, for 0 ≤ z ≤ 1. Here, d(Xi, ∂D)
denotes the Eulerian distance between the point Xi in
D and the boundary of the domain ∂D; the integral
in Equation (3) can be approximated with a trapezoid
method.
The ideal score Sideal is then obtained by averaging
the score associated with the targeted uniformly dis-
tributed sample U of size n i.e.

Sideal = 〈db(U,U)〉,
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where 〈·〉 stands for the expectation under the law of
the sample (computed with a Monte Carlo approxi-
mation).

step 2.d Detect concentration anomalies w.r.t. uniformity and
merge bins according to concentration level.
For that purpose, we introduce a threshold λ, which
allows to separate the pdf (and therefore the domain)
into high-concentration values and uniform ambient
pdf values. To avoid the use of arbitrary parame-
ters, percentile indicators are used as a measure of
dispersion. In this context, to find an optimal value
of this threshold λ, the 1d-distribution of the pdf-
values (called here reduced-pdf) together with its per-
centiles are computed. Then, an optimal threshold
λ∗ ∈ [Q60,Q80] will be chosen from an iterative pro-
cedure starting from λ0 = Q60.
The high-concentration regions (corresponding to the
interval [λ∗,maxi pdf(i)]) are further divided into five
different sub-levels of particle concentration using the
re-normalised percentiles (i.e. related to the reduced-
pdf values): Q̃20, Q̃40, Q̃60, Q̃80. Similarly, the void
bins and bins with low concentration (corresponding
to those bins having a pdf-value below Q20) are iden-
tified. The set of bins that have not been classified
at this point will be considered as ambient uniform
regions.
As a result, a set of eight binary d-dimensional ar-
rays of size ⊗1≤i≤dNb bins(i) is obtained, where
Nb bins(i) denotes the number of bins in the ith-
dimension. In order to reduce the statistical noise in
the computation of agglomeration events within cells
having a small amount of particles, the final domain
decomposition is constructed by merging bin-cells
identified with the same level of particle.

step 2.e Create a synthetic sample.
A synthetic sample is introduced to score the decom-
position obtained at a given value of the threshold.
For that purpose, particles within the bin-cells identi-
fied as low- or high-particle concentration regions are
replaced by synthetic uniformly distributed particles,
forming (together with the particles within the ambi-
ent regions) the synthetic sample Xλ. The number of
synthetic particles inside a cell is determined using
the cell volume matching the ambient concentration.

step 2.f Compute the score of the synthetic sample and
compare.
Considering the decomposition obtained from step

2.d and the synthetic sample Xλ constructed in step

2.e, we compute the associated error (with respect to
the ideal score computed in step 2.c):

E(Xλ) =
|Sideal − 〈S (λ)〉synthetic|

Sideal
,

with S (λ) = db(Xλ,U) defined in (3), and the bracket
〈S (λ)〉synthetic denotes the average of the score over
several samples of the synthetic observations.

step 2.d, 2.e, 2.f are applied iteratively, starting from
λ = Q60 till λ = Q80 to find the optimal threshold λ∗ (i.e.
with a score closest to the ideal score):

λ∗ = argminλE(Xλ). (4)

step 3. Posteriori uniformity check.
The final step of the algorithm consists of checking
whether the synthetic sample obtained for the optimal
threshold Xλ∗ corresponds to a uniform sample. To
that extent, uniformity tests (as in step 1) are applied.
If the uniformity is rejected (i.e. majority of rejection),
we apply iteratively step 2 and step 3 until the a-
posteriori uniformity test is accepted. This means
that the D2SD algorithm is applied once more on the
synthetic sample until we get a uniform sample Xλ∗ .

Once the required steps of the D2SD algorithm have been
completed, the output is a spatial decomposition distinguishing
between areas of zero concentration, low concentration, medium
concentration and high concentration. As required by PBE-based
approaches, each bin-cell defined with the D2SD algorithm
respects the local spatially-uniform condition.

2.2. Fast version of the D2SD for CFD purposes

As mentioned in the introduction, some existing CFD soft-
ware relies on Lagrangian methods for particle tracking coupled
to PBE-inspired algorithms for particle agglomeration. Yet, the
use of a PBE-like model requires a uniform particle distribu-
tion in each volume considered (i.e. the control volume in PBE
corresponds to a single cell in the mesh and not to the whole
domainD). For that reason, the D2SD algorithm appears as a
suitable candidate to create a new mesh that meets this condi-
tion. This particle mesh is thus only related to the position of
particles in the whole domain D and is independent from the
mesh used for the fluid simulation. It is only used during the
agglomeration step and has no influence on particle transport
(which, if necessary, can be still carried out using the mesh used
for the fluid simulation). The D2SD algorithm has been shown
to properly and accurately capture the presence of low, mild or
high non-uniformities in the particle concentration (either void
regions or over-concentration [15]). The accuracy of the algo-
rithm has been characterised in a range of 2D and 3D numerical
experiments that are representative of realistic situations. When
using the D2SD algorithm with PBE approaches for particle
agglomeration, it has also been shown that better results are
obtained compared to an arbitrary choice of mesh.

However, these tests have shown that the numerical costs as-
sociated with the use of the D2SD algorithm can dramatically
increase when a large number of particles are involved. This is
mostly related to the numerical costs associated with the uni-
formity verification steps (step 1 and step 3) and the iteration
of steps 2.d, 2.e, 2.f. To take all the benefice of using the
D2SD algorithm in CFD software, it is necessary to reduce the
numerical cost associated with this spatial decomposition since
it is expected to be applied at every time step (i.e. using the
current information on particle positions). The solely but key
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Input data:

Step 1:
(uniformity check
on initial sample)

● Henze-Zirkler
● Pearson correlation
● Symmetric discrepancy
● Centered discrepancy
● Star discrepancy

Step 2:
Data-driven spatial decomposition (D2SD)

● Distance-to-
Boundary Score
(DBS)

x

✓

●  Freedman-
Diaconis rule

Step 3:
(uniformity check

on synthetic sample)

● Henze-Zirkler
● Pearson correlation
● Symmetric discrepancy
● Centered discrepancy
● Star discrepancy

x

✓

Output data:

● Optimal spatial decomposition
● Set of particles per cell

● Set of particles in space

Step 2a:
Compute bin size

● Creation of cells
● Number concentration 
per cell

Step 2b:
Compute Empirical cdf

Step 2c:
Compute Score

● Value of threshold λ
● Identify concentration 
levels (8 total)
● Regroup cells with 
the same concentration
level

Step 2d:
Regrouping cells

●  Introduce ghost 
particles in low & 
high concentration
regions

Step 2e:
Synthetic sample

● Compute DBS score 
of synthetic sample
● Find local minimum
of DBS (optimal spatial
decomposition)

Step 2f:
Score & convergence

Loop on threshold value λ (between Q60 and Q80) 

Figure 1: Sketch of the D2SD algorithm. Figure taken from [15].

issue when designing a fast D2SD algorithm is to avoid losing
too much accuracy. For that reason, in the rest of the paper, we
will often refer to efficiency measured as the ratio between the
computational costs and the accuracy of the algorithm proposed.

Drawing on these computational issues, the aim of this sec-
tion is to present some decision/selection criteria that offer a
reduced version of the D2SD algorithm. In particular, we assess
here three levels of simplification that are summarised in the
following:

Algo 1 Full D2SD with re-meshing criterion.

The idea would be to update the spatial decomposition
only when deemed necessary, using the full version of the
D2SD algorithm (i.e. step 2 in Section 2.1) together with
uniformity tests. This implies first to develop a criterion to
decide when D2SD needs to be applied again, i.e. when
the spatial decomposition with particle positions Xt at time
t becomes too different from the spatial decomposition
applied to the sample Xt−s at the time distance s. The
criterion is composed of two tests (see Section 2.2.2 below),
one based on the fluctuation of the displacement of the
particles within the domainD and the other based on the
variation of the particle concentration.

Algo 2 Quick D2SD, no re-meshing criterion.

This option consists of applying only the steps correspond-
ing to the spatial decomposition algorithm using only a

priori information, speeding up the process. This means
that the uniformity tests are limited to sample size smaller
than ncrit and that the iterative search of an optimal thresh-
old (steps 2.d, 2.e, 2.f) is simplified. More precisely,
the idea is to choose a-priori a value λ̂ in place of the op-
timal value λ∗. With this, the D2SD algorithm reduces
to implementing the steps 2.a, 2.b, 2.d, together with
step 1 when n < ncrit. The choice for λ̂ is discussed in
Section 2.2.1.

Algo 3 Quick D2SD with re-meshing criterion.

This version combines the two previous options, i.e. a
re-meshing criteria is used to avoid applying the spatial
decomposition algorithm every time step while using a
simplified decomposition with an a-priori evaluation of the
pdf-threshold λ̂.

These three levels of simplification to speed-up the computa-
tion of the spatial decomposition rely on two main notions: the
quick D2SD algorithm and the re-meshing criteria that we detail
in the following.

2.2.1. Quick D2SD: a faster computation of spatial decomposi-
tion

As described before, the quick D2SD algorithm requires an
“as good as possible” guess value λ̂ instead of the optimal one λ∗

defined in (4). Notice that, within the procedures considered up
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to step 2.c, the reduced-pdf (required to classify the regions
by levels of concentration) is already computed. Thus, the
idea is to use the statistical information provided by the pdf
in order to propose an a priori threshold. In this context, since
we know that the optimal threshold is searched within the set
[Q60,Q80] ∩ ∪ipdf(i), starting from λ0 = Q60, we choose here

λ̂ := Q60, (5)

Indeed, the algorithm will continue to classify 5 different con-
centration levels in [λ̂,Q80]. By underestimating λ∗ with λ̂, the
decomposition will induce a higher numerical error, but at least
possibly distributed on the 5 levels instead of just one. This
choice will be assessed later in Section 3.

2.2.2. Re-meshing criterion
In computations of particle agglomeration using Euler-

Lagrange approaches, variations of the particle concentration
can be linked to three possible sources: (i) the motion of par-
ticles can lead to their departure from the current cell, (ii) the
agglomeration/fragmentation of particles can induce concentra-
tion variations and (iii) the presence of particle sources/sinks can
directly change the number of particles in a cell. Since the last
two possibilities can be related to each other, we propose here a
re-meshing criterion based on two separate criteria: a first one on
particle dispersion withinD and a second one on the variation
in the particle concentration due to sources/sinks/agglomeration
events.

In both cases, we consider the input pair (Xk, Mk), with Xk

the set of particles position and Mk its corresponding spatial
decomposition at a given iteration k of the simulation. Before
formalising the re-meshing criterion, we describe below the
principle of the parts that compose it.

• Criterion on particle displacement fluctuation

A usual criterion related to displacement in CFD codes is
the CFL condition (to ensure the numerical convergence
of the solver). However, a CFL condition ensuring that,
on average, the particles are not moving by more than one
bin-cell during a time step is not relevant here. The key
notion is the change in the particle concentration due to the
fluctuation in particle displacement. More precisely, the
idea is to analyse the variance of particle scattering between
time steps. We resort here to the bin size computed in step

2.a of the D2SD algorithm since it is directly related to
the information about how the particles are dispersed in
space (here the interquartile range, see Equation (2)). The
fluctuations in the particle scattering between time steps are
evaluated by comparing directly the respective bin sizes.

Denote N bins(Xt) as the number of bins estimated for
the set of positions Xt. The idea then is to quantify the
percentage of lost/win bins between time steps and to use
this value as an indicator of the fluctuations in particle
displacement. More precisely, we compute

∆tN bins =
(N bins(Xt+∆t) − N bins(Xt))

N bins(Xt)
%. (6)

Positive values of ∆tN bins will represent the percentage
of bins won between the mesh at time t + ∆t and the mesh
at time t. Similarly, negative values of ∆tN bins will repre-
sent the percentage of lost bins. Clearly, if ∆tN bins = 0,
there is no change in the bin size.

Hence, the criterion is to apply the D2SD algorithm at t+∆t
only if ‖∆tN bins‖ > ε1%, where ε1 is a given tolerance
threshold. Otherwise, if ‖∆tN bins‖ ≤ ε1%, the spatial
decomposition is not changed (i.e. the mesh is the same).

• Criterion on concentration variation

The second indicator measures how much particle con-
centration changes between two time steps due to
sources/sinks/agglomeration events.

Denote L the set of 8 different levels of concentration and
D` the region associated with the level ` of concentration.
We define the probability measure P on L as follows:

∀ h ∈ L, P(h) =
∑
`∈L

Vol(D`)
Vol(D)

1{h=`}.

Next, for a given mesh M, we define the density at the level
` ∈ L and time t as:

ρMt (`) =
NM

t (`)
NM

t (D)Vol(D`)
, (7)

where NM
t (`) is the number of particles from the sample Xt

that are within the level ` of the mesh M, and NM
t (D) the

size of Xt. As a measure of variation of the concentration,
we define the coefficient of variation:

ρMt,t+∆t := E

[
|ρMt+∆t − ρ

M
t |

|ρMt+∆t − ρ
M
t | + 1

]
, (8)

for a given spatial decomposition M, and E the expectation
under the measure P defined above.

By construction, the coefficient of variation in Formula (8)
will be greater as the difference of concentration between
the samples Xt and Xt+∆t (with respect to the mesh M) is
greater. In other words, if ρMt,t+∆t is close to zero, then
no significant variation of concentrations between time
steps is detected and we can keep the decomposition M to
compute the agglomeration at time t + ∆t. More precisely,
if ρMt,t+∆t < ε2 where ε2 is another tolerance threshold, we
keep the mesh M. Otherwise, we apply D2SD/quick D2SD
to obtain a new spatial decomposition.

The criterion based on particle displacement fluctuation is
less computationally expensive but also less accurate in some
cases where the variation in the number of bins is balanced.
Meanwhile, the criterion based on the difference of the particle
concentration is more accurate but at higher computational cost
(as it requires the computation of densities). Therefore, the crite-
rion proposed in this article is based on a two-step verification,
starting with the verification of the particle displacement fluctu-
ation, and when necessary, checking the particle concentration
difference.
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Formally, considering the input (Xt,Xt+∆t, Mt, ε1, ε2), the re-
meshing criterion consists of the three following steps (sketched
in Fig. 2) coming before step 1 in Section 2.1:

step 0.a Verify the percentage of the won/lost bins. Compute
∆tN bins in Equation (6). If |∆tN bins| < ε1% continue to
step 0.b, otherwise continue to step c.1.

step 0.b Verify the difference of the concentration of particles.
Compute ρMt,t+∆t in Equation (8). If ρMt,t+∆t < ε2, then con-
tinue to step 0.c2, otherwise continue to step 0.c1

step 0.c1 Update the spatial decomposition. Apply quick/full
D2SD to the set of particles position Xt+∆t and deduce the
decomposition Mt+∆t.

step 0.c2 Keep the previous mesh. Set Mt+∆t = Mt.

Note that step 0.b does not add computational cost when the
decomposition M is good enough for the snapshot Xt+∆t since in
this case the densities must be computed for the agglomeration
step.

We now can summarise the steps of fast-D2SD, for each time-
iteration:
steps 0 + modified step1 + step 2 (fully/partly),

where in the modified step 1 we add a criterion to apply
the uniformity test (i.e. the original step 1) only when
nt :=

∑
`∈L Nt(`) < ncrit, with ncrit a critical sample size that

can be set according to a desired error level ε3. The aim
of this modification is to lower the computational cost due
to uniformity checks, and the tolerance level can be chosen
knowing that the larger the number of particles, the lower
the numerical error within the computation of agglomeration
events. More precisely, in [15, Fig. 11] it has been numerically
shown that -in the case of a uniformly distributed population of
particles- a relative error of ε3 = 10−1 is obtained by applying
only step 2 of the D2SD algorithm with a family of ncrit = 100
particles, against a relative error of 10−2 by applying the full
D2SD algorithm.

3. Testing the efficiency of the adapted D2SD algorithm

In this section, we evaluate the accuracy and efficiency of each
of the simplification options proposed for the D2SD algorithm.
This is done through a series of two-dimensional numerical
experiments that consider both common situations and more
specific scenarios where one of the indicators may fail.

To quantify the error resulting from the use of an adapted
D2SD algorithm instead of the original D2SD algorithm, we
introduce the measure E(k, M0). It is defined as the relative error
between the agglomerations events computed using an initial
mesh M0 and the agglomeration events computed using the full
D2SD algorithm M∗k, at the time iteration k. Precisely, we define:

E(k, M0) =
|A(M∗k) −A(M0)|

A(M∗k)
, (9)

where, for any mesh M,

A(M) =
∑
`∈L

β
NM

t (`)2

Vol(D`)
∆t, (10)

is the number of agglomeration events computed using the PBE
formulation on the spatial decomposition obtained (and α = 1).
∆t is the time step, and β = βv1,v1 the primary particles collision
kernel.

3.1. Testing the quick D2SD algorithm without re-meshing cri-
terion

We start by assessing the accuracy and efficiency of the quick
D2SD algorithm, which relies on the 60th percentile as an a-
priori value for the level threshold (instead of the iterative search
of the optimal one). For that purpose, we perform 2D simulation
in the same five cases investigated in the previous paper, which
were selected to represent a range of situations that can happen
in CFD simulations [15]:

i. homogeneous distributed population of particles;

Figure 3: Testing D2SD with λ̂ = Q60 for a population of particles uni-
formly distributed. In this case λ∗ = Q60.

ii. slightly non-homogeneous distribution;

Figure 4: Testing D2SD with λ̂ = Q60 for a population of particles contain-
ing clusters of particles with a mild concentration. In this case λ∗ = Q60.

iii. medium non-homogeneous distribution;

7



Figure 2: Sketch of the re-meshing criterion.

Figure 5: Testing D2SD with λ̂ = Q60 for a population of particles con-
taining clusters of particles with a medium concentration. Plot of the mesh
with λ = λ̂ is included since λ∗ , λ̂.

iv. highly non-homogeneous distribution;

Figure 6: Testing D2SD with λ̂ = Q60 for a population of particles:
containing clusters of particles with a high concentration. Plot of the mesh
with λ = λ̂ since λ∗ , λ̂.

v. symmetric case (with an empty region).

CASE Thresholds
λ∗

λ̂

A∗

A

CPU∗

CPU
evaluated

Homogeneous 3 1 1 1
Slightly 2 1 1 1

non-homogeneous
Medium 3 1.08 1.15 1.51

non-homogeneous
Highly 9 1.25 1.01 2.21

non-homogeneous
Symmetric 4 1 1.019 3.19

Table 1: Testing D2SD with λ̂ = Q60 for a population of particles: uniform
distributed, containing clusters of particles with a mild-medium or high concen-
tration or with a symmetric distribution.

Figure 7: Testing D2SD with λ̂ = Q60 for a population of particles with a
symmetric distribution. In this case λ∗ = λ̂ for the first iteration. Plot of
the mesh with λ = λ̂ and only one iteration is included.

Figures 3 - 7 display the five cases considered, showing the
spatial distribution (left) together with the optimal mesh decom-
position and the mesh decomposition obtained with λ̂ = Q60
(when it differs from the optimal mesh). It is complemented by
the results in Table 1, which contains information about: the
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number of thresholds tested in the step 2.f of the original
D2SD algorithm, the ratio between the optimal threshold and
the 60th percentile, the ratio between the number of agglomera-
tions for the optimal meshA∗ or for the meshA obtained with
λ̂ = Q60, and the ratio between the computational times of the
original D2SD algorithm and the quick D2SD method.

The first key result is that the quick D2SD mesh coincides
with D2SD (optimal mesh) in the cases of a uniform spatial distri-
bution or a slightly non-homogeneous distribution. This means
that the optimal threshold corresponds to the 60th percentile, i.e.
λ∗ = Q60. In these cases, the quick D2SD algorithm provides the
exact same results (without error). In the other cases, the optimal
threshold does not coincide with the 60th percentile, the largest
difference being reached for the highly non-homogeneous case.
Yet, despite this difference in the threshold, the error made in
the number of agglomeration events does not exceed 15% (with
the biggest difference occurring for the medium non-uniform
distribution). In terms of computational costs, the use of the
quick D2SD algorithm can speed up the results up to 200% or
300% in some cases compared to the original D2SD algorithm.

To further analyse these results, we evaluate the ratio of the
number of agglomeration events A

∗

A
in each of the five cases

as a function of the number of initial particles. This allows to
assess the balance between the accuracy and efficiency of the
quick D2SD algorithm (i.e. numerical error to computational
cost). The results are presented in Figure 8, where we can verify
how the accuracy of the reduced D2SD algorithm stabilises as
the number of particles n increases, and the difference in cost
increases with n. In general, we can say that λ = Q60 is a suitable
choice for the threshold in order to decrease the computational
cost. The only difficulty arises when the number of particles is
small, where it may be preferable to apply the original D2SD
algorithm.

These tests confirm that the quick D2SD algorithm can be
safely used to efficiently compute particle agglomeration in most
of the cases of interest, as long as the expected results are within
a 15% error range.

Figure 8: Testing D2SD with λ̂ = Q60 for a population of particles of size
n = {500l : l ∈ N, 1 ≤ l ≤ 10} in the case: homogeneous, slightly, medium and
highly non-homogeneous, and symmetric.

3.2. Testing the re-meshing criterion

We assess here the criterion that determines when the D2SD
algorithm should be applied again, assuming that it has already
been applied on a previous time step. For that purpose, we design
test cases that account for both inhomogeneities in the spatial
distribution of particles and the motion of particles with time.
In Section 3.2.1, we start by describing and testing the D2SD
algorithms on each case to set up the value of the thresholds ε1
and ε2. Then, the fast D2SD algorithms are tested on selected
cases and their efficiency is assessed in Section 3.2.2.

3.2.1. Setting-up thresholds ε1 and ε2

We have selected six different cases that are presented in the
following. For each case, we apply the following methodology:
(1) we start with a set of initial particle positions X1; (2) we apply
the D2SD algorithm to obtain the initial optimal decomposition
M∗1; (3) particles are displaced during a time step ∆t and (4) we
apply again the D2SD algorithm (reference case) and we com-
pare the results to those obtained with the re-meshing criteria.
This allows to determine if a new spatial decomposition needs
to be applied and then compute the number of agglomeration
events. This procedure is repeated for ten iterations intending
to assess the evolution of the error and indicators as the sim-
ulation progresses. For each iteration k, we compare the two
meshes obtained, i.e. Mk versus M∗k. To that extent, we compute
the evolution of the indicators ∆m,kN bins (i.e. percentage of
won/lost bins) and ρMm

m,k (difference of particle concentration with
respect to the previous and initial mesh) for various time steps
k = 2, . . . , 10 and initial time m = 1, k − 1.
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Each case and the corresponding results are described in the
following:

a. Steady-state homogeneous particle distribution:
This corresponds to a case where the spatial distribution of
particles is homogeneous at the beginning of the simulation
and remains so with time, as displayed in Figure 9 (top).
Due to the conservation of homogeneity with time, it can
be seen that the optimum splitting obtained by applying the
D2SD algorithm every time step does not change significantly
(bottom figures). This is further confirmed in the graphs on
the right in Fig. 9: it shows that the number of bins won/lost
(obtained when comparing the results with either the previ-
ous iteration or with the initial iteration) remains below 10%.
In addition, the concentration difference with respect to the
previous/initial iteration is almost always below 0.15 (except
for the seventh iteration, which remains around 0.18).
Drawing on the fact that we expect re-meshing to be unnec-
essary in this case, these results illustrate that the threshold
for the won/lost bins can be realistically taken close to the
value of 15-20%.

b. A moving cluster in a homogeneous distribution:
This illustrates the cases where a cluster within a homoge-
neous distribution simply changes location with time, as
shown in Figure 10.
The results obtained for the number of won/lost bins show
that the number of bins changes significantly both w.r.t. the
previous iteration or w.r.t. the initial iteration. These trends
hold especially as the cluster approaches the periodic bound-
aries (see the 2-3 last iterations). Meanwhile, a high differ-
ence in the concentration is observed all the time (roughly
around 0.4) regardless if we compare the current iteration to
the previous or initial one. This is due to the constant change
of the cluster location with time, which is never at the same
location between successive iterations (see the plots on the
right in Fig. 10).
This case illustrates the interest of relying on the concentra-
tion differences and not only on the number of won/lost bins.
In fact, if a threshold of 15−20% for the won/lost bins is used,
the results would suggest to re-mesh all the time except in
the third and fourth iterations. Yet, we expect here to re-mesh
between all iterations due to the cluster different location (no
overlap occurs between two iterations). Applying a second
criterion on the concentration difference is thus mandatory:
drawing on the concentration difference measured here and to
the one for case (a.), it appears that a threshold of 0.15 − 0.2
for the concentration difference is a suitable candidate.

c. A cluster that disperses uniformly in space:
This illustrates cases where a particle cluster disperses in the
domain to reach a homogeneous distribution at longer times,
as shown in Figure 11.
The dispersion of the initial cluster in space translates into a
strong evolution of the optimum splitting obtained by apply-
ing the D2SD algorithm every time step. This is especially
true when comparing results with the one got at the 1st itera-
tion, where the distribution is still far from a homogeneous
one (bottom figures). As a result, the number of won/lost bins

compared to the initial iteration is always very high. Yet, the
number of won/lost bins w.r.t. the previous iteration quickly
reaches values within the 15 − 20% threshold as a stationary
case is reached (see the right plots of Fig. 11). The same
trend is observed for the concentration difference, which is
always around 0.5 when comparing it to the initial iteration
but quickly decreases when comparing to the previous itera-
tion.
Using the threshold of 15 − 20% for the won/lost bins and
0.15− 0.2 for the concentration difference, the present results
would suggest to re-mesh the first two iterations. After the
third iteration, a steady-state is reached and re-meshing is not
likely anymore.

d. A cluster that disperses non-uniformly in space:
The case of an initial cluster with a radial displacement
shows how the algorithm reacts to a time-evolving non-
homogeneous distribution. As seen in Figure 12 (top), the
initial cluster is located in the centre of the square and, due
to the radial displacement, the distribution evolves towards a
high concentration at the border.
This peculiar dispersion is well tracked by applying the D2SD
algorithm every time step (bottom figures). Looking at the
evolution of the number of won/lost bins (see right plots in
Figure 12), it can be seen that it quickly decreases to values
below −20% when comparing to the initial iteration while
small fluctuations are reached when comparing consecutive
iterations. Meanwhile, the concentration difference w.r.t. the
initial value grows steadily from 0.2 to a plateau value of
0.4 in 5-6 iterations. The concentration difference w.r.t. con-
secutive iterations stays around 0.2 and even drops to lower
values after 6 iterations.
Resorting to the thresholds mentioned previously, this case
suggests that a first re-meshing will be performed at itera-
tion 2. Consecutive re-meshing are to be expected between
iterations 2 and roughly 8. For the two last iterations, no re-
meshing would be applied. This is because a steady-state is
close to being reached (where particles are all on the border),
leading to lower values of won/lost bins and concentration
difference between consecutive iterations.

e. Local injection in a homogeneous distribution:
This case is expected to be representative of typical CFD sim-
ulations with an injection of particles. As seen in Figure 13
(top), the initial distribution is homogeneous and becomes
non-homogeneous with time due to the local injection of par-
ticles (this is not compensated by the uniform displacement
since the injection is the dominant phenomenon).
This complex evolution of the distribution is well captured
by applying the D2SD algorithm every time step (bottom
figures). However, as displayed in Figure 13 (right), the
won/lost bins with respect to the initial iteration increases
due to the development of a strongly non-homogeneous distri-
bution. This is especially true in the first few iterations, where
even the won/lost bins between consecutive iterations peaks
up to 200%. However, at longer times, both the won/lost bins
and concentration difference between consecutive iterations
reach values similar to the homogeneous distribution in time.
Again, this is due to the establishment of a steady-state situa-
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Figure 9: Steady-state homogeneous particle distribution, with parameter ∆t = 0.1. Evolution of the won/lost bins ∆m,kN bins (right-top figure) and difference of
particle concentration ρMm

m,k (right-bottom figure) is shown with respect to: initial iteration (m = 1, in blue and ∗ symbol) and previous iteration (m = k − 1, in orange
and ◦ symbol).

Figure 10: Moving cluster in a homogeneous distribution, with parameter ∆t = 0.1. Evolution of the won/lost bins ∆m,kN bins (right-top figure) and difference of
particle concentration ρMm

m,k (right-bottom figure) is shown with respect to: initial iteration (m = 1, in blue and ∗ symbol) and previous iteration (m = k − 1, in orange
and ◦ symbol).

Figure 11: Cluster that disperses uniformly in space, with parameter ∆t = 0.5. Evolution of the won/lost bins ∆m,kN bins (right-top figure) and difference of particle
concentration ρMm

m,k (right-bottom figure) is shown with respect to: initial iteration (m = 1, in blue and ∗ symbol) and previous iteration (m = k − 1, in orange and ◦
symbol).
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Figure 12: Cluster that disperses non-uniformly in space, with parameter ∆t = 0.1. Evolution of the won/lost bins ∆m,kN bins (right-top figure) and difference of
particle concentration ρMm

m,k (right-bottom figure) is shown with respect to: initial iteration (m = 1, in blue and ∗ symbol) and previous iteration (m = k − 1, in orange
and ◦ symbol).

tion, where the number of particles remains constant in the
domain (due to the balance between newly injected particles
and particles going out of the square of observation).
As in case (d.), this case illustrates the interest of relying
on a two-step process: the won/lost bins with a threshold of
15 − 20% provide a quick first acceptance/rebuttal which is
completed by the 2nd criterion on the concentration differ-
ence with a threshold around 0.15−0.2 (when needed). Here,
re-meshing is expected to occur during the second and third
iterations and again around iteration 9.

f. Two clusters (expanding/shrinking in space):
This case is representative of a situation where two initial
clusters evolve in time (see also Figure 14): one is expanding
in space while the other one is shrinking. The rates of expan-
sion and shrinking are designed with opposite values, such
that the number of bins remains constant.
As seen in the right plots of Figure 14, the number of won/lost
bins always remains below 10% regardless if it is compared
to the initial or previous iteration. The information on the
change in particle positions comes from the concentration
difference, which is seen to steadily increases from 0.1 to
0.5 when compared to the initial iteration. The concentration
difference w.r.t. the previous iteration remains relatively low
(below 0.16).
This case thus highlights the interest of the two-step process.
Here, we expect the 1st step (won/lost bin) to be accepted
every time, but the concentration difference suggests to re-
mesh every few iterations because of the change in particle
locations. Thus, resorting to a single-step process (i.e. using
information on won/lost bins only) would lead to incorrect
results while the two-step process does capture this change.
The concentration difference will provide more information
on the actual changes in concentrations.

All these cases support the use of a re-meshing criteria based
on two indicators, namely the number of won/lost bins and the
concentration difference. The next step consists of applying dy-
namically the re-meshing criteria described by steps 0.1-0.4

in Section 2.2.2 and evaluating the error E(k, Mk) made on the
computation of particle agglomeration (see Equation (9)), with

Mk the output of the criteria at iteration k. This means that the
criteria are applied at every iteration: if rejected, the current
iteration becomes the new reference mesh but, if accepted, the
reference mesh is left untouched (see Figure 2).

3.2.2. Efficiency of re-meshing
Here, we analyse the results obtained with the re-meshing

criteria applied dynamically. For that purpose, we focus on
the following cases (which were seen to be key in the previous
figures): the homogeneous distribution in time (case a), the
uniformly dispersion of clusters (case c), the local injection
(case e) and the two clusters (case f). Based on the results of
case (a), we set the tolerance thresholds as ε1 = 20(%), ε2 = 1/6.
The value ε2 = 1/6 can also be justified on a bound of 20% error
for the difference |ρMk−1

k−1 − ρ
Mk−1
k |, during iteration k.

As displayed in Figure 15, for each of these cases and each
(time) iteration k, we illustrate the evolution of the indicators
∆k−1,kN bins, ρMk−1

k−1,k and the error E(k, Mk) (Mk being the output
of the criteria at iteration k). For the sake of clarity, we have
also added markers around the iteration identifier (see x-axis on
plots 15(a) and 15(b)) to highlight every time a re-meshing is
suggested by each criterion. Several conclusions can be drawn
from this set of figures. First, we observe that the error made in
evaluating the number of agglomeration events always remains
below 0.4, even in complex cases such as case (f). Second, in the
cases where the population of particles reaches a state of uniform
distribution (cases (a) and (c)), the criteria suggest keeping the
spatial decomposition unchanged (i.e. no re-meshing is applied),
in accordance with the small error made on the calculation of
agglomerations.

To further analyse how the setup of the thresholds ε1 and ε2
influences the error made on the prediction of agglomeration,
we focus on the case of clusters expanding/shrinking (case f).
For that purpose, two different pairs of thresholds are used for
(ε1, ε2): {(10%, 1

6 ), (20%, 1
11 )}. The results obtained are shown

in Figure 16: it can be seen that, by tuning the values of εi, a
lower error on the agglomeration prediction is obtained. This is
related to the fact that, with lower tolerance thresholds, a higher
number of re-meshing events are triggered. Indeed, compared to
the error associated with a threshold of 20%, the error associated
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Figure 13: Local injection in a homogeneous distribution, with parameter ∆t = 0.1. Evolution of the won/lost bins ∆m,kN bins (right-top figure) and difference of
particle concentration ρMm

m,k (right-bottom figure) is shown with respect to: initial iteration (m = 1, in blue and ∗ symbol) and previous iteration (m = k − 1, in orange
and ◦ symbol).

Figure 14: Two clusters (expanding/shrinking in space), with parameter ∆t = 0.1. Evolution of the won/lost bins ∆m,kN bins (right-top figure) and difference of
particle concentration ρMm

m,k (right-bottom figure) is shown with respect to: initial iteration (m = 1, in blue and ∗ symbol) and previous iteration (m = k − 1, in orange
and ◦ symbol).

(a) Evolution of ∆k−1,kN bins (b) Evolution of ρMk−1
k−1,k (c) Evolution of E(k, Mk)

Figure 15: Illustration of the studied cases: uniform case (case a), dispersing cluster (case c), injection of particles (case e) and extraction/expansion of clusters (case
f). Plots for the evolution of the won/lost bins ∆k−1,kN bins and difference of concentration ρMk−1

k−1,k are shown using thresholds ε1 = 20% and ε2 = 1/6. Additionally,
the corresponding error on agglomeration events is plotted in Fig. 15(c)
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with a threshold of 10% decreases by almost half (an error of
about 0.4 against one of about 0.25). However, a higher accuracy
in the results obtained also comes with higher computational
costs since more re-meshing occurs. These experiments confirm
that the proposed re-meshing criteria is a suitable candidate to
increase the computational efficiency of the D2SD algorithm
while respecting a user-defined criterion on the error made in
the evaluation of particle agglomeration events.

3.3. Testing quick D2SD not every time step

In this section, we assess the accuracy and efficiency of the
algorithm combining both the quick D2SD algorithm and the
re-meshing criteria. For that purpose, we consider case (f) with
clusters expanding/shrinking and we compare the error made
between the computation of agglomeration events implementing
the quick D2SD versus full D2SD algorithms, both using the re-
meshing criterion, i.e. Algo 3 versus Algo 1. The results for
ε1 = 20(%) and ε2 = 1/6 are displayed in Figure 17: we observe
that the error propagates as the iterations progress but remains
within acceptable levels. When applying Algo 1 (full D2SD
with re-meshing criterion), we can observe a decrease of the
error made between the computation of agglomeration events.
Whereas by applying Algo 3 (quick D2SD with re-meshing cri-
terion), the error propagates and increases as iterations progress.
Regarding the computational time, denoting by CPU∗ the cumu-
lative computational time (over all iterations) associated with the
implementation of the D2SD algorithm: Algo 1 was executed
in approximately 0.40[CPU∗], while Algo 3 took 0.29[CPU∗].
These results underline the great advantage, as far as compu-
tational cost is concerned, of the fast versions of the D2SD
algorithm proposed in this paper. In particular, it highlights the
improvement regarding the computational cost when the Algo
3 is implemented. However, this gain comes with a loss of ac-
curacy, which can be clearly seen in the three last iterations in
Figure 17. Therefore, when implementing the quick version of
the D2SD algorithm, it is suggested to refresh from time to time
the spatial decomposition using the full version in order to stop
the propagation of numerical errors.

Figure 17: Evolution of the difference of particle concentration and error on
agglomeration events in the case (f.): expansion/shrinking of clusters. Results
for Algo 3 (quick D2SD plus re-meshing criterion) are plotted in orange while
the results for Algo 1 (full D2SD plus re-meshing criterion) are plotted in blue.

4. Application to a practical case and validation

In this section, the quick D2SD algorithm is coupled to a
3D simulation of particle agglomeration to assess the accuracy
and efficiency of the method. More precisely, the quick D2SD
is applied and compared to numerical results obtained with
micro-scale simulations for the agglomeration of particles un-
dergoing purely diffusive motion. Since the aim is to validate
the D2SD algorithm, we focus our attention on a case involving
non-homogeneous repartition of particles, here with a local in-
jection. The case studied together with the micro-scale model
and theoretical expectations on the rate of agglomeration are pre-
sented in Section 4.1 while the use of the quick D2SD algorithm
and the comparison to these results are discussed in Section 4.2.

4.1. Micro-scale simulation of particle agglomeration with local
injection

Case studied: local particle injection. A case of non-
homogeneous particle repartition has been selected in order
to highlight the interest of using the D2SD algorithm in such
complex cases, as well as to assess the accuracy of the quick
D2SD algorithm. We have opted here to simulate the case of
particles undergoing purely Brownian motion since a theoret-
ical estimation of the agglomeration rate can be computed in
that case. More precisely, we focus on the non-homogeneous
case of particles within a spherical domain of radius Rs, but
with a higher concentration around the sphere centre. Since
the aim of these micro-scale simulations is to extract from the
results statistical information on the agglomeration rate, the case
studied has to be a steady-state. For that reason, we did not
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(a) Evolution of ∆k−1,kN bins (b) Evolution of ρMk−1
k−1,k (c) Evolution of E(k, Mk)

Figure 16: Illustration of the extraction/expansion of clusters (case f). Plots for the evolution of the won/lost bins ∆k−1,kN bins and difference of concentration ρMk−1
k−1,k

are shown using thresholds (ε1, ε2) = (20%, 1
6 ) (light green) and (ε1, ε2) = (10%, 1

11 ) (dark green). Additionally, the corresponding error on agglomeration events is
plotted in Fig. 15(c)

set-up a simulation within a periodic sphere in which particles
are initially non-homogeneously distributed and then move ac-
cording to purely diffusive motion since the expected steady
state corresponds to homogeneously distributed particles within
the sphere (see case c in Section 3.2.1). We rather opted for a
continuous injection of particles near the sphere centre, which
results in a non-homogeneous steady-state where particles are
more concentrated near the sphere centre. Particles reaching
the domain boundary are removed from the simulation. When a
collision between two particles is detected, one of the colliding
partners is removed from the simulation (this corresponds to the
sticky case where particles adhere to each other upon colliding).

Theoretical collision rate. As mentioned previously, we have
focused on this case since the collision rate can be estimated
theoretically (details about the derivation of the collision rate are
provided in Appendix A). Here, the average number of particles
evolves as

d
dt
〈N(t)〉 = −

β

Vol(D)
〈N(t) (N(t) − 1)〉 (11)

where the collision rate β is given by

β =
8πR2

p σ√
2πγ

. (12)

It should be noted here that this formula for the collision rate
was obtained, assuming that particles are homogeneously dis-
tributed within the domain. Actually, in this case, the same
formula holds, although particles are not distributed homoge-
neously: this is because in each circular region around the centre
of the domain, the concentration can be considered as locally
homogeneous. This means that the same collision rate holds and
that a higher number of collisions occurs in regions with higher
concentrations (since the collision frequency is multiplied by the
local particle concentration to compute the number of collision
events).

Microscopic Langevin simulations. We perform here numerical
simulations of particles undergoing purely Brownian motion

using the following Langevin equations:

dXi = Vidt,

dVi = −γVidt + σdBi(t),
(13)

with the particle position Xi, the fluid velocity Vi, the friction
γ, the noise amplitude σ and a family of independent Brownian
motion (Bi(t); t ≥ 0)i. All the particles are considered to have
the same radius Rp. Nin ject particles are injected in the domain
at the particle centre every Niter iterations. Particles reaching
the domain boundary (here at Rs = 0.5) are eliminated from
the simulation. This allows to obtain a steady-state once the
number of particles entering the domain is compensated by
the number of particles exiting the domain. The motion of
particles is computed with a time step small enough that the
average particle displacement within one time step is close to the
particle radius, i.e. |Xi(t + ∆t) − Xi| ' Rp. This allows to detect
the collision between two particles using geometric arguments
assuming a ballistic regime within the time step (i.e. the motion
of a particle within one time step follows a straight line). When
such a collision is detected, one of the partner is removed from
the simulation. This choice corresponds to the case of sticky
collisions (i.e. a collision does lead to agglomeration) The
collision rate is extracted from these simulations by recording
the number of collisions Ncoll that occurred during a certain
amount of time tsimu. Since the particles are not homogeneously
distributed in the domain, the collision rate is analysed as a
function of the distance from the sphere centre (where particles
are injected at a given frequency). For that purpose, we define
a number of spherical rings according to their distance from
the centre, here comprised between r Rs/50 and (r + 1) Rs/50,
with r = 0, . . . , 49. Then, drawing on Eq. (11) which gives
the evolution of average number of particles in the domain, the
collision rate is estimated within each ring:

βapprox. =
Ncoll

tsimuNp,n(Np,n − 1)
(14)

where Np,n is the average number of particles in the ring la-
belled r.

15



0 0.1 0.2 0.3 0.4 0.5
0

0.2

0.4

0.6

0.8

1

1.2
10

-5

Theoretical value

10 part. every 1 iter.

10 part. every 2 iter.

10 part. every 4 iter.

Figure 18: Comparison between the theoretical value of the collision rate and
numerical estimations obtained with fine Langevin simulations using various
particle concentrations.

Results obtained. Figure 18 displays the comparison between
the theoretical value of the collision rate and the results obtained
with the numerical simulations as a function of the distance
from the point source (where particles are injected locally). As
expected from standard PBE formulations, the collision rate
appears to be independent of the distance from the point source
despite the variation in the particle concentration. The results
are less accurate as the distance from the point source increases
since the number of particles present in these regions is lower
(leading to higher statistical noise).

4.2. Simulations with fast D2SD
The next step consists in coupling the quick D2SD algorithm

to standard CFD simulations. Here, the particle positions gener-
ated by the fine Langevin simulations are used as an input data
for the quick D2SD algorithm every time step. This allows to
test the accuracy and efficiency of the quick D2SD algorithm.

The quick D2SD algorithm has been applied to 1000 consec-
utive iterations sampled from the simulation with 10 particles
injected every 4 time step. We have used a spatial transforma-
tion proposed in [15], that allows to analyse the homogeneity in
the particle concentration using spherical coordinates instead of
Cartesian ones (which better fit the present case). The results ob-
tained for the identification of high concentration regions from
the quick D2SD are illustrated in Fig. 19: it can be seen that
clusters of particles are clearly identified near the sphere centre
while other regions further from the centre can also be identified
as having a concentration slightly higher than the average one.

Using Eq. 10, we compare the number of agglomeration
events computed using the D2SD algorithm to the one directly
extracted from fine Langevin simulations and the one provided
by applying the PBE formulation on the whole domain. The
results are shown in Table 2, which shows that the evaluation
of the number of agglomeration events is greatly improved us-
ing the D2SD algorithm compared to the results obtained using
the PBE formula over the whole domain. In fact, the PBE for-
mulation applied over the whole domain leads to a significant
underestimation of the number of agglomeration events (around
75%). Meanwhile, the error made using the D2SD algorithm
is much smaller: it increases slightly using the quick D2SD
algorithm with re-meshing criterion instead of the full D2SD

CASE Langevin Full Quick PBE
simulation D2SD D2SD one cell

Nb. agglo. events 523 426 417 130

Table 2: Values of the number of agglomeration events over 1000 iterations
computed using the fine Langevin simulation, the full or quick D2SD algorithm
with re-meshing and the PBE formula over the whole domain (one cell only).

algorithm (from 18.5 % to 20.2 %) but the computational costs
are reduced by a factor 3 with the fast D2SD algorithm.

5. Conclusion

In this paper, a fast version of the data-driven spatial decom-
position (D2SD) algorithm has been developed. As for the
original D2SD algorithm, the fast D2SD allows to detect non-
homogeneous particle concentrations within a regular volume,
relying solely on the information coming from the set of par-
ticles (without requiring other input parameters). The quick
D2SD algorithm developed here combines two simplifications
to reduce the computational costs associated with the original
D2SD algorithm. First, a simplified decomposition is applied
with an a-priori evaluation of the pdf-threshold that is used to
classify regions according to their concentration level, which is
taken here as λ̂ = Q60. Second, a re-meshing criteria is used to
avoid applying the spatial decomposition algorithm every time
step. More precisely, the re-meshing criterion is composed of
two tests to check if the spatial decomposition becomes too dif-
ferent from the one obtained at a previous time step: one test
is based on the fluctuation of the displacement of the particles
within the domainD and another test is based on the variation
of the particle concentration.

The accuracy and efficiency of these adaptations of the origi-
nal D2SD algorithm have been tested on a number of situations
involving a range of initial distribution of particles (homoge-
neous or non-homogeneous) and various particle motion repre-
senting practical situations. These test-cases allowed to set-up
the thresholds (ε1, ε2) that are required in the quick D2SD al-
gorithm. In particular, the results obtained support the use of a
re-meshing criteria based on two indicators coupled to a quick
D2SD algorithm, since it accurately reproduces the results got
with the original D2SD algorithm applied every time step even
in complex situations. Besides, this algorithm has been tested
on a practical 3D case, where Brownian particles are injected
locally within a spherical domain. The results obtained with the
D2SD algorithm have been compared to the results got with fine
Lagrangian simulations (based on a Langevin model). It was
shown in particular that the D2SD algorithm allows to signifi-
cantly improve the prediction of the number of agglomeration
events compared to a simple evaluation using PBE formulation
on the whole domain (which severally underestimates the num-
ber of agglomeration events). As illustrated in [15], similar
results are expected (underestimating or overestimating the num-
ber of agglomeration events) when an arbitrary mesh is chosen
for the collision step.

These results support the need to apply spatial decomposition
techniques when resorting to mean-field approaches (such as the
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Figure 19: 3D plots showing the particles positions coloured according to their clustering region (left) and the spatial decomposition given by the quick D2SD
algorithm using particle positions at a given time-iteration of the Langevin simulation (here 1001).

PBE formulation) to compute particle agglomeration in complex
situations. However, these results also shed light on the limita-
tions of such mean-field approaches: PBE formulations indeed
require that the population of particles is uniformly distributed in
the volume considered and that other properties are constant (e.g.
fluid velocity), while neglecting any spatial/temporal correla-
tion between collisions. Despite the apparent simplicity of PBE
formulations, these simulations show that complex algorithms
have to be designed in order to use such formulations in CFD
simulations of complex non-homogeneous flows.

Appendix A. Collision rate of Brownian particles

Let us call N(t) the number of particles present in a spherical
domain at time t for a given realisation of the initial positions
and of the noises. The mean number of collisions ncoll between
times t and t + ∆t is given by the average number of pairs of
particles that approach each other within a distance equal to the
sum of their radii, that is 2Rp.

Suppose that there is a reference particle i at Xi(t) and another
one, j, at X j that approaches i with a velocity V j(t)−Vi(t) given
by Eq 13. As displayed in Fig. A.20, particle j will collide with i
between t and t + ∆t if two conditions are satisfied: (i) the radial
component of its relative velocity along the line connecting
the two spheres is negative W = [V j(t) − Vi(t)] · r/|r| (with
r = X j(t) − Xi(t)); (ii) particle j is located at a distance less
than 2Rp + |W |∆t from i. Assuming that particles are uniformly
distributed in the sphere [0,Rs], the probability that particle j
collides with i given its velocity difference W < 0 is given by

Pr(coll | W) =
4π (2Rp)2 |W |∆t

Vol(D)
. (A.1)

with Vol(D) = 4πR3
s/3 the volume of the domain.

Figure A.20: 2D sketch of the criteria for a particle j to collide with a particle i
fixed at the center.

The probability that particle i has a collision between t and
t + ∆t can be written by summing over all particles j , i present
at time t and averaging with respect to the velocity difference W.
Assuming that particle positions and velocities are completely
independent, one obtains the probability Pi

coll∈[t,t+∆t] that particle
i collides between t and t + ∆t

Pi
coll∈[t,t+∆t] = −

16 πR2
p

Vol(D)
(N(t) − 1) 〈W θ(W < 0)〉 ∆t, (A.2)

where θ denotes the Heaviside function and 〈·〉 ensemble aver-
ages. For velocities following a Langevin process with fric-
tion γ and noise amplitude σ, the velocity difference W is
a Gaussian process with variance σ2/γ. One then obtains
〈W θ(W < 0)〉 = −σ/

√
2πγ. As a result, the mean number

of collisions ncoll∈[t,t+∆t] occurring between t and t + ∆t reads

ncoll∈[t,t+∆t] =
1
2

∑
i

Pi
coll∈[t,t+∆t]

=
8 πR2

p σ

Vol(D)
√

2πγ
N(t) (N(t) − 1) ∆t.

(A.3)

We consider the case where each collision leads to the removal
of one particle from the simulation. This leads to the following
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evolution equation for the average number of particles:

d
dt
〈N(t)〉 = −

β

Vol(D)
〈N(t) (N(t) − 1)〉 (A.4)

with the collision rate (or collision frequency) β defined by

β =
8πR2

p σ√
2πγ

. (A.5)
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