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Abstract. In the context of side-channel countermeasures, threshold implementations (TI)
have been introduced in 2006 by Nikova et al. to defeat attacks in presence of hardware
effects called glitches. On several aspects, TI may be seen as an extension of another classical
side-channel countermeasure, called masking, which is essentially based on the sharing of any
internal state of the processing into independent parts (or shares). Among the properties
of TI, uniform distribution of input and output shares is generally the most complicated to
satisfy. Usually, this property is achieved by generating fresh randomness throughout the
execution of the protected algorithm (e.g. the AES block cipher). In this paper, we combine
the changing of the guards technique published by Daemen at CHES 2017 (which reduces the
need for fresh randomness) with the work of Genelle et al. at CHES 2011 (which combines
Boolean masking and multiplicative one) to propose a new TI without fresh randomness well
suited to Substitution-Permutation Networks. As an illustration, we develop our proposal for
the AES block cipher, and more specifically its non-linear part implemented thanks to a field
inversion. In this particular context, we argue that our proposal is a valuable alternative to
the state of the art solutions. More generally, it has the advantage of being easily applicable to
the evaluation of any polynomial function, which was usually not the case of previous solutions.

Keywords: SCA · Threshold implementations · AES · Masking · Sharing · Secure Polynomial
Evaluation.

1 Introduction

1.1 Problematic and State Of the Art

Introduced by Kocher [23] in the late nineties, Side Channel Analysis (SCA) is a serious threat in
our connected world. Cryptography indeed evolves in a hostile environment, where an attacker can
obtain information that leak from algorithms running on embedded devices. This information relate
to intermediate variables and some of them are sensitive in the sense that they are linked to the
secret key and can be exploited to mount a key-recovery attack [5].

The SCA threat [23] led to the increasing need for countermeasures. A solution is provided by
the so-called secret sharing ( [34], [9], [20]). In the context of SCA, we talk about masking [23].
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The idea is to randomly split the sensitive variable into (d + 1) shares. The number d is refered
as the masking order. A dth-order masking can be broken by a (d + 1)th-order SCA, namely an
adversary that targets d+ 1 intermediate variables at the same time [30] [27] [36]. However, masking
countermeasure is vulnerable to glitches when the algorithm is embedded on a device. Glitches
refer here switching variations of logic gates that are caused by interconnection delays between
two consecutive register updates. Due to glitches, it has been shown in [26] that an attack can
be mounted by exploiting side-channel information leakage at the output of some logic gates. In
2006, Nikova et. al. [29] proposed a special case of masking, called threshold implementations (TI)
such that the security holds even in the presence of glitches. This countermeasure combines secret
sharing and multi-party computation (MPC). MPC creates methods for parties to jointly compute
a public function over their inputs while keeping those inputs private (see [40] and [2] for more details).

By property of threshold implementations, it is known that at least 3 shares per internal state
element are required to achieve security against first-order attacks in the presence of glitches [29].
The construction of such an implementation (with 3 shares only) for the AES algorithm has been an
important research topic [28], [3], [10], [21]. The first difficulty is to achieve uniformity efficiently. The
common technique to fix this issue is called remasking. It consists in adding fresh randomness to the
implementation during the execution. However, remasking is very time and space consuming since
the random bits have to be generated and stored in registers. To fix this constraint, Daemen proposed
in [12] a technique called changing of the guards to assure uniformity of a function without fresh
randomness (see its description in the extended version of this paper [24]). Based on this technique,
Sugawara presented in [37] a provably 3-sharing uniform TI of the Canright’s AES Sbox [6] without
remasking. Then, the second challenge is the efficiency, and more precisely the number of cycles that
are required to implement a threshold implementation of the AES Sbox resistant against first-order
SCA attacks.

1.2 Our Contributions

In this paper, we propose a 3-sharing TI scheme that can be applied to secure the processing of
any monomial. Our technique can be extended to secure the evaluation of polynomial functions
in a generic manner and the proposed scheme is proved to be resistant against first-order SCA in
the presence of glitches. In the latter case, the number of cycles taken by the secure evaluation is
independent of the support of the polynomial while the number of gates and registers essentially
increases linearly. Eventually, the design principles can be extended to higher-order security. As an
illustration, we apply our method on the AES algorithm to design a 3-sharing TI of the AES Sbox
without fresh randomness. It is an alternative to Sugawara’s work [37].4

1.3 Overview of the paper

In Section 2 we first introduce notations related to the masking schemes in finite fields that we
use in our paper. We present then the threshold implementations, the related security models and
their properties. Based on [12], we also describe in the extended version of this paper [24] another
technique than remasking to get uniformity in a construction. In Section 3 we present our generic

4 In the extended version of this paper [24], we give a second possible scheme of a 3-sharing TI of the AES
Sbox without fresh randomness. It takes two more cycles than our main proposal but it does not require
pre-processing and additionnal memory space.
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TI for secure evaluation of polynomial functions in GF (2n) and we argue that it is resistant against
first-order SCA in the presence of glitches. Our proposal is built upon a primitive that must securely
process the function mapping x ∈ GF (2n) into 1 if x = 0 and into 0 otherwise. In Section 4, we
describe a 3-TI implementation of this primitive called here Dirac function. We argue that it is
secure against first-order SCA in presence of glitches. For completeness, we present in the extended
version of this paper [24] another original TI construction of the Dirac function, based on Sugawara’s
work [37] and on Ishäı et. al. multiplications [22]. The proofs of our lemmas and properties are
given in the extended version of this paper [24]. We give an application of our technique to the AES
algorithm in Section 5. Our first-order TI-masked 3-sharing implementation of the AES SBox is
argued to be secure against SCA attacks in the presence of glitches. Finally, in Section 6, we discuss
the performances of our construction compared to the prior state of the art.

2 Preliminaries

2.1 Basics on Sharing

In this paper, we discuss on the sharing of both field elements defined in GF (2n) for some n and
(n,m)-functions defined from GF (2n) into GF (2m) for some n and m.

Sharing of Internal Variables. When masking is applied to secure block cipher implementations,
each sensitive variable x occurring during the computation is split into d random shares following a
chosen group operation. We define the tuple x = (x1, . . . , xd) as the d-sharing of x while the xi’s are
called the masks. Also, the value of d plays the role of a secure parameter. We also introduce the
function s() that recovers x from its d-sharing x and will be refered as the reconstruction function.
It is defined by s(x) = x. For example, if the group operation is the addition ⊕ in GF (2n), we have:

x = x1 ⊕ x2 ⊕ ...⊕ xd and s(x) =

d⊕
i=1

xi = x.

In this paper, we shall work with three types of masking for d = 3. We shall refer to the above
example as a 3-Boolean sharing. If the group operation is the multiplication ⊗ in GF (2n)?, we shall
refer to it as a 3-multiplicative sharing [1], [4]. To mask additive functions we usually use a Boolean
masking. Since the propagation of Boolean masks through a multiplication is tricky to deal with, the
multiplicative masking is more suitable to mask multiplicative functions (as e.g. power functions).
Eventually, by combining a Boolean with a multiplicative one, we obtain a 3-affine sharing that we
describe in the following definition.

Definition 1. (3-affine sharing) [15]. Let x, x̃, β ∈ GF (2n) and α ∈ GF (2n)? be four elements
such that x = (x̃⊗ α−1)⊕ β. Then, x = (x̃, α, β) is called 3-affine sharing of x, and β (resp. α) is
called the Boolean mask (resp. multiplicative mask).

Sharing of Functions. In the sequel, we shall express the input of a function F by a small letter x
and its corresponding output by a large letter X. A mapping from x to X can be defined by F (x) = X.

A mask realization of an (n,m)-function F is a vector F = (F1, ..., Fd) of (dn,m)-functions. The
notion of reconstruction function can then be extended to mask realizations by setting:

s(F(x)) = F (x) = X
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2.2 Basic Notions

To formally describe the security notions involved in this paper and to explain the different
countermeasures, it is classical to use an abstraction of the implementation called circuit. We recall
hereafter the definition of circuit given in [35].

Definition 2. [35] (Circuit CF & wire.) Let F be a function and let O be a set of elementary
operations. An ideal circuit CF implementing F thanks to operations in O is an oriented graph where
each cell ci defines an element of O and each edge corresponds to an intermediate value Vi that is
called a wire. Vi corresponds to an output to the operation ci and an input of the operation cj.

The performance of a circuit can be measured in terms of registers and clock cycles that we
define as follows.

Definition 3. (Register & clock cycle). A register is a circuit component which can store one
wire Vi. A set of more than one register is called a registers layer. A clock cycle corresponds to the
longest path between a state register A to the next state register B.

In our context, the set O contains field operations ⊕,⊗ and the inverse multiplication ⊗−1 in
field of characteristic 2, and more generally any power function. The capabilities of a SCA attacker
against a circuit CF are usually defined by adversary models. Among them, the Probing Adversary
Model [22] is the most popular one. We give its formal definition as follows.

Definition 4. (tth-order Probing Adversary Model). [35] Let CF be a circuit composed with
(Vi)i∈I wires and let t be a positive integer. Let L be a set of noisy leakage functions. A tth-order
Probing Adversary against CF is an adversary that can choose a subset J of I with #J = t and can
observe the random variable (L(Vj))j∈J where (Lj(.))j is a t-tuple of functions in L.

An attack performed by the adversary in Definition 4 conducts to the notion of tth-order probing
security of a circuit. We give formal definition hereafter.

Definition 5. (tth-order probing security). [8] A circuit CF is said to be tth-order probing
secure if for a d-sharing (x1, x2, ..., xd) of some variable x in input, a tth-order Probing Adversary
against CF does not observe a dependence between t (or less) wires and x.

An algorithm achieving t-probing security is resistant to the class of tth-order side-channel attacks.
Some masking schemes have been proposed with formal security proof in the Probing Adversary
Model [22], [33], [32]. However, Mangard et. al. [25] showed the vulnerability of this model when
the circuit evolves in the presence of glitches. Glitches occur because the signals of a combinational
circuit can switch more than once per clock cycle if an input changes. The reason why most masking
schemes can be attacked is that they process on the same wire masks and masked values. Since
there is a link between them, the power consumption is not independent of the masks and masked
values. Then the tth-Probing Adversary Model is no longer suffisant for security.

The first provably secure masking scheme with resistance to glitches was the threshold imple-
mentation scheme of Nikova et. al. [29]. Then, based on the work in [38], Roche and Prouff [35]
introduced the tth-order Glitches Adversary Model to formalize the security of masked hardware
implementations in the presence of glitches. We call this new adversary model the tth-order TI
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Adversary Model and describe it in Definition 6.

In the presence of glitches, the ideal circuit without signal propagation delay (Definition 2) can
be extended to a more realistic circuit wherein a transient hazard is generated due to the delay ∆T
between two elementary operations (i.e. logic gate transitions during a cycle between two registers
updates). For a circuit CF the internal state at a time T for a circuit CF refers to all the values
taken by the Vi’s at time T . It is denoted by CF (T ).

Definition 6. (tth-order TI Adversary Model). [35] Let CF be a circuit and let t be a positive
integer. Let L be a set of leakage functions. A tth-order TI Adversary against CF is an adversary
that can choose t times T1, T2, ..., Tt and can observe the internal state transition at the t selected
times (Li(CF (Ti)))i≤t where, for each i ≤ t, Li(.) is a function in L.

For example, in Figure 1, let CF be a circuit implementing a function F from a state register A
to a state register B, and let β, β′ be two Boolean masks. We hereafter focus on the capabilities of
an adversary looking at the wire V3 and we denote by br a Gaussian independent noise. For the
1st-order Probing Adversary Model of Definition 4, the attacker can observe noisy leakage functions
L3(V3) = x⊕ β′ + br that gives no information on x. In comparison, for the 1st-order TI Adversary
Model of Definition 6, due to glitches between the two previous gates ⊕, it might exist a time T
such that L3(V3(T )) = x+ br. This can happen if the first Xor gate is transiently evaluated with
x⊕ β at first input and nothing at second input (for instance because the signal on β′ takes more
time to be delivered).

Fig. 1: Example of circuit for a 1st-order Probing (or TI) Adversary Model

Finally, an attack performed by the adversary in Definition 6 leads to the notion of tth-order TI
security of a circuit. We give a formal definition hereafter.

Definition 7. (tth-order TI security). A circuit CF is said to be tth-order TI secure in the
presence of glitches if for a d-sharing (x1, x2, ..., xd) of some variable x in input, a tth-order TI
Adversary against CF does not observe a dependence between any set t wires and x.

An algorithm achieving t-TI security implies a t-probing security (the converse is false). In the
presence of glitches, a circuit CF implementing a function F is split into several parts CFi such
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that the observation of t or fewer parts gives no information on the original circuit input. Nikova
et. al. [29] achieved this goal by combining secret sharing technique and secure MPC protocols.
Their countermeasure, wich can be applied to any F , is called threshold implementations and was
originally secure in the first-order TI Adversary Model.

To be first-order TI-secure, a TI must satisfy the three following properties.

Property 1. (Correctness.) Let a masked function F : GF (2dn) 7→ GF (2dm) be a TI F =
(F1, ..., Fd). The TI F is correct if and only if x = s(x) implies that X = F (x) = s(F(x)).

This property ensures that the obtained output F(x) effectively corresponds to the sharing of
the ouput of the initial input x by the function F . The reconstruction function s of the output X
does not need to be necessarily the same than for the input x.

Property 2. (Non-completness.) A TI F = (F1, ..., Fd) mapping a sharing (x1, ..., xd) into a new
sharing (y1, ..., yd) is non-complete if for every j 6 d, there exists i 6= j such that Fj is functionally
independent of xi (i.e. F (x1, ..., xi, ..., xd) = F (x1, ..., xi−1, xi+1, ..., xd)).

Since we have insufficient knowledge from each Fj to reconstruct the secret x, this property
guarantees security in the first-order TI Adversary Model.

Property 3. (Uniformity.) [7] For every b = (b1, b2, ..., bd) in GF (2dm), the number of x in GF (2dn)
for which F(x) = b is equal to 2(d−1)(n−m) times the number of x in GF (2n) for which F (x) = s(b).

This property ensures that, if the masking of the input to F is uniform, then the output of F is
also a uniform masking of the output of F . It is important when the output of the TI is the input of
another function. The design of TI achieving this property has been the core of many works and
most of them were based on the idea of remasking where fresh randomness is used to uniformize
the output sharing. In the extended version of this paper [24], we describe another technique to get
uniformity within an implementation.

3 Our TI Generic Evaluation Technique

We describe in this section our main contribution, that is a TI-masked generic evaluation method

that can be applied to any polynomial function f(x) =
∑2n−2
i=0 aix

i in GF (2n), contrary to the
state of the art. According to our security model (see Definition 6), it is assumed that an attacker
cannot see more than one intermediate result during the processing, but glitches are possible. Our
construction is inspired from the ideas of affine masking and multiplicative masking, developped
in [18] and [15]. However, to gain in execution time compared with [18], we try to minimize the
number of conversions from Boolean masking to multiplicative masking and vice-versa. Through
each cycle, the sensitive value is either masked thanks to a Boolean mask or a multiplicative mask, or
both. Our construction is first-order TI-secure (i.e. resistant against first-order SCA in the presence
of glitches). All the following lemmas and properties are proved in the extended version of this
paper [24].
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3.1 Our First-Order TI-secure Monomial Evaluation

To construct a first-order TI for any polynomial function defined in GF (2n), our generic proposal is
essentially built upon a same masking scheme which will be separately applied to the evaluation
of each monomial of f with non-zero coefficient. Let Qpower denotes one of those monomials and
let us assume that is defined by Qpower(x) = xq. In our proposed-scheme, the processing of Qpower
is multiplicatively masked. Multiplicative masking needs to be implemented carefully not to be
vulnerable to first-order SCA with a zero value power model, namely the zero-problem [19] [16]. In
the litterature [14], it has been proposed to map the zero value in GF (2n) to a non-zero value in
GF (2n)? using the Dirac function in order to take care of the zero-problem.

Definition 8. (Dirac function.) The Dirac function is defined such that δ(x) = 1 if x = 0 and
δ(x) = 0 otherwise.

In order to compute Qpower(x), we use the following property:

Property 4. For every integer q, we have:

(x⊕ δ(x))q = xq ⊕ δ(x).

If we consider an input x of 8 bits, the Dirac function can be calculated by processing 7 AND
gates on the bit-wise complemented bits of x such that:

δ(x) = x1 ⊗ x2 ⊗ ...⊗ x8. (1)

We propose another secure implementations of the Dirac function based on a lookup-table
(LUT) in Section 4. We obtain a 3-Boolean sharing (δ1, δ2, δ3) of δ(x). The advantage of this second
implementation is that it can be executed in a single cycle (see Definition 3).

The full processing of our first-order TI-secure monomial evaluation can be done in 4 cycles.
At input, the value x is assumed to be split into three parts following Definition 1. We denote the
3-affine sharing of x by x = ((x⊕ β)⊗ α, α, β) such that s(x) = (x⊕ β)⊗ α⊗ α−1 ⊕ β = x. Then,
to get a multiplicative masking of Qpower(x) = xq we first remove the Boolean mask β of x and
replace it by δ(x), while satisfying all the properties of TI. It can be achieved in two cycles. Due to
Property 4, we obtain a new 2-multiplicative TI sharing of xq ⊕ δ(x): ((xq ⊕ δ(x)) ⊗ αq, αq). We
extend this sharing by adding a third share (β ⊗ αq) that will be used later. Finally, we obtain
xδ = ((xq ⊕ δ(x))⊗ αq, αq, β ⊗ αq).

Lemma 1. The implementation of xδ is correct, non-complete and uniform. It is first-order TI-
secure against SCA.

Finally, the last two cycles allow us to replace in a secure way the Boolean mask δ(x) of xq by a
new one β′. We obtain at the end a new TI 3-affine sharing xq = ((xq ⊕ β′)⊗ αq, αq, β′) of xq.

Lemma 2. The implementation of xq is correct, non-complete and uniform. It is first-order
TI-secure against SCA.

The generalized scheme of our monomial evaluation is illustrated in Figure 2.



8 Simon Landry, Yanis Linge, and Emmanuel Prouff

Fig. 2: First-order TI-masked Monomial Evaluation of xq in 4 cycles

3.2 Extension of Our Technique for Any Polynomial Function

The concurrent application of the secure monomial evaluation described in previous section straight-
forwardly leads to a first-order secure TI for any polynomial function f . We describe hereafter the
main steps of our proposal which, from a 3-sharing (x̃, α, β) of x, outputs a 3-sharing ( ˜f(x), αf , βf )
of f(x) in 6 cycles:

– Step 1: firstly, a 3-Boolean sharing of the Dirac δ(x) is computed in 1 cycle from the 3-affine
sharing of x (for details on the construction see Section 4). Note that this computation is done
only once to secure the whole polynomial function evaluation.

– Step 2: secondly, each monomial of f can be evaluated thanks to our TI depicted in Figure 2.
This step takes 4 cycles.

– Step 3: finally, the last step consists in combining the 3-affine sharings of all the monomial
evaluations to get the 3-affine sharing ((f(x)⊕ βf )⊗ αf , αf , βf ) of f(x). It takes 1 cycle.

For example, let us assume that we want to securely process the 3-affine sharing of the function
f(x) = x5⊕x33 from the 3-affine sharing (x̃, α, β) of x. With the (LUT) method described in Section
4, we first securely compute a 3-Boolean sharing of δ(x) in 1 cycle. Then we apply our scheme in
Figure 2 to the monomials x5 and x33. These two computations can be done in parallel in 4 cycles
and give two new 3-affine sharings of x5 and x33. Finally, the last step takes 1 cycle and is split as
follows:

– the multiplication of the second shares of both x5 and x33 to construct a new multiplicative
mask αf = α5 ⊗ α33.

– the xor between the third shares of x5 and x33 to get βf = βx5 ⊕ βx33 .
– the xor between the first share of x5 multiplied by α33 and the first share of x33 multiplied by
α5 to get (x5 ⊕ x33 ⊕ βx5 ⊕ βx33)⊗ (α5 ⊗ α33) and thus the new 3-affine sharing
f = ((f(x)⊕ βf )⊗ αf , αf , βf ) of f .
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Fig. 3: First-order TI-masked Evaluation of f(x) = x5 ⊕ x33

The whole example is depicted in Figure 3.

Remark. The secure monomials’ evaluation is done in parallel, leading to an increase of the
implementation area which is roughly linear in the number of monomials to evaluate. Using the
ideas developed in [11], it is possible to improve the area complexity by using cyclotomic classes and

the fact that some powers are linear (those in the form x 7→ x2
j

).

The next section explains the implementation of the Dirac function used in step 1 of Figure 3.

4 Construction of the Dirac Function as a lookup Table (LUT)

In our first-order TI-secure evaluation of polynomial functions of the form f(x) =
∑2n−2
i=0 aix

i, we
need to securely compute a 3-Boolean sharing of the Dirac of x from the 3-affine sharing of x (see
Step 1 in Figure 3 in Sect. 3). For such a purpose, we propose below to represent the Dirac function
as a lookup table. We also propose an alternative secure construction in the extended version of this
paper [24].

We recall that, for each 3-affine sharing x of x, we know the value of its corresponding multiplica-
tive and Boolean masks α and β, respectively. A possible implementation for the 3-Boolean sharing
(δ1, δ2, δ3) of the Dirac δ(x) is to precompute a table T of 256 bits from a 3-affine sharing (x̃, α, β)
of x. We first have to know the value of the mask β and the masked value (x⊕ β), which is given by
processing x̃⊗ α−1. Then, thanks to a random bit r ∈ GF (2), the table is constructed such that
T [x⊕ β] takes the value r + 1 if x = 0 and r otherwise. During the execution of the AES algorithm,
the mask r stays unchanged while the mask β evolves. In order to be in coherence with our second
construction of the Dirac function in the extended version of this paper [24], we choose to split r
into two parts such that r = r1 ⊕ r2. Algorithm 1 describes the way how the LUT is created. This
LUT is fully computed once for the first Dirac request and is then modified at each execution of
the Dirac such that the values at positions β and β′ are xored with 1, where β′ denotes the next
Boolean mask of the next value x′ for which we would like to securely evaluate the Dirac function.
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The modification of the table is explained in Algorithm 2. This processing, which takes one cycle
can be done during other operations between two Qpower layers.

Hence, to obtain a 3-Boolean sharing of the Dirac value of x, we will store in our construction
three bits δ1 = δ(x) ⊕ r1 ⊕ r2, δ2 = r2 and δ3 = r1 (see Figure 2) and 256 bits for the LUT. To
conclude, this computation takes one cycle and store 259 bits.

Algorithm 1 Compute once a 3-Boolean sharing of δ(x)

Require: r = r1 ⊕ r2 ∈ GF (2), (x)⊕ β, β
Ensure: (δ1, δ2, δ3) s.t. δ1 ⊕ δ2 ⊕ δ3 = δ(x)
T ← [0] ∗ 256
T [β]← T [β]⊕ 1
T ← T ⊕ [r, ..., r]
return T [(x)⊕ β], r1, r2

Algorithm 2 Updating of the LUT T

Require: T, β, β′

Ensure: modified table T
T [β]← T [β]⊕ 1
T [β′]← T [β′]⊕ 1
return T

To conclude, Sections 3 and 4 describe our generic first-order TI-secure polynomial evaluation.
To be able to compare this proposal with the TI of the state of the art, we give an illustration of it
on the well-studied AES algorithm in the next section.

5 An Illustration on the AES Algorithm

5.1 AES Algorithm

The AES block cipher [13] operates on an 4×4 array of 16 bytes called a state. An AES plaintext value
is modified thanks to additive and multiplicative operations in order to obtain the corresponding
ciphertext at the end of the encryption. Each round of the AES is composed of four stages:
AddRoundKey, SubBytes, ShiftRows and MixColumns. The AES SBox is defined as the composition
of an affine transformation called AT over GF (28) and the multiplicative inverse Inv over the field
GF (2)[x]/(x8 + x4 + x3 + x+ 1). The SubBytes operation consists in applying the SBox on each
byte of the state. Moreover, the last round ommits the MixColumns operation and add a final
AddRoundKey stage. The processus is composed of either 10, 12 or 14 rounds, depending on the key
size. Based on the secret key, a key expansion process defines all the round keys that are involved in
the different rounds.
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5.2 Strategy

Substitutions-Permutation Network (SPN) based block ciphers (as AES) design involve additive and
multiplicative operations defined on a finite field. To efficiently mask the sensitive value through
each operation, Genelle et. al. proposed a scheme to securely transform an additive sharing into a
multiplicative one [18] (Boolean masking being dedicated to Boolean operations while multiplicative
masking being dedicated to multiplicative operation). In order to reduce the number of cycles for our
implementation, we improved their work by using a 3-affine sharing which is constructed such that it
contains both Boolean and multiplicative masks. As the existing papers [28], [3], [10], [21] proposed
a masked design of the AES Sbox processing, we describe in the followed sections a TI-masked
implementation of this SPN algorithm.

Through each AES operation, we denote the different 3-affine sharings Si as in Figure 4. All of
them are obtained by the meaning of one or more intermediate 3-sharing Si,j . Each Si,j represents
a computation done in one cycle as defined in Definition 3. Moreover, our scheme is first-order
TI-secure. The demonstration of this security is based on lemmas that are proved in the extended
version of this paper [24].

Fig. 4: 3-sharings Si of our TI-masked AES

We first show how to apply our TI-masked monomial evaluation on the AES SBox. Then, we
complete our presentation with a TI of all other steps of the AES.

5.3 Application of Our Monomial Evaluation Technique on the AES SBox

In this section we highlight our generic method by adapting it to the AES SBox processing. This
step comes after the AddRoundKey operation and so takes the 3-affine sharing of x⊕ k, where x is
the plaintext byte and k the round-key byte.

As discuss before, the SBox operation can be decomposed such that SB(x) = AT (Inv(x)),
where AT represents the affine transformation and Inv the multiplicative inversion in GF (28). In
this case, this inversion is equivalent to our operation Qpower(x) with q = 254 meaning x254 = x−1

in GF (2)[x]/(x8 + x4 + x3 + x+ 1).

To mask the SubBytes step, AT is masked additively whereas Inv denotes is multiplicatively
protected. By implementing the Dirac function as a LUT, the masking processing of an AES SBox
takes five cycles.5 The scheme is illustrated in Figure 5. It gives the new following 3-multiplicative

5 As an observation, the scheme can also be implemented in seven cycles if the Dirac function δ is computed
in three cycles with TI ISW multiplications (see in the extended version of this paper [24].
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sharing S3 of (x⊕ k)−1 ⊕ δ(x⊕ k) and the new 3-Boolean sharing S4 of SB(x⊕ k):

S3 = ([(x⊕ k)−1 ⊕ δ(x⊕ k)]⊗ α−1, α−1, β ⊗ α−1),

S4 = (SB(x⊕ k)⊕ β′, α, β′),

with β′ = AT (β)⊕AT (δ(x⊕ k))⊕ 0x63.

Lemma 3. The implementations of S3 and S4 are correct, non-complete and uniform. It is first-
order TI-secure against SCA.

Fig. 5: First-order TI-Masked SubBytes Operation in 4 cycles

Remark. We made the choice to obtain a 3-Boolean sharing of SB(x⊕ k) instead of a 3-affine
sharing (as in our generic method in Figure 2) because it is more suitable for the input of the next
AES operation, namely the MixColumns operation. This last is detailled in the next section with
other AES steps.

5.4 Presentation of the Other TI-masked AES Operations

Step 1: AddRoundKey (ARK). At the beginning of the computation, the sixteen plaintext
bytes x and the sixteen round keys k are splited into three parts following Definition 1. Let α be a
multiplicative non-zero mask and let βx and βk be two Boolean masks for the plaintext and the
round key, respectively. Without loss of generality, we define the first 3-affine sharing S1 of one
plaintext byte as:

(x̃, α, β) = ((x⊕ βx)⊗ α, α, βx)

In the same way, the 3-affine sharing of one round key k is:

(k̃, α, β) = ((k ⊕ βk)⊗ α, α, βk)
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Note that we choose the same multiplicative mask. Then, the ARK operation can be performed
by xoring the first shares x̃ and k̃ in one hand and the third shares βx and βk on the other hand.
We obtain in one cycle a new 3-sharing S2 = ((x⊕ k ⊕ β)⊗ α, α, β = βx ⊕ βk). This computation
can be performed on all of the sixteen bytes in parallel.

Lemma 4. The implementation of S2 is correct, non-complete and uniform. It is first-order TI-
secure against SCA.

Step 2: SubBytes. This operation is detailled in Section 5.3.

Step 3: ShiftRows (SR). This operation is here combines with MixColumns operation and consists
a shift on the left of 1, 2, 3 bytes of the AES state. It is a reindexing of the state and it does not
require any cycle.

Step 4: MixColumns (MC). Then, the MixColumns operation consit in a multiplication of each
column of the AES state by the matrix MC (see c(x) in Equation 3.12 in [13]). This step takes
one cycle. The jth line of MC is denoted by MCj . Each byte xi at input of the MC processing
is represented as a 3-sharing S4 = (SB(xi ⊕ k) ⊕ β′i, α−1, β′i). MixColumns operation will give
new values yi. Without loss of generality, we obtain the following new 3-sharing for the byte y1:
S5 = ((y1⊕β′′)⊗α′, α′, β′′), with y1 = MC1⊗(SB(xi⊕k)1≤i≤4), α′ = α−1 and β′′ = MC1⊗(β′i)1≤i≤4.

Lemma 5. The implementation of S5 is correct, non-complete and uniform. It is first-order TI-
secure against SCA.

In this section, we obtain a first-order TI-secure version of the whole AES. In the next section,
we compare performances of our SBox TI AES proposal regarding other TI propositions of the state
of the art.

6 Performances of Our Proposition

6.1 Comparison of our proposal for AES SBox Regarding the Prior State of the Art

In order to compare our work with the state of the art regarding the number of cycle and the
number of random bits per SBox, we will use [37]. Table 1 shows theses performances evaluation.
Our proposal is better or equivalent in terms of number of cycles than [28], [3], [10], [21], and does
not require fresh randomness. Compare to [37], our proposal takes one more cycle but it can be
easily extended to evaluate any polynomial function as shown in Section 3. Moreover, our scheme is
applicable to any cryptographic algorithm based on a power computation.

6.2 Performances of our proposal for the complete AES

As an illustration, our first-order TI-secure implementation can be adapted to the AES algorithm as
shown in Section 5. In this case, the construction takes 70 cycles for each byte of the AES state.
Table 2 gives the number of required cycles for each AES operation in bold characters in the last
column. It also gives the number of cycles that are needed to compute a byte of the AES state
through all the 10 rounds. Note that the ShiftRows operation is missing in the table because it is
combined with the MixColumns operation. This number of cycles could be optimized by parallelizing
some computation with respect to the non-completness property.
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Design Random bits/Sbox Nb Cycles generalizable

[28] 44 7 no

[3] 16 5 no

[10] 54 5 no

[21] 18 6 no

[37] 0 4 no

This work 0 5 yes

Table 1: Comparison of our proposal for AES SBox Regarding the Prior State of the Art

Operations 9 first rounds Last round Nb cycles

ARK X X(×2) 1× 11

SB X X 5× 10

MC X × 1× 9

Total 70

Table 2: Number of cycles for a byte of an AES state during the whole TI-masked processing

7 Conclusion

In this paper, we have introduced a new threshold implementation allowing us to evaluate any
power function in 6 cycles (while the area increases linearly with the number of powers which must
be processed for the polynomial evaluation). It is provably first-order TI-secure against SCA in
the presence of glitches. We have argued that this technique can be straightforwardly extended
to securely process any polynomial function. Finally, we gave an illustration of our method to
the AES SBox. In this case, we got a TI running in 5 cycles without fresh randomness. Our
proposal is better or equivalent in terms of number of cycles than [28], [3], [10], [21], but does
not require fresh randomness. Regarding [37], our proposal takes one more cycle but it can be
easily extended to evaluate any polynomial function in a generic manner. For completeness, we also
proposed a full TI-masked AES. This scheme is inspired by [17] and is based on affine masking. Our
construction takes 1120 cycles for the whole AES computation and does not require fresh randomness.

As a future work, it will be interesting to see how our technique can be applied to secure other
algorithms. For instance, we could evaluate our method on a sponge construction-based algorithm.
Moreover, it will be also interesting to compare the area required to implement our technique and to
experimentally validate our theoretical performance estimations. We could improve the AES scheme
by parallelizing some computations with respect to the non-completness TI property.
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