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Abstract. Strong designated verifier signatures (SDVS) allows users to produce sig-
natures that are not publicly verifiable, such that no one other than the signer and
the designated verifier can check the validity of a given signature, which preserves
the privacy of the signer. This cryptographic primitive is very useful in different
real life scenarios such as e-voting and e-bidding. In this paper, we propose a strong
designated verifier signature scheme (SDVS) based on rank metric error correcting
codes. Our construction makes a trade-off between efficiency and security require-
ments, for instance we achieve a signature of size 3510 bits and a public key of size
equal to 23088 bits for the 80 security level. Furthermore, our proposal is quantum
computer resistant since it is based on coding theory.

Keywords: Strong Designated Verifier Signature, Digital signature, Code-based Cryptog-
raphy, LRPC Codes, Rank Metric, Post-quantum.

1 Introduction

A classical digital signature scheme is publicly verifiable where everyone can check the
validity of a given signature. In some applications, such as e-voting and e-bidding, the
signer wants to prove the validity of his signature to a specific user but not for others.
As a consequence, the public verifiability of the signature is considered as an undesired
feature.
To overcome this problem, Chaum and Antwerpen proposed the concept of undeniable
signature [8] where the signer has a control over his signatures. In such a signature scheme,
the verification is done in an interactive way between the signer and the verifier. However,
the signer is able to decide when to prove but not whom verifying. Thereafter, Jakobsson
et al. in [13] introduced the designated verifier signature (DVS). In a DVS scheme, the
designated verifier is convinced by the validity of a signature but cannot transfer this
conviction to others. Due to the non-transferability of DVS, the signature generated
by the signer himself is indistinguishable from one simulated by the designated verifier.
Jacobsson et al. [13] proposed a variant of DVS called strong designated verifier signature
(SDVS). SDVS differs from DVS in the fact that the private key of a designated verifier is
involved in the verification process and consequently there is no requirement for a third
part to prove the validity of the designated verifier signature. The first formalisation of
SDVS was presented by Saeednia et al. in [21] where an efficient construction of SDVS
based on discrete logarithm problem is proposed. The authors in [21] introduced also the



notion of signer ambiguity where it is infeasible to guess if a signature is produced by the
signer or simulated by the designated verifier. Thereafter, the work in [21] was extended
by Laguillaumie et al. in [16] using a number theory construction of SDVS.
Later, many proposals of SDVS have been presented and are based on bilinear pairing like
[11,15,14,17], these schemes are identity based strong designated verifier signature where
the private keys of both the signer and the designated verifier are generated trough a key
generator center. In 2013 Yang et al. [25] proposed a novel construction of SDVS with
secure disavowability. In addition, Tian et al. [24] presented a systematic method to design
strong designated verifier signature but without random oracles. The schemes in [25,24]
are both based on computational Diffie-Hellman Problem. A recent work by Hu et al. in
[12] has consisted of an SDVS scheme that supports the undeniability property besides
the classical security requirements. In 2018, Lin et al. [18] proposed a new certificateless
strong designated verifier signature scheme that is non-delegatable and verifies SSA-KCA
security. Furthermore, Pereira de Almeida et al. presented in [1] a novel Dos defense
mechanism based on strong designated verifier signatures.

The first provably secure code based SDVS was presented by Koochak Shooshtari
et al. [22] presented . Then Rajabzadeh Asaar et al. proved in [2] that the scheme in
[22] presents some weakness in the sense that it does not verify the signer ambiguity or
non-transferability that is the main feature of strong designated verifier signatures. The
authors of [2] showed also that the scheme in [22] is not strongly unforgeable if it does not
preserve the non-transferability and they proposed in [2] a novel construction to overcome
the aforementioned weakness. In the literature, we recognise also some constructions of
SDVS that are derived from lattice assumptions such as [20].
Given that the number theoretic cryptography will not resist to the quantum computer as
shown by Shor in his paper [23], the research for alternative solutions is very active. Code
based cryptography, lattice based cryptography, multivariate cryptography and isogeny
based cryptography are considered as an attractive and prominent alternative to classical
cryptography in the era of quantum computers. In the literature, many cryptographic
primitives are derived from coding theory assumptions such as group signature [3,5], ring
and threshold ring signature [19,7] and also for authentication in RFID systems such as [4]
where the authors proposed two mutual Zero-Knowledge authentication protocols based
on error correcting code assumptions.

In the present paper, we propose a code based strong designated verifier signature using
the LRPC codes. We use the signature scheme of Gaborit et al. [9] as the cryptographic
primitive in our SDVS scheme. Our construction is resistant to quantum computer and
fulfils the security requirements of an SDVS scheme. Namely, the correctness, the unforge-
ability, the non-transferability and the privacy of signer’s identity. The practical results
show that our proposal is practical, for instance, we achieve a signature of size equal to
3510 bits and a public key of size equal to 23088 bits for an 80 bits security level.
The organisation of the current paper is as follows: In Section 2, we recall some definitions
from error correcting codes in rank metric, we recall also the algorithms that define a strong
designated verifier signature and we give formal definitions of the security requirements. In
Section 3, we present our proposed strong designated verifier signature. Section 4 is devoted
to the security analysis of our SDVS proposal. in Section 5, we analyse the performance of
the proposed SDVS scheme in terms of public key and signature sizes. We also analyse the
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results and we make a comparison with some recent related works. We conclude in Section
6.

2 Backgrounds and Definitions

In this section, we define some general notations and we recall definitions related to error
correcting codes with rank metric as well as the hard problems on codes that are used for
cryptographic constructions.

– By a
$← A we note an element a chosen uniformly at random from the set A.

– AdvCB,A: the advantage (the probability) that an adversary A breaks the property C of
the scheme B.

– ExpCB,A: is the experiment (the game) that describes how an adversary A can break
the security property C of the scheme B.

– a|b: refers to the concatenation of two matrices or vectors a and b.

– ε: a value that is considered as negligible.

– xT : refers to the transpose of the vector x.

2.1 Error Correcting Codes in Hamming Metric

Linear codes Let GF (q) be the finite field of q = ps elements (p prime, and s > 0), n
and k be non-negative integers with k ≤ n. A linear code C of length n and dimension k
over GF (q) is a subspace of dimension k of the full space GF (q)n .

A linear [n, k] code can be defined either by its generator matrix or parity check matrix
defined as follows:

Let C be an [n, k] linear code over GF (q). A matrix G ∈ Mk,n(GF (q)) is a generator
matrix of C if its rows form a basis of C. That is to say C = {mG,m ∈ GF (q)k}.

A parity-check matrix H ∈ Mn−k,n(Fq) of a linear [n, k]-code C is defined as:
C = {HcT = 0|c ∈ GF (q)n}.

Let H be a parity check matrix of an [n, k] code C on GF (q) and y belonging to GF (q)n.
The syndrome s ∈ GF (q)n−k of y associated to C is given by sT = HyT (Where w is an
integer that represent a small Hamming weight).

Code-based cryptography relies on the assumption of the hardness of syndrome decod-
ing problem, this problem is proved to be NP-complete by Berlekamp in [6]:

Problem 1 (Syndrome Decoding problem (SD)). The SD(n, k, ω) problem is formulated as
follows: let n, k and ω be integers, given uniformly a random matrix H ∈ Mk×n(GF (2))
and an uniformly random syndrome y ∈ GF (2)k, find a vector s ∈ GF (2)n such that
wt(s) ≤ ω and H · s> = y>.
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2.2 Error Correcting Codes in the Rank Metric

Let q be a power of a prime p and GF (q) be the finite field with q elements. For an integer
m, we define GF (qm) as a finite field of cardinality qm. We consider GF (qm) as an m-
dimensional vector space over GF (q) and we denote by β = (β1, · · · , βm) an arbitrary
basis of GF (qm) over GF (q). Let x = (x1, · · · , xn) ∈ GF (qm)n where each xj can be
decomposed in the basis β as xj =

∑m
i=1 aijβi. We associate to the vector x the m × n

matrix A(x) = (aij)1≤i≤m,1≤j≤n. We denote by rank(x) the rank weight of x which is the
rank of the associated matrix A(x).

rank(x) = RankA(x)

We define the distance between two vectors (x, y) ∈ (GF (qm))2 by

dr(x, y) = rank(x− y)

A rank code C of length n and dimension k over GF (qm) is a subspace of dimension k of
GF (qm)n with the rank metric dr.
By analogy to Hamming metric, the minimum rank distance of a code C can be defined
as the minimum rank of non-zero vectors of the code C.

Definition 1. Let x = (x1, · · · , xn) ∈ GF (qm)n be a vector of rank r. We denote by
E =< x1, x2, · · · , xn > the GF (q)-linear subspace of GF (qm) generated by x1, x2, · · · , xn.
The vector space E is called the support of x.

Definition 2. Let e be an error vector of rank r and error support E. We denote by the
errasure of dimension t of an error e a subspace T of dimension t of its error support E.

Low Rank Parity Check (LRPC) codes

Definition 3 ([9]). A Low Rank Parity Check (LRPC) code of rank d, length n and
dimension k over GF (qm) is a code defined by an (n−k)×n parity check matrix H = (hij)
(where 1 ≤ i ≤ n−k, 1 ≤ j ≤ n), such that all its coordinates hij belong to the same GF (q)-
subspace F of dimension d of GF (qm).

The definition of syndrome decoding problem for the Hamming metric is extended to
the rank metric which gives rise to the following hard problems [9].

Problem 2 (Approximate - Rank Syndrome Decoding problem). Let H be an (n − k) × n
matrix over GF (qm) with k ≤ n, s ∈ GF (qm)n−k and r ∈ N∗. The problem is to find
x ∈ GF (qm)n such that Hxt = s and rank(x) = r.

The Approximate RSD problem has been proven to be hard in [10] by Gaborit et al. where
the proof is based on probabilistic reduction.

Problem 3 (Approximate - Rank Syndrome Decoding problem for augmented LRPC codes).
Given a masked parity-check matrix H ′ = A(R|H)P of an augmented LRPC codes and a
random syndrome s, find a vector x of rank d such that H ′xT = s (where P and A are
invertible matrices in GF (q) and GF (qm) respectively. The matrix R is chosen randomly
in GF (qm) and H is a parity check matrix of an LRPC code).

4



The Approximate RSD for LRPC codes is a particular case of the Approximate RSD. The
problem on itself is not proved to be hard, however it is difficult to resolve such problem
under the assumption that is difficult to distinguish between the augmented LRPC codes
and random codes [9]. On one hand, it is obvious that the family augmented LRPC codes
is not a family of random codes, but they are weakly structured codes: the main point
being that they have a parity-check matrix one part of which consists only in low rank
coordinates the other part consisting in random entries. The attacker never has direct
access to the LRPC matrix H, which is hidden by the augmented part. On the other hand,
the minimum weight of augmented LRPC codes is smaller than the Gilbert Varshamov
bound, hence natural attacks consist in trying to use their special structure to attack
them. There exist general attacks for recovering the minimum weight of a code but these
attacks have a fast increasing complexity especially when the size of the base field GF (q)
increases. More details on this attacks are discussed in [9].

2.3 Strong Designated Verifier Signature

In this subsection, we recall from [2] the building blocks that compose an SDVS scheme
with their corresponding security properties.

Definition 4 (Strong Designated Verifier Signature). A Strong Designated Verifier
Signature is a sequence of five algorithms SDV S = (Setup,KeyGen, Sign, V erify, Sim)
such that:

– Setup(1λ) is a probabilistic algorithm that takes as input a security parameter λ and
outputs U the set of users, M the message space and the public parameters of the
scheme pp.

– KeyGen(pp) is a deterministic algorithm that outputs (sks, pks) a secret and a public
key of the signer S and (skv, pkv) a private and a public key of the designated verifier
V.

– Sign(pp, sks, pks, pkv,M) is a probabilistic algorithm. Given the public parameters
pp, the secret and public keys of the sign (sks, pks), the public key of the des-
ignated verifier pkv and the message M , this algorithm outputs a signature σ =
Sign(pp, sks, pks, pkv,M).

– V erify(pp, pks, skv, pkv,M, σ) is a deterministic algorithm. It takes as input the public
parameters pp, the secret key of the signer sks the secret and public key of the designated
verifier (skv, pkv), the message M and a signature σ on M . It outputs b = 1 if σ is a
valid signature on M and b = 0 otherwise.

– Sim(pp, skv, pkv, pks,M): is a probabilistic algorithm. Given the public parameters
pp, the secret and public keys of the signer (skv, pkv), the public key of the des-
ignated verifier pks and the message M , this algorithm outputs a signature σ =
Sign(pp, skv, pkv, pks,M) indistinguishable from one produced by the Sign algorithm.

2.4 Security model of SDVS

There are four security requirements that must be verified by a strong designated verifier
signature namely: correctness, unforgeability, non-transferability and privacy of signer’s
identity [2].
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Correctness: An SDVS is correct if for every valid secret key and public key of the
signer and the designated verifier (sks, pks), (skv, pkv) generated by KeyGen algorithm
and every message M we have:

V erify(pp, pks, skv, pkv,M, σ) = 1

and
V erify(pp, pks, skv, pkv,M, σ′) = 1

Where σ = Sign(pp, sks, pks, pkv,M) and σ′ = Sim(pp, skv, pkv, pks,M).

Unforgeability (UF): means that it is infeasible for an adversary A to produce a
valid strong designated verifier signature without possessing the signer secret key sks or the
designated verifier secret key skv. We consider the experiment between an adversary A and
a challenger C as described in Algorithm 1. An SDVS scheme is existentially unforgeable
if the advantage AdvUFSDV S,A(λ) (which is the probability that the adversary A breaks
the existential unforgeablility for the SDVS scheme) of the experiment in Algorithm 1 is
negligible. A formal description of the unforgeability is given as it follows.

Algorithm 1 Unforgeability: Experiment ExpUFSDV S,A(λ)

1. A challenger C runs the Setup algorithm to get the public parameters pp, runs the KeyGen
algorithm to get the signer’s key pair (sks, pks) and the verifier’s key pair (skv, pkv). The
triple (pp, pks, pkv) are given to A.

2. An adversary A is given access to the following oracles:
– Osign: This oracle uses sks to produce a signature σ on a given message M , that is valid

with regard to pks, pkv and sends it to A.
– Osim: This oracle uses skv to produce a signature σ on a given message M , that is valid

with regard to pks, pkv and sends it to A.
– Over: This oracle takes (m,σ) as a query and gives a bit that is 1 when σ is valid with

regard to pks and pkv, and 0 otherwise.
3. The adversary A returns a forged signature σ∗ on a message M∗ where the two conditions

hold:
– a) V erify(pp, pks, skv, pkv,M

∗, σ∗) = 1 and
– b) The adversary A did not query the sign oracle Osign and the sim oracle Osim on the

message M∗.
AdvUF

SDV S,A(λ) = Pr[a and b occur]

Definition 5. An SDVS scheme is unforgeable if adversary A with at most qv queries to
Over, qs queries to Osign, qsim to Osim and qro random oracle queries has negligible success
probability, that is, AdvUFSDV S,A(λ) ≤ ε (Where ε is negligible).

Non-Transferability: it means that the signature σ0 generated by a signer S is in-
distinguishable from σ1 the signature simulated by the designated verifier V. We present
forward a formal definition of non-transferability.

Definition 6. An SDVS scheme is non-transferable if for all (sks, pks), (skv, pkv), distin-
guisher A and message M we have:∣∣∣∣pr [b′ = b]− 1

2

∣∣∣∣ < ε
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where σ0 = Sign(pp, sks, pks, pkv,M), σ1 = Sim(pp, skv, pkv, pks,M), b ∈ {0, 1}, b′ =
A(pks, pkv, sks, skv, σb) and ε is negligible.

Privacy of Signer’s Identity (PSI): An SDVS scheme preserves the privacy of
signer identity (PSI) if it is infeasible for an adversary A to guess the signer behind a given
signature in the case when we have two or more potential signers. Formally, we define
this property between a challenger C and an adversary A as in the experiment bellow in
Algorithm 2.

Algorithm 2 Privacy of Signer Identity ExpPSISDV S,A(λ)

1. A challenger C runs the Setup algorithm to get a public parameters pp, runs the KeyGen
algorithm to get tow signer’s key pair (sks0, pks0), (sks1, pks1) and the verifier’s key pair
(skv, pkv). Then (pp, pks0, pks1, pkv) are given to an adversary A.

2. The adversary A is given access to the same oracles as in the unforgeability game (Algorithm
1).

3. The challenger C chooses randomly b ∈ {0, 1} and returns a signature σb =
Sign(pp, sksb, pksb, pkv,M) to A where M is the signed message.

4. The adversary A outputs a bit b′ ∈ {0, 1} and wins the experiment if b = b′ and A has not
made Over query on input (b, σb, pkv,M).

Definition 7. An SDVS scheme preserves the privacy of signer’s identity if the advantage
of an adversary A to win the experiment in Algorithm 2 is negligible i.e.

AdvPSISDV S,A(λ) =

∣∣∣∣Pr[b = b′]− 1

2

∣∣∣∣ ≤ ε
where ε is negligible.

3 The Proposed Strong Designated Verifier Signature

In this section, we present our proposal according to SDVS scheme based on error correcting
codes. We explain in details the components used in our construction namely Algorithms
3, 4, 5, 6 and 7.

Setup: Given the security parameter λ, this algorithm outputs the public parameters
pp, the secret and public keys of signer and designated verifier respectively (sks, pks) and
(skv, pkv) as described in Algorithm 3.

Algorithm 3 Setup(1λ)

Input: a security parameter λ
Output: a public parameters pp

– The public parameters are pp = {n, k,m, q, f, Ψ, h} where h : {0, 1}∗ → {0, 1}n−k, f :
GF (qm)∗ → GF (qm)n−k are random oracles, Ψh(M),i : GF (qm)n−k → GF (qm)n−k is a
random permutation with keys h(M) for i ∈ {signer, verifier} and (n, k,m, q, ) are the pa-
rameters of the code.

7



KeyGen: Given the security parameter λ and public parameters pp, it outputs the secret
and public keys of signer and designated verifier respectively (sks, pks) and (skv, pkv) as
described in Algorithm 4.

Algorithm 4 KeyGen(1λ, pp)

Input: λ a security parameter, pp the public parameters produced by Algorithm 3
Output: (sks, pks) and (skv, pkv)

– The public key of the signer is pks = H ′s = (As(Rs|Hs)Ps, ls) where Ps is an (n+ t)× (n+ t)
invertible matrix in GF (q), As is (n − k) × (n − k) invertible matrix in GF (qm), Rs is an
(n− k)× t random matrix in GF (qm), Hs is a parity check matrix of an LRPC code and ls
is an integer.

– The secret key of the user is sks = ((Rs|Hs), Ps, As).
– The designated verifier public key is pkv = H ′v = (Av(Rv|Hv)Pv, lv) where Pv is an (n+ t)×

(n+ t) invertible matrix in GF (q), Av is an (n−k)× (n−k) invertible matrix in GF (qm), Rv

is an (n− k)× t random matrix in GF (qm), lv is an integer and Hv is a parity check matrix
of an LRPC code.

– The secret key of the user is skv = ((Rv|Hv), Pv, Av).

Sign: The signature algorithm takes as input the public parameters pp, the secret and
public keys of the signer (sks, pks), the verifier’s public key pkv generated in the Setup and
the KeyGen Algorithms and a message M . The signature process is explained in Algorithm
5. We denote by Ω the general errors/erasures decoding algorithm for LRPC codes used
in [9].

Algorithm 5 Sign(pp, sks, pks, pkv,M)

Input: pp, sks, pks, pkv,M
Output: σ

1. The signer chooses α
$← GF (qm)n+t and pick t random elements (e1, · · · , et) in GF (qm) and

xv
$← GF (qm)n+t such that rank(α) ≤ d , rank(xv) ≤ d and computes y = H ′vα

T .
2. The signer computes s = Ψ−1

h(M),s(f(α, y,H ′s, H
′
v,M)− Ψh(M),v(H ′vx

T
v )).

3. Decodes by the LRPC matrix Hs the syndrome s′ = A−1
s sT − Rs(e1, · · · , et)T with erasure

space T =< e1, · · · , et > and r′ errors by the decoding algorithm Ω.
4. If the decoding algorithm returns a word (et+1, · · · , en+t) of weight r = t + r′, the signature

is σ = [xs = (e1, · · · , en+t)(P
T
s )−1, xv, y] else return to step 1.

V erify: The verification step consists of checking the validity of a given signature, it
returns True if the verification succeed and False otherwise.
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Algorithm 6 V erify(pp, pks, skv, pkv,M, σ)

Input: pp, pks, skv, pkv,M, σ
Output: True or False

– The designated verifier receives a signature σ = [xs = (e1, · · · , en+t)(P
T
s )−1, xv, y].

– He/she uses the decoding algorithm Ω to recover α from y using (Rv|Hv), Pv, Av.
– He/she computes a = f(α, y,H ′s, H

′
v,M),

if Ψh(M),s(H ′sx
T
s ) + Ψh(M),v(H ′vx

T
v ) = a, rank(e) = r = t + r′, rank(α) ≤ d and rank(xv) ≤ d

then
return True

else
return False

end if

Sim: The simulation algorithm takes as input the public parameters pp, the secret and
public keys of the designated verifier (skv, pkv), the signer’s public key pks generated in the
Setup Algorithm 3 and a message M . The simulated signature is explained in Algorithm
7.

Algorithm 7 Sim(pp, skv, pkv, pks,M)

Input: pp, skv, pkv, pks,M
Output: σ′.
To simulate a signature on the message M , the designated verifier proceeds as follow:

1. Chooses randomly α′
$← GF (qm)n+t and pick t random elements (e′1, · · · , e′t) of GF (qm) and

x′s
$← GF (qm)n+t such that rank(α′) ≤ d , rank(x′s) ≤ d and computes y′ = H ′vα

′T .
2. The designated verifier computes

s = Ψ−1
h(M),v(f(α′, y′, H ′s, H

′
v,M)− Ψh(M),s(H ′sx

′T
s ))

.
3. The designated verifier, decodes by the LRPC matrix Hv the syndrome s′ = A−1

v sT −
Rv(e′1, · · · , e′t)T with errasure space T =< e′1, · · · , e′t > and r′ errors by the decoding al-
gorithm Ω.

4. If the decoding algorithm returns a word (e′t+1, · · · , e′n+t) of weight r = t + r′, the signature
is σ′ = [x′s, x

′
v = (e′1, · · · , e′n+t)(P

T
v )−1, y′] else return to step 1.
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4 Security analysis

In this section, we analyse the security properties using the Random Oracle model of the
proposed strong designated verifier signature scheme by proving, respectively, the correct-
ness, the unforgeability, the non-transferability and the privacy of signer’s identity.
Correctness: Let σ = Sign(pp, sks, pks, pkv,M) be a signature generated by the signer
on a message M and σ′ = Sim(pp, skv, pkv, pks,M) be a simulated signature produced by
the designated verifier, the scheme is correct if

V erify(pp, pks, skv, pkv,M, σ) = 1

and
V erify(pp, pks, skv, pkv,M, σ′) = 1

We prove only the correctness for signature generated by the signer because the proof for
simulated signature is similar.
Let σ = [xs = (e1, · · · , en+t)(PTs )−1, xv, y] be a signature generated as described in
Algorithm 5, we have to prove the following: Ψh(M),s(H

′
sx
T
s ) + Ψh(M),v(H

′
vx
T
v ) = a,

rank(e) = r = t + r′, rank(α) ≤ d and rank(xv) ≤ d where a = f(α, y,H ′s, H
′
v,M)

(Ψ , H ′s and H ′v are defined in Algorithm 3 and Algorithm 4).
We have on one hand:

H ′sx
T
s = H ′s(P

T
s )−1T (e1, · · · , en+t)T

= As(Rs|Hs)Ps(P
T
s )−1T (e1, · · · , en+t)T

= As(Rs|Hs)(e1, · · · , en+t)T

= s

And on the other hand:

Ψh(M),s(H
′
sx
T
s ) + Ψh(M),v(H

′
vx
T
v ) = Ψh(M),s(s) + Ψh(M),v(H

′
vx
T
v )

= f(α, y,H ′s, H
′
v,M)− Ψh(M),v(H

′
vx
T
v ) +

Ψh(M),v(H
′
vx
T
v )

= f(α, y,H ′s, H
′
v,M)

= a

The verifier can check easily that rank(e) = r = t+ r′, rank(α) ≤ d and rank(xv) ≤ d.
Unforgeability: We recall that this property means that it is infeasible for an adversary

A to produce a valid SDVS without the knowledge of the signer secret key sks or the
designated verifier secret key skv.

Theorem 1. If there is an adversary A against the unforgeability of the scheme with non
negligible probability then, there exists an adversary C that can solve the problem 3 with
non negligible probability.

Proof. We assume that there exists an adversary A who can produce a forged signature
with success probability at most ε1. Let C be an adversary who can solve an instance of the
Problem 3 with probability equal to ε2 i.e. the adversary C returns a vector x∗ of rank less
or equal to d such that H ′∗x∗ = s∗ where H ′∗ = A∗(R∗|H∗)P ∗, A∗ ∈ GLn−k(GF (qm)),

10



P ∗ ∈ GLn+t(GF (q)), R∗ is a random (n − k) × t matrix in GF (qm) and H∗ is a parity
check matrix of an LRPC code. The challenger C runs the Setup algorithm to get the
public parameters, runs the KeyGen algorithm to get signer’s and designated verifier’s
key pair (sks, pks) and (skv, pkv) respectively. The adversary C provides A with public
parameters pp, signer’s public key pks = H ′s and designated verifier public key pkv = H ′v.
The adversary A asks qf , qΨ , qsign, qsim and qv queries for the following oracles f(.), Ψ(.),
Osign, Osim and Over respectively.

– f(.) queries: if Tf [.] is defined for query (α, y,H ′s, H
′
v,M), then C returns its value else,

C returns a random value Tf [α, y,H ′s, H
′
v, ,M ]

$← GF (qm)n−k.
– Ψ(.) or Ψ−1(.) queries: for a query under the form Ψ−1h(M),i = H ′ix

T
i or under the form

Ψh(M),i = (f(α, y,H ′s, H
′
v,M) − Ψh(M),i(H

′
i
xT
i

) (where i ∈ {signer, verifier}), the

adversary C searches in TΨ [.] and returns its value if it exists otherwise, it returns a
random value from GF (qm)n−k and send it to the adversary A.

– Osign: for query (H ′s, H
′
v,M), C chooses randomly α

$← GF (qm)(n+t), xv
$←

GF (qm)(n+t) and xs
$← GF (qm)n+t such that rank(α) ≤ d and rank(xv) ≤ d.

The challenger C computes y = H ′vα
T and a = Ψ−1h(M),s(H

′
sx
T
s ) + Ψh(M),s(H

′
vx
T
v ).

If Tf [α, y,H ′s, H
′
v,M ] have been already defined, then C aborts, otherwise we make

Tf [α, y,H ′s, H
′
v,M ] ← a and an SDVS signature on the message M under H ′s, H

′
v is

equal to σ = (xs, xv, y). The adversary C sends σ to A.
– Osim: for query (H ′v, H

′
s,M), this oracle is programmed as the Osign oracle.

– Over queries: for a query (xs, xv, y,H
′
v, H

′
s,M), the challenger C searches in table Tf [.]

for the tuple (α, y,H ′v, H
′
s,M) such that y = H ′vα

T and
rank(α) ≤ d and also in table TΨ [.] for queries in form of H ′sx

T
s and H ′vx

T
v in or-

der to have Ψh(M),s = Ψh(M),s(H
′
sx
T
s ) and Ψh(M),v = Ψh(M),v(H

′
vx
T
v ) and verifies if

Ψh(M),s(H
′
sx
T
s ) + Ψh(M),v(H

′
vx
T
v ) = f(α, y,H ′v, H

′
s,M) and rank(xx) ≤ d.

– Finally, the adversary A outputs a forged signature σ∗ = (x∗s, x
∗
v, y
∗) on a mes-

sage M∗ under signer’s and designated verifier’s public keys pks, pkv such that
V erify(pp, pks, pkv, skv, σ

∗,M∗) = 1 and A has never questioned the Sign Algorithm
for input (pkv, pks,M

∗).

The adversary A wins the unforgeability game with probability equal to

Pr[Event1]× Pr[Event2|Event1]

where Event1 and Event2 are defined as follows:

– Event 1: The adversary C does not abort in Sign and Sim oracles.
– Event 2: The adversary A breaks the unforgeability of the scheme.

In order to compute the probability of the Event1, we distinguish two cases:

– Case 1: if (αy,H ′s, H
′
v,M) produced in one Sign or Sim oracles has occurred by chance

in a previous query to the oracle f(.), then bad ← True (The event bad refers to
the adversary C aborts in Sign and Sim algorithms). Given that there exist at most
(qf +qsign+qsim) entries in table Tf [.] and the number of elements α chosen randomly
in GF (qm)n+t such that rank(α) ≤ d is equal to ξ. As a consequence, the probability
of this event for (qsign + qsim) queries is at most

(qsign + qsim)(qf + qsign + qsim)

ξ
(1)
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– Case 2: if the adversary C used the same random elements α ∈ GF (qm)n such that
rank(α) ≤ d in one Osign or Osim oracles, we have bad = true and C makes at most
(qsign + qsim) queries to Sign and Sim oracles. Therefore, the probability is at most
(qsign+qsim)2

ξ Consequently,

Pr[Event1] = 1− Pr[bad] ≥ 1− (qsign + qsim)(qf + 2(qsign + qsim))

ξ

However, we have Pr[Event2|Event1] ≥ ε1.

As a consequence, the adversary A outputs a tuple (x∗s, , x
∗
v, y
∗, f, Ψ−1h(M),s, Ψh(M),v) with

probability at least

ε1 −
(qsign + qsim)(qf + 2(qsign + qsim))

ξ

The challenger C employs A, guesses an index 1 ≤ γ ≤ qΨ and wishes that γ is the
index of the query Ψh(M),s = (f(α∗, y∗, H ′s, H

′
v,M)− Ψh(M),v(H

′
vx
∗
v) to the oracle Ψ−1h(M),i.

The algorithm C outputs s∗ as a response to this query with probability 1
qΨ

. The tuple

(x∗s, , x
∗
v, y
∗, f, Ψ−1h(M),s, Ψh(M),v) is a valid SDVS signature and as a consequence we have:

rank(x∗s) ≤ d, rank(x∗v) ≤ d and

H ′sx
∗T
s = Ψ∗h(M∗),s(Ψh(M∗),v(Hvx

∗T
v )− f(α∗, y∗, H

′∗
s , H

′∗
v ))

We take s∗ = Ψ∗h(M∗),s(Ψh(M∗),v(Hvx
∗T
v ) − f(α∗, y∗, H

′∗
s , H

′∗
v )) and then C solves the fol-

lowing instance of Problem 3 H ′sx
∗T
s = s∗ with probability at least

ε1
qΨ
− (qsign + qsim)(qf + 2(qsign + qsim))

ξ · qΨ

Thus, we conclude the proof. �

Non-transferability Hereafter we discuss about the non transferability of the pro-
posed SDVS scheme.

Theorem 2. The proposed SDVS scheme is non-transferable.

Proof. We keep the same notations as before, then, we have to prove that the signature pro-
duced by the signer and the one simulated by the designated verifier are indistinguishable.
For this reason, we prove that the following distributions are the same

σsigner = (xs, xv, y) :



α
$← GF (qm)n+t, rank(α) ≤ d

xv
$← GF (qm)n+t, rank(xv) ≤ d

y = H ′vα
T

s1 = Ψ−1h(M),s(f(α, y,H ′s, H
′
v,M)− Ψh(M),v(H

′
vx
T
v ))

xs = (e1, · · · , en+t)(PTs )−1

12



σsim = (x′s, x
′
v, y
′) :



α′
$← GF (qm)n+t, rank(α′) ≤ d

x′s
$← GF (qm)n+t, rank(x′v) ≤ d

y′ = H ′vα
′T

s2 = Ψ−1h(M),s(f(α′, y′, H ′s, H
′
v,M)− Ψh(M),v(H

′
vx
′T
v ))

x′v = (e′1, · · · , e′n+t)(PTv )−1

We suppose that σ is a valid signature selected from the set of all the valid signature of
the signer and we compute the following probabilities:

Prσsigner = Prα,xv [σ = σsigner] = (Pr{α $← GF (qm)n+t, rank(α) ≤ d})2

and
Prσsim = Prα′,x′v [σ = σsim] = (Pr{α′ $← GF (qm)n+t, rank(α′) ≤ d})2

As a consequence, we have Prσsigner = Prσsim �

Privacy of signer identity (PSI)

Theorem 3. If there exist an adversary A who can break the PSI property of the scheme
with non-negligible probability, then there exists an adversary C that can solve Problem 3
with non negligible probability.

Proof. We suppose that there exists an adversary A who can break the PSI of the scheme
with success probability at most ε1. We consider C as an adversary who can solve an
instance of Problem 3 with probability equal to ε2 i.e. the adversary C returns a vector
x∗ of rank less or equal to d such that H ′∗x∗ = s∗ where H ′∗ = A∗(R∗|H∗)P ∗, A∗ ∈
GLn−k(GF (qm)), P ∗ ∈ GLn+t(GF (q)) and R∗ is a random (n− k)× t matrix in GF (qm).
The adversary C runs the Setup algorithm in order to get the public parameters pp, runs
the KeyGen algorithm (Algorithm 4) to get the public keys of the two signers H ′s0 and
H ′s1 with their corresponding secret keys. The adversary C sets the designated verifier’s
public key H ′v = H ′∗ and the adversary A makes qf query to the f(.) oracle, qΨ query to
Ψh(M),i oracle, qsign query to the sign oracle Osign, qsim query to the sim oracle Osim and
qv query to the verification oracle Over. The oracles f(.) and Ψh(M),i(.) are programmed
as in the proof of Theorem 1 [unforgeability], at the beginning we take empty tables Tf [.],
TΨ [.] and Ts[.] (in which we store the issued signatures). The oracle queries are as follows:

– Sign query Osign: for a query (b,H ′sb , Hv,M) where b ∈ {0, 1}, the adversary C returns
a signature σb = (xsb , xv, y) on a message M by running the sign algorithm since C has
the signer’s secret key and then transfers σb to A.

– Verify queries Over: for a query (b, σb, H
′
v, H

′
sb
,M) where b ∈ {0, 1}. This oracle returns

1 if σb is in Ts[.] and σb was never returned by C and 0 otherwise.
– The adversary C chooses randomly b ∈ {0, 1}, xv ∈ GF (qm)(n+t) with rank(xv) ≤ d,

puts y = s∗, makes query to the oracle f(.) on the tuple (T, s∗, H ′sb , H
′∗,M), computes

xs as in Algorithm 5 (Step 2, 3 and 4) and returns to the adversary A the signature
σb, the public keys H ′s0 , H ′s1 and the designated verifier public key H ′v.

– After making a number of queries to the aforementioned oracles, the adversary
changes the answers of the oracles adequately. In the case of queries of the form
(x∗, y,H ′s, H

′
v,M) where y 6= s∗, it returns a random value from GF (qm)n−k. If y = s∗

and rank(x∗) ≤ d it returns a random value from GF (qm)n−k and changes T by x.
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– The adversary A returns b′ = b.

To succeed in the PSI attack, the adversary A has to make query to the f(.) ora-
cle on the tuple (x∗, s∗, H ′sb , H

′∗,M) where s∗ = H ′∗x∗T . Since f(.) is a random or-
acle, A can guess its value with probability 1

(qm)n−k
. In addition, the probability that

Ψh(M),sb = Ψh(M),sb(H
′
sb
xTsb) and Ψh(M),v = Ψh(M),v(H

′
vx
T
v ) is less than 2

(qm)n−k
. Conse-

quently, x∗ is a solution to the following instance H ′∗x∗T = s∗ where rank(x∗) ≤ d of
Problem 3 with probability ε2 such that:

ε2 ≥ ε1 −
3

(qm)n−k

�

5 Parameters and results

In this section, we give parameters for the proposed strong designated verifier signature
scheme in Table 1 for different security levels. We also compare our results with some
related works in Table 2 and 3, in particular with the post-quantum constructions of
SDVS namely [22] and [2]. The comparison is done in terms of security properties, public
key and signature sizes.

– The signer’s and designated verifier’s public key size:

size(pks) = size(pkv)

= (n− k)(n+ t)mlog2(q)− bits

– The signature size is computed as follows:

size(sig) = size(xs) + size(xv) + size(y)

= [2(n+ t) + (n− k)]mlog2(q)− bits

Security level n k t m q Public key size (bits) Signature size (bits)

80 bits 32 16 5 39 2 23088 3510

110 bit 40 20 5 45 2 40000 4950

120 bit 16 8 2 18 28 16000 6336

130 bit 16 8 2 18 240 96000 31680
Table 1. Parameters for different security levels.

6 Conclusion

In this paper, we have proposed an efficient strong designated verifier signature scheme
from coding theory assumptions that is supposed to be resistant to quantum computers.
Our approach relies on using rank metric codes rather than classical Hamming codes;
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Scheme Correctness Non-transferability Unforgeability Privacy of signer identity

Scheme of
[22]

Yes No No Yes

Scheme of [2] Yes Yes Yes Yes

Our scheme Yes Yes Yes Yes
Table 2. Comparison in terms of security properties with some related works.

Scheme Hard problem Security model Signature size(bit) Public key size (bit)

Scheme of
[22]

Syndrome Decoding Random oracle 624 57.75

Scheme of [2] Syndrome Decoding Random oracle 530 99

Our scheme Rank Syndrome Decoding Random oracle 3510 0.003
Table 3. Comparison in terms of public key and signature sizes.

indeed we proposed to use LRPC codes. Our construction combines efficiency and security
requirements, as we have achieved a reasonable size for the public key length and for
the signature size. In addition, the security properties required for an SDVS scheme are
fulfilled. As a perspective to the present paper, we consider to propose in a future work an
SDVS scheme that combines between efficiency and security especially in the era of post
quantum cryptography.
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