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Siame-se(3): regression in se(3) for end-to-end visual servoing

Samuel Felton, Élisa Fromont, Eric Marchand

Abstract—In this paper we propose a deep architecture and the associated learning strategy for end-to-end direct visual servoing. The considered approach allows to sequentially predict, in se(3), the velocity of a camera mounted on the robot’s end-effector for positioning tasks. Positioning is achieved with high precision despite large initial errors in both cartesian and image spaces. Training is fully done in simulation, alleviating the burden of data collection. We demonstrate the efficiency of our method in experiments in both simulated and real-world environments. We also show that the proposed approach is able to handle multiple scenes.

I. INTRODUCTION

Visual servoing (VS) is the task of controlling the motion of a robot in order to reach a desired goal or a desired pose using only visual information extracted from an image stream [4]. The camera can be mounted on the robot’s end effector or directly observing the robot. Visual servoing usually requires the extraction and the tracking of visual information (usually geometric features) from the image in order to design the control law. While there has been progress in extracting and tracking relevant features, a new approach called direct visual servoing (DVS) emerged a decade ago [17], [6], [9], [8]. It has been demonstrated that the sole pixel intensities of the images can be used to control the robot’s motion and that conventional tracking and matching processes can thus be avoided. Nevertheless, due to strong non-linearities in the cost function to be minimized, such direct approaches feature a small convergence domain compared to classical techniques.

To alleviate these issues, machine learning techniques have recently been investigated to learn the relation between the image error and the camera’s motion. As for direct approaches, the goal is to avoid explicit feature extraction while increasing the convergence area. In recent years, the use of Deep Learning (DL) has soared, and is now the state-of-the-art on many robotics vision tasks. Lately, DL has been studied for the visual servoing use case. Works [1], [37], [33], [23], [24] already demonstrate interesting advances. Most of these works seek to learn, using reinforcement learning approaches, optimal motion for grasping tasks by directly regressing the joint velocities [23], [24], [13]. Other approaches, suited for positioning tasks, aim to estimate the pose difference between the current and desired camera poses [1], [37], [33].

The latter methods [1], [37], [33] amount to performing position-based visual servoing [36], [4] task (PBVS), where the error is regressed by a neural network. Indeed, PBVS is directly related to the pose estimation issue [27]. In [20], a CNN is used to estimate the camera pose with respect to a fixed scene. The network takes as input a single RGB image, and regresses the pose (camera translation and rotation). The authors expand their work in [18] and devise new losses to achieve better re-localization accuracy by taking into account geometric information and provide task uncertainty estimation. [1] proposes two networks based on standard CNN architectures. They are trained to regress the pose of the camera (using an approach similar to [20]). [33] is similar to [1] in that the two images are given together as different channels as input to a single network which regresses the pose difference. In this case, the chosen network is FlowNet [11], which is trained to perform optical flow estimation. They propose a 3D dataset, containing indoors and outdoors scenes. They show that their scheme is transferable to the real world and can be used to control the motion of a drone. In [12], a deep Siamese network is used to regress the relative pose between two cameras. Siamese networks are used to process multiple inputs in the same way. They have, for example, been successful to perform metric learning [16], [22] and tracking [3], [14], [37] uses, as us, a siamese network for visual servoing but, they only regress the pose. They perform an early fusion of the two images with a much shallower siamese part and the network has a very high parameter count. They trained and tested their approach with real and very restricted data (related to plugging connectors).

In this paper, we propose a new learning-based framework to achieve visual servoing tasks. It is based on a siamese network that directly regresses the camera velocity without estimating the relative pose. Indeed we argue that relative pose estimation is error-prone mainly due to ill-defined loss functions. The contributions of this paper are:

- rather than estimating the positioning error and achieve a PBVS task, we directly regress the camera velocity and learn in an “end-to-end” manner. We use a loss function that is less sensitive to non-homogeneous scales between the regressed components;
- we propose a new network architecture, Siame-se(3), which is based on a siamese network, that applies a unique processing to multiple inputs (current and desired images);
- training is fully done in simulation and only requires a single image per scene, from which we generate multiple viewpoints to create the dataset;
- our approach is generic and allows us to consider visual servoing in multiple scenes with the same network.
The paper is structured as follows. First, we recall the principle of visual servoing approaches (section II). In Section III, we show how, starting from classical work dedicated to predicting poses, we can, with a relevant loss, directly regress the camera velocity. The architecture of our solution, Siamese(3) is then described in IV. Finally, we demonstrate the validity of our approach with experiments in Section V.

II. VISUAL SERVOING OVERVIEW

A. Positioning task by visual servoing

The aim of a positioning task is to reach a desired pose of the camera \( r^* \), starting from an arbitrary initial pose. To achieve this goal, one needs to define a cost function that reflects, in the image space, this error. Most of the time this cost function is an error measure which needs to be minimized. Considering the actual pose of the camera \( r \) the problem can therefore be written as an optimization process:

\[
\hat{r} = \arg \min_r e(r),
\]

which consists in minimizing an error \( e(r) = s(r) - s^* \) between what the camera sees (a set of features \( s(r) \)) and what it wants to see (i.e., the desired configuration of the visual features \( s^* \)).

The choice of the visual features \( s(r) \) is important since it will determine the camera motion and thus the robot behavior. Different approaches to VS which use various features \( s \) have been considered [4]. In image-based VS (IBVS), 2D primitives such as points or lines are retrieved from the images. In position-based VS (PBVS), the relative pose (position and orientation) between the current and desired camera position has to be estimated. In any case, it requires to extract and track visual information from the image in order to design the control law.

Recent works propose to directly use the information provided by the entire image [7], [6]: photometric visual servoing (PhVS). In [6], a control law was proposed that minimizes the error between the current image and the desired one: the vectorization of the image matrix \( I \) and the error to be regulated is the sum of squared differences (the SSD): \( e(r) = \text{vec}(I(r)) - \text{vec}(I_0) \). This leads to very precise end positioning, but suffers from a very limited convergence area due to a highly non linear cost function \( e(r) \).

In all cases, the visual servoing task is achieved by iteratively applying a velocity to the camera. This requires the knowledge of the interaction matrix \( L_s \) related to \( s(r) \) that links the variation of \( s \) to the camera velocity \( v \) and which is defined as: \( \dot{s}(r) = L_s v \). The control law is then given by [4]:

\[
v = -\lambda L_s^+ e(r)
\]

where \( L_s^+ \) is the pseudo inverse of \( L_s \) and \( \lambda \) a positive scalar.

B. Deep Learning-based Visual Servoing

DL has been studied for the visual servoing use case. Multiple works [1], [37], [33], [23], [24] already demonstrate satisfying results. These works seek to learn the optimal motion either by estimating the velocity of each of the robot’s joints [23], [24], [13] or by estimating the pose difference between the two cameras [1], [37], [33]. These last methods estimate, from the current \( I(r) \) and desired \( I^* \) images, the displacement \( \Delta r \) that the camera has to achieve\(^1\).

This is done considering a CNN using a PoseNet-like network [20]. Nevertheless, this estimation is very sensitive to non-homogeneous scales between translation and rotation. Once the displacement \( \Delta r \) to be achieved is computed from the CNN, it is immediate to compute the camera velocity using a classical PBVS control law [36], [4]:

\[
v = -\lambda \left( c^* R_c e^* t_c \right) \theta u
\]

In such approaches, the quality of the positioning task and camera trajectory is then dependent on the quality of the estimation of the relative pose. In the next section, we will see how to learn the camera velocity in an "end-to-end" manner. Instead of estimating \( \Delta r \), we will directly regress the camera velocity \( v \).

III. LEARNING ON SE(3) AND se(3)

Supervised training of neural networks requires the formulation of a loss function that is minimized while training. We explain in the following why it is difficult to define such a loss to successfully learn in \( SE(3) \), the space of poses, and how to extend it to the space of \( se(3) \).

A. Deep learning for pose estimation

Poses (and pose differences) are elements of \( SE(3) = \mathbb{R}^3 \times SO(3) \), with a real vector \( t \) representing the 3D pose position and a \( 3 \times 3 \) rotation matrix \( R \) encoding the pose orientation. In machine learning, the loss function encodes the error between the model’s prediction and the ground truth. The loss function of a network trained to predict a pose in \( SE(3) \) would need to carefully balance the contributions of both components of the pose since they are not homogeneous (meters and radians). Previous works [1], [33], [20], [37] use a loss function of the following form:

\[
L(\hat{t}, \hat{q}) = \| t - \hat{t} \|_2 + \beta \| q - \hat{q} \|_2
\]

where \( q \) is a minimal representation of \( R \), such as a quaternion or an axis/angle vector. The \( \beta \) value is an hyperparameter to be chosen before training and acts as the weighting between the translation and the rotation components of the pose. \( \beta \) is a sensitive parameter which can have a strong effect on the final performance of the learning system. Moreover, this parameter is scene-dependent as the impact

\(^1\)The following notations are used: \( \Delta r = (c^* t_c, \theta u) \), where \( t \) describes the translation part of the homogeneous matrix \( c^* T_c \) related to the transformation from the current \( F_c \) to the desired frame \( F_c^* \), while its rotation part \( c^* R_c \) is expressed under the form \( \theta u \), where \( u \) represents the unit rotation-axis vector and \( \theta \) the rotation angle around this axis.
in the image space of translation and rotation errors will vary with respect to the depth of the scene. In [19], a new type of loss is introduced for multi-task learning which aims at automatically estimating the weighting of different tasks. When learning on \( SE(3) \), one can view the estimation of the two components of the pose as two different prediction tasks. Following this idea, it is shown in [18] that superior result compared to training with the loss in (4) can be obtained. The multi-task loss works by introducing one weighting parameter \( \sigma_x \) for each task \( x \), to be optimised alongside the network via gradient descent. For the case of estimating \( SE(3) \) poses, the loss is then given by:

\[
L(\hat{t}, \hat{q}) = \frac{1}{2\sigma_t} \parallel \hat{t} - t \parallel_2^2 + \frac{1}{2\sigma_\hat{q}} \parallel \hat{q} - q \parallel_2^2 + \log \sigma_t \sigma_\hat{q}
\]

(5)

with \( \sigma_t \) (respectively \( \sigma_q \)) the weighting associated to the translation (respectively rotation) error, and where the last term of the loss \( \log \sigma_t \sigma_q \) is a regularization term. The added computational cost of this loss is negligible and does not impact inference, as the weights are discarded at inference.

B. Towards end-to-end servoing: from \( SE(3) \) to \( se(3) \)

Wrt. [1], [33], [37] our goal is to directly learn the velocity \( \mathbf{v} = (\mathbf{v}, \omega) \) required to minimize \( c^\top \mathbf{T}_e \). An advantage of this method is that, since we directly output \( \mathbf{v} \), we are not restricted to a single control law, as is the case in works estimating the pose difference between the two cameras. It is thus possible to learn control laws based on IBVS, PBVS or incorporate more complex behaviour into the training data [5]. Using the multltask learning framework [19] presented above, the loss becomes:

\[
L(\hat{\mathbf{v}}, \hat{\omega}) = \sum_{y \in S} \left[ \frac{1}{2\sigma_y} \parallel \hat{y} - y \parallel_2^2 + \log \prod_{y \in S} \sigma_y \right]
\]

(6)

where \( S \) is the set of 4 losses to balance: the combined translation on the \( x \) and \( y \) axes \( (\mathbf{v}_x, \mathbf{v}_y) \), the translation on the \( z \) axis \( (\mathbf{v}_z) \), as well as rotation on the \( x \) and \( y \) axis \( (\omega_{xy}) \) and on the \( z \) axis \( (\omega_z) \). We argue that, while the translation (or rotation) is expressed in the same unit on all axes, their associated motion is not the same and as such, combining the \( \sigma \) weights is not optimal, since estimating one type of translation/rotation may be easier than the other. For example, VS methods are traditionally more tolerant to large rotations around the \( z \) (depth) axis, while rotation on the \( x, y \) are more constrained.

IV. SIAMESE NETWORKS FOR VELOCITY REGRESSION

In this section, we detail the architecture of our network, that is trained in an end-to-end manner with the loss presented in (6). We then describe the way that we use simulation to craft the dataset.

The proposed architecture is composed of two networks trained end-to-end. The first network extracts features from the desired and current images \( I \) and \( I^* \). The second network takes as input the difference between the features extracted from \( I \) and \( I^* \) and regresses \( \mathbf{v} \) (given as ground truth during training).

1) Feature extraction network: To extract the features from \( I \) and \( I^* \), we use a siamese network \( S \). The term *siamese* is employed because the same processing is applied to multiple inputs (i.e. one body – the shared weights – with multiple heads – the outputs [22]). The siamese network \( S \) extracts the features of image \( I \), denoted as \( S(I) \) which takes the form of a vector of fixed size that best describes the image for the task at hand. Since it is the processing for both images, the two feature vectors lie in the same latent space and can be “compared”. The general method is independent of the extractor backbone, which can be freely chosen to take into account parameters such as inference speed, accuracy or the transfer learning weights available for a specific architecture (see Section V).

2) Velocity regression network: After the feature extraction step, the velocity \( \mathbf{v} \) can be regressed. Drawing inspiration from the formulation of the error in visual servoing, we give as an input to the regression network \( S(I) - S(I^*) \). Using a subtraction is natural here since the embeddings coming from \( S \) lie in the same space and subtraction expresses a notion of signed distance between the vectors’ components. Concatenating \( S(I) \) and \( S(I^*) \) is another possible way of fusing information, but experiments showed that results were inferior, with the added drawback that the number of trainable parameters of the regression network is higher.

When considering Equation (2), the computation of \( \mathbf{v} \) is dependent on an interaction matrix \( L_v \) specific to the control law, the formulation of the features \( s \) and their estimated values. Here, we do not know the interaction matrix expressing \( \frac{\partial S(I)}{\partial e} \). This is why we regress \( \mathbf{v} \) with a nonlinear function of the error \( f(e) \). This function \( f \) is built from multiple Fully Connected (FC) layers (see Fig. 1), with ReLU [28] activations to make \( f \) non-linear. The last FC layer has no activation function, as the values of \( \mathbf{v} \) are unbounded. We choose this simple architecture because we do not make any assumption about the shape of the extracted features and their relations.

A. Training

As deep learning requires large amounts of data and collecting such data on a real robot can be expensive, we resort to simulation to train our network. As in [1], we simulate the projection of a planar scene \( I^*, I \) for two different poses. We simulates the desired control law from these poses using equation (3) and feed the network using the two images and the corresponding computed camera velocity. A potentially infinite number of viewpoints can then be generated to constitute the training dataset. Data are generated on the fly so as to avoid potential overfitting to specific viewpoints.

To help transferring from simulation to real-world, we use lighting and occlusion augmentations. Indeed, it has been shown that networks trained in simulated environments tend to transfer poorly to real world situations [35], [31], and that augmentation can bridge the gap between simulation and real world sample distributions. To ensure that the samples are relevant, they are further filtered so that there is a minimal
amount of overlap between $I$ and $I^*$ (i.e. the cameras are looking at the same part of the scene).

We argue that the proposed approach has multiple benefits. First, regressing the velocity directly allows us to have a generic feature representation, with the architecture being control law-independent. Indeed, although our network was trained with a PBVS control law, other control laws (2D, 2 1/2D,...) could have been considered. One needs only change the features used when generating $v$, as the network architecture does not require any modification. Because the features are learned, the time usually spent engineering the feature extraction is spent training a network. Compared to other learning approaches, we rely on a siamese network to regress a compact image representation that can then be stored.

V. EXPERIMENTS AND RESULTS

This section details the dataset design, the training process and the experiments performed in simulation and on an actual 6-DOF robot. We consider a positioning task, with the robot being moved to a different starting pose, and the goal being to move back to the desired pose.

A. Network training

As a feature extractor siamese network, we choose a recent state of the art neural network architecture, EfficientNets [34], and apply transfer learning [29] to benefit from the training of EfficientNets on ImageNet [10] to initialise the weights of our architecture. EfficientNets is chosen because its ratio accuracy/parameters is higher than other architectures and this alleviates the risk of overfitting. Besides, the number of Floating Point Operations Per Seconds is also lower (1.8B for the EfficientNetB3 vs 4.1B for the nowadays very popular ResNet-50 [15]), making inference during servoing faster and more efficient. Finally, It has been shown in [34] that the transfer learning capabilities of the EfficientNet are better than other standard architectures, albeit on other classification datasets. There are multiple versions of EfficientNet, going from B0 to B7, with an increasing width, depth and resolution scaling. As a trade-off between accuracy and computation, we settled on the B3 version, which has 10.5M parameters. A ResNet-50 was also evaluated, but the results were inferior.

The network is initialized with the pretrained ImageNet weights, which are not frozen during training to allow potentially large re-adaptation of the network for our regression task. While the siamese backbone is an EfficientNetB3, which works on images of dimensions $300 \times 300$, we directly feed images of size $224 \times 224$.

The network is trained on a single RTX 2080Ti for 50 epochs with 100k samples per epoch and batch size 25, for a total of 5M image pairs seen during training. We use the Adam optimizer [21] with a learning rate of 1e-4 for the model weights and 5e-4 for the loss weights. We initialise these to $\sigma_v^2 = \sigma_{v_x}^2 = \sigma_{v_y}^2 = \sigma_{\omega_z}^2 = \sigma_{\omega_x}^2 = \sigma_{\omega_y}^2 = 1.0$. While these values are initialized higher than the starting errors, we note that this acts as a learning rate warm-up and helps the convergence.

At inference, since $I^*$ is captured at the start, the feature extraction to get $S(I^*)$ is only ran once and $S(I^*)$ is stored, heavily reducing the computational cost. On a RTX 2080Ti, the network runs in $\approx$20ms per iteration. Common neural network tricks, such as folding batch normalization into convolutional layers or using mixed precision, may be used to deploy Siame-se(3) onto embedded devices. The network is trained with PyTorch [30] and the data is generated with ViSP [26]. The training takes approximately 18 hours on a single GPU, making it easy to deploy rapidly. The storage requirements are weak, with the model taking around 50MB of memory vs 550Mb for the VGG.

B. Simulation experiments

We first compare the impact of different settings on the servoing results by running experiments in simulation. The approach is also compared with photometric VS [7] and a another recent direct VS approach where the images are transformed in the frequency domain [25]. The considered scene is the one used in the experiments of Fig. 4. We run 1000 trajectories, with the mean and standard deviations of the starting translation and rotation errors of 12.5cm ± 7.5cm/17.5°± 12°. Results reported in Table I show...
the servoing results of methods [7], [25], as well as a re-implementation of the network trained in [1] and various versions of our siamese network. The IBVS method is based on ORB [32] keypoints. The network denoted as Siame-SE(3) has the same design as Siame-se(3), but is trained to regress the pose difference ∆r. "Siame-se(3) with two task weights" is the velocity regressing Siame-se(3), but only two weights are used during training: one for translation and one for rotation instead of the 4 used in Eq. 6. Direct servoing methods such as DVS and DCT-VS suffer from low convergence rates, but have the advantage of having a very precise end positioning. Compared to our Siamese networks, the VGG from [1] diverges more often and tends to remain far from the desired position. For our siamese architecture, the results show that regressing the velocity \( v \) works well and achieves similar positioning accuracy to when it is trained to output \( ∆r \) with the advantages discussed before (genericity and independence to the control law). It can also be seen that our siamese network trained to imitate PBVS succeeds and provides a trajectory that is closer to the ground truth (straight line in the Cartesian space) than with other methods, which either do not have this objective or, in the case of the VGG, realize it poorly, as attested by the trajectory statistics in Table I. While photometric methods will often diverge, our method converges in almost all cases with a small remaining error that is fairly constant. Running photometric VS[7] after any of the network-based methods results in a positioning error below the millimetre/tenth of a degree on all samples, illustrating the complementarity of the methods.

Finally, Fig. 2 examines the convergence behaviour of different methods as a function of the overlap between the starting and desired images. While traditional methods benefit from higher overlap, Siame-se(3) manages to reliably converge even when the overlap is low. This suggests that in the monoscene case, Siame-se(3) learns a global representation akin to a pose.

C. Multiscene experiments

To further test our method, we train on multiple scenes at the same time: this time the reference scene is drawn randomly. To build the dataset, we select multiple images from the ImageNet dataset. We restrain ourselves to a single class of ImageNet [10]: the car class. By doing this, we should have common information between the scenes, which is often the case when applying VS to the real world. Because of the added difficulty, we train for 75 epochs. We train several networks, each on different numbers of scenes and with or without color, to demonstrate the scalability (to multiple scenes) of the method, as well as the potential benefit of incorporating chrominance information. We notice that as the number of scene grows, training becomes harder (the training loss does not converge to zero). To remedy this, we use curriculum learning [2]: we progressively add ramp up augmentation over the first 10 epochs. Fig. 3 highlights the obtained results, and reports the results of servoing on the scenes the networks were trained on. It can be seen that adding color information is indeed helpful. As the number of scene grows, the convergence rate decreases, especially for the grayscale version of the network. The end positioning error is also higher, but remains small enough that other servoing methods can be used afterwards to correct it.

D. Experiments on a 6DOF robot

Fig. 4 demonstrates a real-world servoing example. We place the desired pose (see Fig. 4(b)) 80cm above the center of scene and move to another pose to get Fig. 4(a). The initial displacement is very large, with \( ∆r(0) = (45cm, 19cm, 9cm, 34°, -20°, -47°) \), and \( I(0) \) contains large specularities. We run 500 iterations, with \( λ = 0.1 \). The final error is \( ∆r = (0.5cm, 0.2cm, 0.06cm, 0.3°, -0.33°, 0.12°) \) and the end image difference is displayed in Fig. 4(c). While the end positioning is not perfect, it can be trivially corrected by applying photometric VS [7] in the last few iterations, since we are close to the desired pose and the image error is low. Fig. 4(d) shows the values of \( v \) regressed by the network,

<table>
<thead>
<tr>
<th>Method</th>
<th>Translation error in cm</th>
<th>Rotation error in degrees</th>
<th>Convergence, %</th>
<th>Trajectory absolute position error in cm</th>
<th>Trajectory absolute rotation error in degrees</th>
</tr>
</thead>
<tbody>
<tr>
<td>DVS [7]</td>
<td>0.2 ± 1.5</td>
<td>0.1 ± 0.9</td>
<td>34.8</td>
<td>2.19 ± 3.77</td>
<td>1.97 ± 3.47</td>
</tr>
<tr>
<td>DCT-VS, ( k = 20 ) [25]</td>
<td>0.01 ± 0.001</td>
<td>0.004 ± 0.003</td>
<td>38.6</td>
<td>1.41 ± 3.5</td>
<td>1.12 ± 3.07</td>
</tr>
<tr>
<td>Point-based IBVS, ORB features [32]</td>
<td>2.3 ± 4.6</td>
<td>2.7 ± 7.1</td>
<td>43.4</td>
<td>2.49 ± 4.51</td>
<td>2.8 ± 7</td>
</tr>
<tr>
<td>[1]: VGG backbone, learned loss [19], regressing ∆r, Eq (5)</td>
<td>5.4 ± 2.0</td>
<td>3.43 ± 1.65</td>
<td>76.9</td>
<td>5.08 ± 1.91</td>
<td>3.28 ± 1.44</td>
</tr>
<tr>
<td>Siame-SE(3), Eq (5)</td>
<td>1.12 ± 0.43</td>
<td>0.79 ± 0.3</td>
<td>98</td>
<td>1.05 ± 0.33</td>
<td>0.74 ± 0.23</td>
</tr>
<tr>
<td>Siame-se(3), Eq (6) with two task weights</td>
<td>1.27 ± 0.44</td>
<td>0.94 ± 0.3</td>
<td>97.8</td>
<td>1.15 ± 0.36</td>
<td>0.83 ± 0.25</td>
</tr>
<tr>
<td>Siame-se(3), Eq (6)</td>
<td>1.0 ± 0.48</td>
<td>0.75 ± 0.3</td>
<td>98.9</td>
<td>1.08 ± 0.48</td>
<td>0.77 ± 0.3</td>
</tr>
</tbody>
</table>

TABLE I: Results of different methods on a set of 1000 simulated trajectories in a single scene setting. The end positioning errors of the servoing, as well as the mean trajectory errors with respect to a PBVS control law are reported in centimetres and degrees for the cases that converge.
which are smooth, as attested by the almost exponential decrease of the error in Fig. 4(e). The 3D trajectory in Fig. 4(f) highlights the straightness of the trajectory. Finally, we compare in Fig. 4(g) the norm of the values of our formulation of the error $e = S(I) - S(I^*)$ with the SSD of $I$ and $I^*$ which puts in evidence a correlation between the behaviour of the two.

In our second experiment, we test our multiscene network on (printed) A3-sized scenes. During training, we set the average distance from the poster to 30cm. As in our simulation setting, we train on 100 different images of cars. For this experiment, we picked one scene in the training set, and ran the servoing with the 6DOF robot on this printed scene. To illustrate the complementarity of our method and DVS, we first run Siame-se(3) for 500 iterations, then correct the remaining error with DVS. The starting and desired image are presented in 5(a) and (b). There is very low overlap between the two. Indeed, the initial error is $\Delta r(0) = (-17.9 \text{cm}, 0.5 \text{cm}, 4.3^\circ, 18.4^\circ, 44.6^\circ)$. After our method is over, the remaining error is $\Delta r(500) = (-0.4 \text{cm}, 0.3 \text{cm}, -0.89^\circ, 3.16^\circ, -0.76^\circ)$. The remaining error in image space is displayed in 5(c). In general, the remaining error after VS with Siame-se(3) is present because of compensations between the translations and rotations on the x and y axes, as the diminution of the error in the image is mostly the same between the two types of motion. From there, DVS is applied and the final distance from the desired pose is 0.06cm/0.13$^\circ$. Our method accomplishes most of the motion, providing a fairly straight trajectory and is able to bring the end effector close enough to the desired pose so that it is in the convergence cone of DVS.

VI. CONCLUSION

We have proposed a new siamese deep architecture for end-to-end visual servoing. Our network directly regresses, in real time, the velocity of a camera in $\text{se}(3)$. Our method features an accurate positioning, a broad convergence cone and combines well with photometric VS. While we have focused on learning a PBVS control law, this method can be applied to other control laws with minimal effort. Using multi-task learning to regress the different components of the velocity reduces the time spent training and tweaking networks, helping deploy VS solutions faster. Our learning protocol effectively trains our network on simulated data and can be applied to real scenes. Simulated and real experiments demonstrated the efficiency of the proposed approach.