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# Coupling Parareal with Optimized Schwarz waveform relaxation for parabolic problems* 

Duc Quang Bui $\ddagger$ Caroline Japhet ${ }^{\ddagger}$ Yvon Maday ${ }^{\S}$ and Pascal Omnes ${ }^{\| \ddagger}$


#### Abstract

We propose and analyse a parallel method, both in the time and space directions, that couples the Parareal algorithm with the Optimized Schwarz waveform relaxation (OSWR) method, with only few OSWR iterations in the fine propagator and with a simple coarse propagator deduced from the Backward Euler method. The analysis of this coupled method is presented for a one-dimensional advection-reaction-diffusion equation. We prove a general convergence result for this method via energy estimates. Numerical results for two-dimensional advection-diffusion problems and for a diffusion equation with strong heterogeneities are presented, to illustrate the performance of the coupled Parareal-OSWR algorithm.


## 1 Introduction

The Parareal algorithm is a time-parallel method that was proposed by Lions, Maday, and Turinici to solve evolutionary problems in parallel, see [23]. The algorithm is constructed using two solvers: the coarse solver, which is fast but not very accurate, and the fine solver, which is slower but more accurate. The long time interval is divided into smaller windows, the fine solver is performed on each window, using some input initial conditions. The outputs are then corrected by the coarse solver and used as the inputs for the next iteration. In the most simplified convergence analysis, the initial value problem was considered to be an ODE, the fine solver was exact and the coarse solver was the Backward Euler method; in that analysis the outputs were computed exactly and so was the error. More complex analyses of the performance of Parareal were also achieved: for non-exact fine solvers for ODEs [3], for linear ordinary and partial differential equations [14]; for the non-linear case [7]; for improvement of the parallel efficiency [27].

In the construction of Parareal, one may choose suitable coarse and fine solvers to fasten the process, for example by using an iterative method like, e.g., the Schwarz waveform relaxation (SWR) method [13]. As Parareal itself is also an iterative method, the overall process would then be composed of outer iterations (Parareal) and inner iterations corresponding to the coarse and fine solvers. In order to save CPU resources, we might think of stopping the inner iterative solvers after a small number of iterations, well before convergence, and hope that the overall convergence could be carried through Parareal iterations. This idea was first raised in [28] for general iterative methods; it was then developed for some iterative methods: for the Jacobi method (see [30]), for SWR methods (see [16], [5]). In this contribution, we are more interested in the latter, which will be recalled next.

SWR algorithms are based on a spatial domain decomposition. The spatial domain is decomposed into overlapping or non overlapping subdomains; then the original problem is transformed into multi-domain space-time sub-problems. Starting from initial fluxes on the space-time interfaces, each sub-problem can then be solved in parallel over the whole time range; then the data are exchanged through the interfaces to

[^0]create better fluxes. The transmission conditions for the fluxes play an important role in the convergence process and several possibilities can be used, e.g., Dirichlet [15], Robin [29], 8] or Ventcell [22]. The last two types of conditions can be optimized [21, 6]. While in the classical Schwarz method, spatial fluxes are exchanged at each time step [6], the space-time fluxes in the SWR method leave a wide range of choices for the discretization method in the time direction in each sub-problem, which is quite useful in practice (see e.g. [17, [18, 19]).

We now explain the suitability of the SWR method. On the one hand, the analysis of this method, as well as its optimization, can be carried out directly at the (continuous) PDE level, which yieds an insight which is completely independent from the actual discretization that is used in practice. On the other hand, it can be run in parallel (one processor for each sub-domain), and this allows a two-level parallelization process: one level in Parareal iterations, and the other in the SWR iterations. In addition, as we do not run the solvers until convergence, we shall need to keep additional intermediate outputs from the solvers during Parareal iterations: these outputs are fluxes on the interface. Using SWR with Dirichlet transmission condition was proposed in [16] and [5]. In this paper, we choose the Optimized transmission condition; then, the corresponding SWR method can be called Optimized Schwarz Waveform Relaxation (OSWR), see [10]. While OSWR converges much faster than Dirichlet SWR, it also amplifies the difficulties in the convergence analysis, which cannot be performed using the same techniques as for Dirichlet SWR.

In this contribution, we study as a model problem the coupled Parareal - OSWR method on onedimensional parabolic equations. Our paper is organized as follows. In Section 2, we introduce the model problem and state some stability and regularity properties of the solutions of the whole space-time domain problem and of the sub-space-time-domain problems. In Section 3 we recall the Parareal algorithm. In Section 4 we recall and extend some known results about the OSWR method, which will be used for the analysis of the coupled method. In Section 5, we introduce the coupled Parareal-OSWR algorithm and prove a general convergence result for the method via energy estimates in Section 6 . Finally, in Section 7. results of two-dimensional (2D) numerical experiments comparing the different methods (OSWR, Parareal, and the coupled Parareal-OSWR algorithm) are discussed.

## 2 Model problem

Denote $\mathcal{L} u:=\partial_{t} u-\nu \partial_{x x} u+a \partial_{x} u+b u, \Omega=\mathbb{R}$. For $T>0$, we consider the following problem

$$
\begin{align*}
\mathcal{L}(u) & =f, & & \text { in } \Omega \times(0, T)  \tag{1a}\\
u(\cdot, 0) & =u_{0}, & & \text { in } \Omega \tag{1b}
\end{align*}
$$

where $\nu, a$ and $b$ are constants, with $\nu>0$ and $b>0$. The source term $f$ and the initial condition $u_{0}$ will be specified in Section 2.2.

### 2.1 Domain decomposition and notation

We consider a decomposition of $\Omega$ into two non-overlapping subdomains

$$
\Omega_{1}=(-\infty, 0), \quad \Omega_{2}=(0,+\infty)
$$

and introduce the Robin interface operator for $i=1,2$ as follows (see [25, 8]):

$$
\begin{equation*}
\mathcal{B}_{1}=\nu \partial_{x}-\frac{a}{2}+\frac{p}{2}, \quad \mathcal{B}_{2}=-\nu \partial_{x}+\frac{a}{2}+\frac{p}{2}, \tag{2}
\end{equation*}
$$

Then, problem (1]) can be reformulated as the following equivalent multi-domain problem [26], with $f_{i}=f_{\mid \Omega_{i}}$, $u_{i}=u_{\mid \Omega_{i}}$, and $u_{0, i}=u_{0 \mid \Omega_{i}}, i=1,2$ :

$$
\begin{align*}
\mathcal{L} u_{i} & =f_{i} & & \text { in } \Omega_{i} \times(0, T),
\end{align*} \quad i=1,2,
$$

with

$$
\begin{equation*}
\xi_{i}:=\left(\mathcal{B}_{i} u_{j}\right)(0, \cdot) \quad \text { on }(0, T), \quad j=3-i, i=1,2 . \tag{4}
\end{equation*}
$$

In (2) $p$ is a free parameter chosen such that: a) a Robin subdomain problem of type (3) is well-posed, b) it leads to a fast converging algorithm (see Section 4). Both issues will be specified later.

In what follows we will use the notation $\boldsymbol{\xi}:=\left(\xi_{1}, \xi_{2}\right)$ for the Robin data on $(0, T)$ associated to the solution $u$ of (1).

### 2.2 Existence and regularity results

We introduce the following spaces corresponding to the subdomain problems,

$$
\mathcal{X}_{i}=H^{1}\left(\Omega_{i}\right), i=1,2, \quad \mathcal{Y}=H^{\frac{1}{4}}(0, T),
$$

and the local-regular space

$$
\mathcal{X}:=\left\{U \in L^{2}(\Omega): U_{\mid \Omega_{i}} \in \mathcal{X}_{i}\right\}
$$

equipped with the norm $\|U\|_{\mathcal{X}}=\left(\sum_{i}\left\|U_{\mid \Omega_{i}}\right\|_{\mathcal{X}_{i}}^{2}\right)^{\frac{1}{2}}$.
With the Robin transmission conditions, we will need more regularity in our analysis, in the anisotropic Sobolev spaces $H^{r, s}(\Omega \times(0, T))=L^{2}\left(0, T ; H^{r}(\Omega)\right) \cap H^{s}\left(0, T ; L^{2}(\Omega)\right)$ defined in [24].

We recall below some useful regularity properties from [25].
Lemma 2.1. (Regularity of problem (1))
If $u_{0} \in H^{1}(\Omega)$ and $f \in L^{2}\left(0, T ; L^{2}(\Omega)\right)$, problem (1) has a unique solution $u$ in $H^{2,1}(\Omega \times(0, T))$ and there exists a constant $C$ independent of $u_{0}$ and $f$ s.t.

$$
\begin{equation*}
\|u\|_{H^{2,1}(\Omega \times(0, T))} \leq C\left(\left\|u_{0}\right\|_{H^{1}(\Omega)}+\|f\|_{L^{2}\left(0, T ; L^{2}(\Omega)\right)}\right) . \tag{5}
\end{equation*}
$$

Lemma 2.2. (Regularity of problem (3))
Let $i=1$ or $i=2$. If $u_{0, i} \in \mathcal{X}_{i}, f_{i} \in \bar{L}^{2}\left(0, T ; L^{2}\left(\Omega_{i}\right)\right)$ and $\xi_{i} \in \mathcal{Y}$, problem (3) has a unique solution $u_{i}$ in $H^{2,1}\left(\Omega_{i} \times(0, T)\right)$ and there exists a constant $C$ independent of $u_{0}, f$, and $\xi_{i}$ s.t.

$$
\left\|u_{i}\right\|_{H^{2,1}\left(\Omega_{i} \times(0, T)\right)} \leq C\left(\left\|u_{0, i}\right\|_{\mathcal{X}_{i}}+\left\|f_{i}\right\|_{L^{2}\left(0, T ; L^{2}\left(\Omega_{i}\right)\right)}+\left\|\xi_{i}\right\|_{\mathcal{Y})} .\right.
$$

Lemma 2.3. (Trace theorem)
If $u \in H^{2,1}(\Omega \times(0, T))$, then $u(\cdot, T) \in \mathcal{X},\left(\mathcal{B}_{i} u\right)(0, \cdot) \in \mathcal{Y}, i=1,2$, and there exists a constant $C$ s.t $t^{*}$

$$
\left\|\left(\mathcal{B}_{i} u\right)(0, .)\right\|_{\mathcal{Y}} \leq C\|u\|_{H^{2,1}(\Omega \times(0, T))}, \quad i=1,2 .
$$

Similar estimates hold by replacing $\Omega$ by $\Omega_{i}$, u by $u_{i}$, and $\mathcal{X}$ by $\mathcal{X}_{i}$, for $i=1,2$.

## 3 Parareal Method

The Parareal method introduced in [23] is a numerical method designed to solve evolution problems in parallel. It is based on a decomposition in time of $(0, T)$ into subintervals : $\overline{(0, T)}=\cup_{n=0}^{N-1} \overline{\mathcal{I}_{n}}$, with $\mathcal{I}_{n}=$ $\left(T_{n}, T_{n+1}\right), 0 \leq n \leq N-1$, and $0=T_{0}<T_{1}<\ldots<T_{N-1}<T_{N}=T$. Over each such interval generically noted as $\mathcal{I}:=\left(t_{0}, t_{1}\right)$, it uses two propagation operators :

- $\mathcal{G}\left(\mathcal{I}, U_{0}\right)$ that provides a rough approximation of $u\left(\cdot, t_{1}\right)$, where $u$ is the solution of (1), with initial condition $u\left(\cdot, t_{0}\right)=U_{0}$.
- $\mathcal{F}\left(\mathcal{I}, U_{0}\right)$ that provides a more accurate approximation of $u\left(\cdot, t_{1}\right)$.

[^1]For simplicity, we will consider a regular decomposition of $(0, T)$, i.e. such that $T_{n+1}-T_{n}=\Delta T$. The plain Parareal algorithm [23] is as follows :

```
Algorithm 1 (Parareal)
    Choose an initial data \(\left(U_{n}^{0}\right)_{n \in \llbracket 0, N \rrbracket}\) with \(U_{0}^{0}=u_{0}\) and \(U_{n}^{0}\) an approximation of \(u\left(\cdot, T_{n}\right)\), for example : \(U_{n}^{0}:=\)
    \(\mathcal{G}\left(\mathcal{I}_{n-1}, U_{n-1}^{0}\right)\), for \(n=1,2, \ldots, N\).
    for \(k=0,1, \ldots \quad\) (Parareal iterations)
        Set \(U_{0}^{k+1}=u_{0}\) and perform the correction iterations
                                    \(U_{n+1}^{k+1}=\mathcal{G}\left(\mathcal{I}_{n}, U_{n}^{k+1}\right)+\mathcal{F}\left(\mathcal{I}_{n}, U_{n}^{k}\right)-\mathcal{G}\left(\mathcal{I}_{n}, U_{n}^{k}\right), \quad n=0,1, \ldots, N-1\).
end for
```

We denote by $u_{n}$ the solution of the (sequential) fine propagator at time $T_{n}$ :

$$
u_{n}=\mathcal{F}\left(\left(0, T_{n}\right), u_{0}\right), \quad u_{n}=\mathcal{F}\left(\mathcal{I}_{n-1}, u_{n-1}\right), \quad \forall n \in \llbracket 1, N \rrbracket .
$$

In practice, $\mathcal{F}$ will be close to exact, and thus, for the analysis presented here, we suppose that $\mathcal{F}$ is the exact propagator, i.e.: $\mathcal{F}\left(\left(t_{0}, t_{1}\right), \tilde{u}_{0}\right)=\hat{u}\left(t_{1}\right)$ where $\hat{u}$ is the solution of 1a with initial condition $\tilde{u}_{0}$ at $t=t_{0}$. In particular we can identify $u_{n}$ with $u\left(\cdot, T_{n}\right)$, where $u$ is the solution of (1).

## 4 Optimized Schwarz Waveform Relaxation Method

The OSWR method [9, 11, 29], for solving problem (1) is a space-time parallel method based on a domain decomposition in space only

$$
\Omega_{1}=(-\infty, 0), \quad \Omega_{2}=(0,+\infty)
$$

Let $\mathcal{I}=(0, T)$, and $\mathbf{I}^{+}$the set of intervals of $\mathbb{R}^{+}$. The method solves iteratively subproblems on $\Omega_{1} \times \mathcal{I}$ and $\Omega_{2} \times \mathcal{I}$, exchanging space-time boundary data ${ }^{\dagger}$ through the Robin operators $\mathcal{B}_{1}$ and $\mathcal{B}_{2}$ (defined in 22 ), where the parameter $p$ is chosen to optimize the convergence factor of the algorithm. The method is thus defined using a subproblem solution operator and a transmission operator: for $i=1,2$ :

- the solution operator $\mathcal{M}_{i}\left(\mathcal{I}, u_{0, i}, \xi_{i}\right), i=1,2$, that maps the available Robin condition $\xi_{i}$ and initial condition $u_{0, i}$ to the subdomain solution $u_{7^{+}}$

$$
\mathcal{M}_{i}: \begin{array}{ccc}
\mathbf{I}^{+} \times H^{1}\left(\Omega_{i}\right) \times \mathcal{Y} & \rightarrow & H^{2,1}\left(\Omega_{i} \times \mathcal{I}\right)  \tag{7}\\
\left(\mathcal{I}, u_{0, i}, \xi_{i}\right) & \rightarrow & u_{i},
\end{array}
$$

where $u_{i}$ is the solution of the following Robin problem in $\Omega_{i} \times \mathcal{I}$

$$
\begin{array}{rlrlr}
\mathcal{L} u_{i} & =f & & \text { in } \Omega_{i} \times \mathcal{I}, & \\
u_{i}(\cdot, 0) & =u_{0, i} & & \text { in } \Omega_{i}, & i=1,2,  \tag{8}\\
\left(\mathcal{B}_{i} u_{i}\right)(0, \cdot) & =\xi_{i} & & \text { on } \mathcal{I} . &
\end{array}
$$

- the transmission operator $\mathcal{B}_{i}, i=1,2$, that maps the available neighbor subdomain solution $u_{j} \in$ $H^{2,1}\left(\Omega_{j} \times \mathcal{I}\right), j=3-i$, to a new Robin datum $\xi_{i} \in \mathcal{Y}: \xi_{i}=\left(\mathcal{B}_{i} u_{j}\right)(0, \cdot)$ on $\mathcal{I}$.

Using the definition of $\mathcal{M}_{i}$, problem (3)-(4) can be rewritten as

$$
\begin{align*}
u_{i} & =\mathcal{M}_{i}\left(\mathcal{I}, u_{0, i}, \xi_{i}\right), \quad i=1,2  \tag{9a}\\
\xi_{i} & =\left(\mathcal{B}_{i} u_{j}\right)(0, \cdot) \quad \text { on } \mathcal{I}, \quad j=3-i, i=1,2 . \tag{9b}
\end{align*}
$$

The OSWR algorithm for solving problem (9) (or equivalently (1)) is as follows.

[^2]```
Algorithm 2 (OSWR)
    Choose an initial Robin data \(\boldsymbol{\xi}^{0}=\left(\xi_{1}^{0}, \xi_{2}^{0}\right)\) on \(\mathcal{I}\), for example \(\xi_{i}^{0}=\left(\mathcal{B}_{i} u_{0, i}\right)(0, \cdot)\), on \((0, T), i=1,2\).
    for \(\ell=1,2, \ldots \quad\) (OSWR iterations)
        1. Solve the local space-time Robin problems by calculating
\[
\begin{equation*}
u_{i}^{\ell}=\mathcal{M}_{i}\left(\mathcal{I}, u_{0, i}, \xi_{i}^{\ell-1}\right), \quad i=1,2 . \tag{10}
\end{equation*}
\]
2. Update the Robin interface term \(\boldsymbol{\xi}^{\ell}=\left(\xi_{1}^{\ell}, \xi_{2}^{\ell}\right)\), with
\[
\begin{equation*}
\xi_{i}^{\ell}=\left(\mathcal{B}_{i} u_{j}^{\ell}\right)(0, \cdot) \quad \text { on } \mathcal{I}, \quad j=3-i, \quad i=1,2 . \tag{11}
\end{equation*}
\]
end for
```

Remark 4.1. By definition of $\mathcal{M}_{i}$ and $u_{i}^{\ell}$ in 10, the interface condition is

$$
\begin{equation*}
\left(\mathcal{B}_{i} u_{i}^{\ell}\right)(0, \cdot)=\xi_{i}^{\ell-1}, i=1,2 \tag{12}
\end{equation*}
$$

Then, from (11), and using that $\mathcal{B}_{i}=-\mathcal{B}_{j}+p$, we obtain, for $\ell \geq 1$

$$
\begin{equation*}
\xi_{i}^{\ell}=-\xi_{j}^{\ell-1}+p u_{j}^{\ell}, \quad j=3-i, i=1,2 . \tag{13}
\end{equation*}
$$

Let $L \in \mathbb{N}^{*}$. In the sequel we will denote in compact form

$$
\begin{equation*}
\left(u^{L}, \xi^{L}\right)=\operatorname{OSWR}_{L}\left(\mathcal{I}, u_{0}, \boldsymbol{\xi}^{0}\right) \tag{14}
\end{equation*}
$$

where $u^{L} \in L^{2}(\Omega \times \mathcal{I})$ with $\left.u^{L}\right|_{\Omega_{i}}=u_{i}^{L}, i=1,2$, and $\boldsymbol{\xi}^{L}=\left(\xi_{1}^{L}, \xi_{2}^{L}\right)$ are the output after $L$ iterations of algorithm (10) with initial condition $u_{0}$ and initial Robin datum $\boldsymbol{\xi}^{0}$ on $\mathcal{I}$.

### 4.1 Stability and convergence

We suppose that $f \in L^{2}\left(0, T ; L^{2}(\Omega)\right)$. For simplicity, we will use the notation $\|\cdot\|$ for the $L^{2}$-norm in $\Omega$ or in $\Omega_{i}, i=1,2$, and $\|\cdot\|_{\mathcal{I}}$ for the $\left(L^{2}(\mathcal{I})\right)^{2}$-norm.
Let $\left(u_{i}^{\ell}, \xi_{i}^{\ell}\right), i=1,2$ be defined by $(10)-(11)$. For the convergence analysis below, we introduce the following notations for the errors, for $i=1,2$ and $\ell \geq 1$ :

$$
\begin{align*}
\zeta_{i}^{\ell} & :=\xi_{i}^{\ell}-\xi_{i}, \quad \text { where } \xi_{i} \text { is defined in (4), and we set } \zeta^{\ell}:=\left(\zeta_{1}^{\ell}, \zeta_{2}^{\ell}\right),  \tag{15}\\
e_{i}^{\ell} & :=u_{i}^{\ell}-u, \quad \text { where } u \text { is the solution of (1), }  \tag{16}\\
e^{\ell} & :=\text { the function in } L^{2}(\Omega \times(0, T)) \text { s.t. }\left.e^{\ell}\right|_{\Omega_{i}}=e_{i}^{\ell}, i=1,2 . \tag{17}
\end{align*}
$$

Theorem 4.2. Let $L \in \mathbb{N}^{*}$. If $u_{0} \in H^{1}(\Omega)$ and $\boldsymbol{\xi}^{0} \in \mathcal{Y}^{2}$, then, Algorithm 2 is well-defined and we have

$$
\sum_{\ell=1}^{L}\left(\frac{1}{2}\left\|e^{\ell}(., T)\right\|^{2}+\sum_{i}\left\|e_{i}^{\ell}\right\|_{L^{2}\left(0, T, H^{1}\left(\Omega_{i}\right)\right)}^{2}\right)+\frac{1}{2 p}\left\|\boldsymbol{\zeta}^{L}\right\|_{\mathcal{I}}^{2}=\frac{1}{2 p}\left\|\boldsymbol{\zeta}^{0}\right\|_{\mathcal{I}}^{2}
$$

Hence, Algorithm 2 converges for $p>0$ in $L^{\infty}\left(0, T ; L^{2}\left(\Omega_{1}\right)\right) \cap L^{2}\left(0, T ; H^{1}\left(\Omega_{1}\right)\right) \times L^{\infty}\left(0, T ; L^{2}\left(\Omega_{2}\right)\right) \cap$ $L^{2}\left(0, T ; H^{1}\left(\Omega_{2}\right)\right)$ to the solution $u$ of (1).

Proof. We proceed by recurrence. We have $u_{0, i} \in \mathcal{X}_{i}$ independently of $\ell$. Moreover, let us suppose that $\xi_{i}^{\ell-1} \in \mathcal{Y}$ (this is true for $\ell=1$ ). Then from Lemma 2.2 we have $u_{i}^{\ell} \in H^{2,1}\left(\Omega_{i} \times(0, T)\right)$. Then from Lemma 2.3, or using (13) and the Trace theorem, we have $\xi_{i}^{\ell} \in \mathcal{Y}$, thus Algorithm 2 is well-defined. The proof of the energy estimate is done in [8] (Theorem 5.15) and we recall it in Appendix A

In the context of the coupled Parareal-OSWR method in Section 5, incomplete iterations of the OSWR algorithm are performed at each Parareal iteration. This implies that the new initial condition for the OSWR algorithm, through Parareal iterations, will no more be in $H^{1}(\Omega)$, but only in $\mathcal{X}$. Therefore we need the following extended result, that will be used to prove the convergence of the coupled Parareal-OSWR method later.

We still use notations (15)-17) for the errors. We suppose that the initial condition of Algorithm 2 denoted now by $\bar{u}_{0}$, verifies $\bar{u}_{0} \in \mathcal{X}, \bar{u}_{0} \neq u(\cdot, 0)$ (where $u$ is the solution of 11 ), and we introduce the additional notation for the error at time $t=0$ :

$$
e_{0}:=\bar{u}_{0}-u(\cdot, 0),
$$

with $e_{0, i}:=\left.e_{0}\right|_{\Omega_{i}}, i=1,2$.
Theorem 4.3. Let $L \in \mathbb{N}^{*}$. If the initial condition of Algorithm 2 is $\bar{u}_{0} \in \mathcal{X}, \bar{u}_{0} \neq u(\cdot, 0)$, and if $\boldsymbol{\xi}^{0} \in \mathcal{Y}^{2}$, then, Algorithm 2 is well-defined and we have

$$
\begin{equation*}
\sum_{\ell=1}^{L}\left(\frac{1}{2}\left\|e^{\ell}(., T)\right\|^{2}+\sum_{i}\left\|e_{i}^{\ell}\right\|_{L^{2}\left(0, T, H^{1}\left(\Omega_{i}\right)\right)}^{2}\right)+\frac{1}{2 p}\left\|\boldsymbol{\zeta}^{L}\right\|_{\mathcal{I}}^{2}=\frac{L}{2}\left\|e_{0}\right\|^{2}+\frac{1}{2 p}\left\|\boldsymbol{\zeta}^{0}\right\|_{\mathcal{I}}^{2} \tag{18}
\end{equation*}
$$

Proof. For $i=1,2$, let $\left(u_{i}^{\ell}, \xi_{i}^{\ell}\right)$ be defined by 10 with initial condition $\bar{u}_{0}$. We set $\zeta_{i}^{\ell}:=\xi_{i}^{\ell}-\xi_{i}$, where $\xi_{i}$ is defined in (4), and $e_{i}^{\ell}:=u_{i}^{\ell}-\left.u\right|_{\Omega_{i}}$, where $u$ is the solution of (1).

With $\left(\zeta_{1}^{0}, \zeta_{2}^{0}\right)$ given, the error $e_{i}^{\ell}, i=1,2$, satisfies, for $\ell \geq 1$ :

$$
\begin{array}{rlrlr}
\mathcal{L} e_{i}^{\ell} & =0 & & \text { in } \Omega_{i} \times \mathcal{I}, & \\
e_{i}^{\ell}(\cdot, 0) & =e_{0, i} & & \text { in } \Omega_{i}, & i=1,2  \tag{19}\\
\left(\mathcal{B}_{i} e_{i}^{\ell}\right)(0, \cdot) & =\zeta_{i}^{\ell-1} & & \text { on } \mathcal{I}, &
\end{array}
$$

$$
\begin{equation*}
\text { where } \quad \zeta_{i}^{\ell}=\left(\mathcal{B}_{i} e_{j}^{\ell}\right)(0, \cdot), \ell \geq 1, \quad j=3-i, i=1,2 \tag{20}
\end{equation*}
$$

Then we follow the same steps as in the proof of Theorem 4.2 in Appendix A until estimate 48, which is written, using that $e_{i}^{\ell}(\cdot, 0)=e_{0, i}, \forall \ell \geq 1$ :

$$
\sum_{\ell=1}^{L}\left(\frac{1}{2}\left\|e^{\ell}(., T)\right\|^{2}+\sum_{i}\left\|e_{i}^{\ell}\right\|_{L^{2}\left(0, T, H^{1}\left(\Omega_{i}\right)\right)}^{2}\right)+\frac{1}{2 p}\left\|\boldsymbol{\zeta}^{L}\right\|_{\mathcal{I}}^{2}=\frac{L}{2} \sum_{i}\left\|e_{0, i}\right\|^{2}+\frac{1}{2 p}\left\|\boldsymbol{\zeta}^{0}\right\|_{\mathcal{I}}^{2}
$$

which ends the proof of Theorem 4.3

### 4.2 Optimized Robin parameters

In this section we give the methodology to calculate the Robin parameter $p$ involved in the OSWR method. This parameter is chosen to optimize the convergence factor of the algorithm, and is thus called "optimized parameter".

The calculation of the convergence factor extends the one of Lemma 5.7 in [8, obtained for $u_{0} \in H^{2}(\Omega)$, to the case $u_{0} \in H^{1}(\Omega)$. By linearity of $\mathcal{M}_{i}$, from (9a) and 10), the error $e_{i}^{\ell}:=u_{i}^{\ell}-u, i=1,2$, at iteration $\ell$ of the OSWR method, satisfies $e_{i}^{\ell}=\mathcal{M}_{i}\left(\mathcal{I}, 0, \zeta_{i}^{\ell-1}\right)$, with $\zeta_{i}^{\ell-1}=\xi_{i}^{\ell-1}-\xi_{i}$ and $f=0$. Equivalently, $e_{i}^{\ell}$ is solution of the following problem

$$
\begin{align*}
\mathcal{L} e_{i}^{\ell} & =0 & & \text { in } \Omega_{i} \times \mathcal{I}, \\
e_{i}^{\ell}(\cdot, 0) & =0 & & \text { in } \Omega_{i}, \tag{21}
\end{align*} \quad i=1,2,
$$

From (9b) and (11), we have $\zeta_{i}^{\ell}=\mathcal{B}_{i} e_{j}^{\ell}(0, \cdot), i=1,2$, and thus the transmission conditions on $\mathcal{I}$ in 21) also reads

$$
\begin{equation*}
\left(\mathcal{B}_{i} e_{i}^{\ell}\right)(0, \cdot)=\left(\mathcal{B}_{i} e_{j}^{\ell-1}\right)(0, \cdot) \quad \text { on } \mathcal{I}, \quad j=3-i, \quad i=1,2 \tag{22}
\end{equation*}
$$

Now, in order to use the Fourier transform, we extend $\sqrt{21}-(22)$ to $\mathbb{R}$ in the following way:

- for $\ell=1$, the Robin condition in (21) is with $\zeta_{i}^{0} \in \mathcal{Y}$ and we can extend $\zeta_{i}^{0}$ by zero to $H^{\frac{1}{4}}(\mathbb{R})$ to obtain a function, denoted by $\tilde{\zeta}_{i}^{0}$, vanishing on $(-\infty, 0)$, and on $(T,+\infty)$, for $i=1,2$. Then we can extend equations 21) to $\mathbb{R}$, and their solutions, denoted by $\left(\tilde{e}_{1}^{1}, \tilde{e}_{2}^{1}\right)$, vanish on $(-\infty, 0)$ and coincide with $\left(e_{1}^{1}, e_{2}^{1}\right)$ on $(0, T)$.
- for $\ell \geq 2$, we define the Robin trace $\tilde{\zeta}_{i}^{\ell-1}:=\left(\mathcal{B}_{i} \tilde{e}_{j}^{\ell-1}\right)(0, \cdot)$ on $\{0\} \times \mathbb{R}$, which belongs to $H^{\frac{1}{4}}(\mathbb{R})$, vanishes on $(-\infty, 0)$ and coincides with $\left(\mathcal{B}_{i} e_{j}^{\ell-1}\right)(0, \cdot)$ on $\{0\} \times(0, T)$, for $i=1,2$. The subdomain problems 21) are extended on $\Omega_{i} \times \mathbb{R}$ as follows :

$$
\begin{array}{rlrlr}
\mathcal{L} \tilde{e}_{i}^{\ell} & =0 & & \text { in } \Omega_{i} \times \mathbb{R}, & \\
\tilde{e}_{i}^{\ell}(\cdot, 0) & =0 & & \text { in } \Omega_{i}, & i=1,2  \tag{23}\\
\left(\mathcal{B}_{i} \tilde{e}_{i}^{\ell}\right)(0, \cdot) & =\tilde{\zeta}_{i}^{\ell-1} & & \text { on } \mathbb{R}, &
\end{array}
$$

and their solution vanish on $(-\infty, 0)$ and coincide with $\left(e_{1}^{\ell}, e_{2}^{\ell}\right)$ on $(0, T)$. In particular, by the definition of $\tilde{\zeta}_{i}^{\ell-1}$ above, the transmission condition 22 has been extended on $\{0\} \times \mathbb{R}$ in 23 as follows :

$$
\begin{equation*}
\left(\mathcal{B}_{i} \tilde{e}_{i}^{\ell}\right)(0, \cdot)=\left(\mathcal{B}_{i} \tilde{e}_{j}^{\ell-1}\right)(0, \cdot) \quad \text { on } \mathbb{R}, \quad j=3-i, \quad i=1,2 \tag{24}
\end{equation*}
$$

Note that for $\ell \geq 1$, the property $\tilde{\zeta}_{i}^{\ell-1} \in H^{\frac{1}{4}}(\mathbb{R})$ implies that the solution $e_{i}^{\ell}$ of problem (23) is in $H_{\text {loc }}^{2,1}\left(\Omega_{i} \times \mathbb{R}\right) \sqrt{\S}$ (using Lemma 2.2), and thus the new Robin datum $\tilde{\zeta}_{i}^{\ell}$, defined above, is in $H_{\text {loc }}^{\frac{1}{4}}(\mathbb{R})$ (using Lemma 2.3.

In what follows, we use Fourier transform in time, in the sense of tempered distributions.
Then, we solve in each subdomain the ordinary differential equation

$$
\begin{equation*}
i \omega \hat{e}_{i}^{\ell}-\nu \partial_{x x} \hat{e}_{i}^{\ell}+a \partial_{x} \hat{e}_{i}^{\ell}+b \hat{e}_{i}^{\ell}=0, \quad i=1,2 \tag{25}
\end{equation*}
$$

with the characterisitic roots

$$
\begin{equation*}
r^{-}=\frac{a-\sqrt{d}}{2 \nu}, \quad r^{+}=\frac{a+\sqrt{d}}{2 \nu}, \quad d=a^{2}+4 \nu(b+i \omega) \tag{26}
\end{equation*}
$$

where $\sqrt{d}$ is the complex square-root with positive real part :
let $\tilde{d}=\sqrt{\left(a^{2}+4 \nu b\right)^{2}+16 \nu^{2} \omega^{2}}$, then

$$
\sqrt{d}=\sqrt{\frac{\tilde{d}+a^{2}+4 \nu b}{2}}+i \operatorname{sign}(\omega) \sqrt{\frac{\tilde{d}-a^{2}-4 \nu b}{2}}
$$

Thus, $\mathcal{R} e\left(r^{+}\right)>0$ and $\mathcal{R} e\left(r^{-}\right)<0$, and the solutions $\hat{e}_{i}^{\ell} \in L^{2}\left(\Omega_{i}\right), i=1,2$ are given by

$$
\begin{equation*}
\hat{e}_{1}^{\ell}=\frac{2}{\sqrt{d}+p} \hat{\zeta}_{1}^{\ell-1}(\omega) e^{r^{+} x}, \quad \hat{e}_{2}^{\ell}=\frac{2}{\sqrt{d}+p} \hat{\zeta}_{2}^{\ell-1}(\omega) e^{r^{-} x}, \quad \ell \geq 1 \tag{27}
\end{equation*}
$$

Then, replacing 27 in the transmission conditions (24) leads to

$$
\begin{equation*}
\forall \ell \geq 1, \quad\binom{\hat{\zeta}_{1}^{\ell}}{\hat{\zeta}_{2}^{\ell}}=\left(\frac{-\sqrt{d}+p}{\sqrt{d}+p}\right)\binom{\hat{\zeta}_{2}^{\ell-1}}{\hat{\zeta}_{1}^{\ell-1}} \tag{28}
\end{equation*}
$$

Setting $\hat{\zeta}^{\ell}:=\left(\hat{\zeta}_{1}^{\ell}, \hat{\zeta}_{2}^{\ell}\right)$, from (28), we have

$$
\begin{equation*}
\forall \ell \geq 2, \quad \hat{\zeta}^{\ell}=\rho_{0}(\omega, p) \hat{\boldsymbol{\zeta}}^{\ell-2}, \quad \text { with } \quad \rho_{0}(\omega, p):=\left(\frac{-\sqrt{d}+p}{\sqrt{d}+p}\right)^{2} \tag{29}
\end{equation*}
$$

From 29, by induction on $\ell$ we obtain,

$$
\begin{equation*}
\hat{\zeta}^{2 \ell}=\left(\rho_{0}(\omega, p)\right)^{\ell} \hat{\zeta}^{(0)}, \quad \forall \ell \geq 1 \tag{30}
\end{equation*}
$$

[^3]From (30), the convergence factor of the algorithm is $\rho_{0}(\omega, p)$, defined in 29).
Note that from we have, for all $\omega \in \mathbb{R}$, and for $\ell \geq 1$

$$
\left|\hat{\zeta}_{i}^{\ell}(\omega)\right| \leq\left|\hat{\zeta}_{3-i}^{\ell-1}(\omega)\right|, \quad \text { for } i=1,2
$$

Using that $\tilde{\zeta}^{0} \in H^{\frac{1}{4}}(\mathbb{R})$, the above inequality implies, by induction, that

$$
\tilde{\zeta}^{\ell} \in H^{\frac{1}{4}}(\mathbb{R}), \quad \forall \ell \geq 1
$$

While we have $\max _{\omega \in \mathbb{R}}\left|\rho_{0}(\omega, p)\right|=\lim _{\omega \rightarrow \infty}\left|\rho_{0}(\omega, p)\right|=1$, we can use the continuous convergence factor $\rho_{0}(\omega, p)$ to calculate an efficient Robin parameter for the discrete setting (see e.g. [21, [29, (6, 8]).

Indeed, in numerical computations, the frequency $\omega$ is bounded, i.e. we have $\omega_{\min } \leq \omega \leq \omega_{\max }$ where $\omega_{\max }=\frac{\pi}{\Delta t}$ is the largest discrete frequency supported by the numerical time grid, and $\omega_{\min }=\frac{\pi}{T}$ is smallest frequency relevant to the global time interval. Defining

$$
\rho_{c}(p):=\max _{\frac{\pi}{T} \leq \omega \leq \frac{\pi}{\Delta t}}\left|\rho_{0}(p, \omega)\right|,
$$

then the optimized Robin parameter $p_{c}$ is chosen such that it verifies

$$
\begin{equation*}
\rho_{c}\left(p_{c}\right)=\min _{p>0} \rho_{c}(p) \tag{31}
\end{equation*}
$$

In practice, the minimization problem (31) is solved numerically, using the fminsearch function in MATLAB.

## 5 Coupled Parareal-OSWR method

Coupling Parareal with domain decomposition was introduced in [16, 12, 55.
Like in Section 3, we set $(0, T)=\cup_{n=0}^{N-1} \mathcal{I}_{n}$. Then the Parareal-OSWR algorithm is defined using the coarse propagator $\mathcal{G}$ of Section 3 and the incomplet $\mathbb{I N}^{\|}$fine propagator $\mathrm{OSWR}_{L}$ defined by (14) as follows :

```
Algorithm 3 (Coupled Parareal-OSWR)
    1. Choose an initial data \(\left(U_{n}^{0}\right)_{n \in \llbracket 0, N \rrbracket}\) with \(U_{0}^{0}=u_{0}\) and \(U_{n}^{0}\) an approximation of \(u\left(\cdot, T_{n}\right)\), for example \(U_{n}^{0}:=\)
    \(\mathcal{G}\left(\mathcal{I}_{n-1}, U_{n-1}^{0}\right)\), for \(n=1,2, \ldots, N\).
    2. Choose an initial Robin data \(\left(\boldsymbol{\xi}_{n}^{0,0}\right)_{n \in \llbracket 0, N-1 \rrbracket}\), with \(\boldsymbol{\xi}_{n}^{0,0}:=\left(\xi_{1, n}^{0,0}, \xi_{2, n}^{0,0}\right)\) on \(\mathcal{I}_{n}\), for example \(\xi_{i, n}^{0,0}=\left(\mathcal{B}_{i} U_{n}^{0}\right)(0, \cdot), i=\)
    1,2 .
    for \(k=0,1, \ldots \quad\) (Parareal iterations)
        1. On each time interval \(\mathcal{I}_{n}, n=0,1, \ldots, N-1\) :
                    Calculate \(\quad\left(u_{n}^{k, L}, \boldsymbol{\xi}_{n}^{k, L}\right)=\operatorname{OSWR}_{L}\left(\mathcal{I}_{n}, U_{n}^{k}, \boldsymbol{\xi}_{n}^{k, 0}\right)\).
2. Set \(U_{0}^{k+1}=u_{0}\) and do Parareal corrections:
\[
\begin{equation*}
U_{n+1}^{k+1}=u_{n}^{k, L}\left(\cdot, T_{n+1}\right)+\mathcal{G}\left(\mathcal{I}_{n}, U_{n}^{k+1}\right)-\mathcal{G}\left(\mathcal{I}_{n}, U_{n}^{k}\right) . \tag{33}
\end{equation*}
\]
Update the interface term: \(\boldsymbol{\xi}_{n}^{k+1,0}=\boldsymbol{\xi}_{n}^{k, L}\).
end for
Remark 5.1. In (32), if \(L=\infty\), then \(u_{n}^{k, L} \in H^{1}(\Omega)\), for all \(n \geq 0, k \geq 0\). However, if \(L<\infty\) and chosen small (e.g. \(L=2\) ), then \(u_{n}^{k, L} \in \mathcal{X}\), for all \(n \geq 0, k \geq 0\), but there is very few chance that \(u_{n}^{k, L}\) be in \(H^{1}(\Omega)\). Thus, using (33) and that \(u_{0} \in H^{1}(\Omega) \subset \mathcal{X}\), we will have \(U_{n}^{k} \in \mathcal{X}\), for all \(n \geq 0, k \geq 0\).
```

[^4]
## 6 Convergence of the Parareal-OSWR algorithm

We will consider the convergence in the $L^{2}(\Omega)$-norm. As in Section $4\|\cdot\|$ will stand for the $L^{2}$-norm in $\Omega$ or in $\Omega_{i}, i=1,2$, and $\|\cdot\|_{\mathcal{I}}$ the $\left(L^{2}(\mathcal{I})\right)^{2}$-norm. Let $\widetilde{\mathcal{G}}$ be the coarse propagator associated to the source term $f=0$. We have the following result
Theorem 6.1. We suppose that there exists a constant $\gamma_{1}$ such that $\widetilde{\mathcal{G}}$ satisfies for each $n=0,1, \ldots, N$

$$
\begin{equation*}
\left\|\widetilde{\mathcal{G}}\left(\mathcal{I}_{n}, U\right)\right\| \leq \gamma_{1}\|U\|, \quad \forall U \in L^{2}(\Omega) \tag{35}
\end{equation*}
$$

Then, when $k \rightarrow \infty$

- $U_{n}^{k}$ converges to $u\left(., T_{n}\right)$ in $L^{2}(\Omega)$,
- $u_{i, n}^{k, \ell}$ converges to $\left.u\right|_{\Omega_{i} \times\left[T_{n}, T_{n+1}\right]}$ in $L^{2}\left(T_{n}, T_{n+1}, H^{1}(\Omega)\right)$ for all $\ell=1,2, \ldots, L$.

In order to prove Theorem 6.1. we first introduce some notation and prove the following lemmas.

## Notation for error estimation

Let $u$ be the solution of problem (11), and $\left(u_{n}^{k, \ell}, \xi_{n}^{k, \ell}\right)_{1 \leq \ell \leq L}$ be the sequence of iterates through the OSWR step (32). We define, for $k=0,1, \ldots$, and $n=0, \ldots, N-1$ :

- $E_{n}^{k}:=U_{n}^{k}-u_{n}, n=0, \ldots, N$, where $u_{n}=u\left(., T_{n}\right)$,
- $e_{n}^{k, \ell}:=u_{n}^{k, \ell}-u$, the error in $L^{2}\left(\Omega \times \mathcal{I}_{n}\right)$ at each iteration $\ell$ inside step 32 , with $e_{i, n}^{k, \ell}:=\left.e_{n}^{k, \ell}\right|_{\Omega_{i}}, i=1,2$, for $\ell=1, \ldots, L$,
- $\boldsymbol{\zeta}_{n}^{k, \ell}:=\boldsymbol{\xi}_{n}^{k, \ell}-\boldsymbol{\xi}_{n}$, for $\ell=1, \ldots, L$, where $\boldsymbol{\xi}_{n}=\left(\left(\mathcal{B}_{1} u\right)\left(0, \mathcal{I}_{n}\right),\left(\mathcal{B}_{2} u\right)\left(0, \mathcal{I}_{n}\right)\right)$.

Then, by linearity, the algorithm on the error reads

```
Algorithm 4 (Coupled Parareal-OSWR algorithm on the error)
    1. Define initial data \(\left(E_{n}^{0}\right)_{n \in \llbracket 0, N \rrbracket}\) with \(E_{0}^{0}=0, E_{n}^{0}:=\mathcal{G}\left(\mathcal{I}_{n-1}, U_{n-1}^{0}\right)-u_{n}\), where \(U_{0}^{0}=u_{0}, n=1,2, \ldots, N\).
    2. Define initial Robin data \(\left(\zeta_{n}^{0,0}\right)_{n \in \llbracket 0, N \rrbracket}\), with \(\boldsymbol{\zeta}_{n}^{0,0}:=\left(\zeta_{1, n}^{0,0}, \zeta_{2, n}^{0,0}\right)\) on \(\mathcal{I}_{n}\), where \(\zeta_{i, n}^{0,0}=\left(\mathcal{B}_{i} E_{n}^{0}\right)(0, \cdot), i=1,2\).
    for \(k=0,1, \ldots \quad\) (Parareal iterations)
        1. On each time interval \(\mathcal{I}_{n}, n=0,1, \ldots, N-1\) :
\[
\begin{equation*}
\text { Calculate } \quad\left(e_{n}^{k, L}, \boldsymbol{\zeta}_{n}^{k, L}\right)=\operatorname{OSWR}_{L}\left(\mathcal{I}_{n}, E_{n}^{k}, \boldsymbol{\zeta}_{n}^{k, 0}\right) \tag{36}
\end{equation*}
\]
2. Set \(E_{0}^{k+1}=0\) and do Parareal correction:
\[
\begin{equation*}
E_{n+1}^{k+1}=e_{n}^{k, L}\left(\cdot, T_{n+1}\right)+\widetilde{\mathcal{G}}\left(\mathcal{I}_{n}, E_{n}^{k+1}-E_{n}^{k}\right) . \tag{37}
\end{equation*}
\]
Update the interface term: \(\boldsymbol{\zeta}_{n}^{k+1,0}=\boldsymbol{\zeta}_{n}^{k, L}\).
end for
```

Lemma 6.2. For all $n \in \llbracket 0, N-1 \rrbracket$, we have:

$$
\begin{equation*}
\sum_{k=0}^{K}\left\|e_{n}^{k, L}\left(., T_{n+1}\right)\right\|^{2} \leq L \sum_{k=0}^{K}\left\|E_{n}^{k}\right\|^{2}+\frac{1}{p}\left\|\boldsymbol{\zeta}_{n}^{0,0}\right\|_{\mathcal{I}_{n}}^{2} \tag{39}
\end{equation*}
$$

Proof. Step (36) corresponds to the OSWR algorithm, on $\mathcal{I}:=\mathcal{I}_{n}$, with initial condition $E_{n}^{k} \in \mathcal{X}$ (see Remark 5.1. Thus, from (18) with $e_{0}:=E_{n}^{k}, e_{i}^{\ell}:=e_{i, n}^{k, \ell}$, and $\boldsymbol{\zeta}^{\ell}:=\boldsymbol{\zeta}_{n}^{k, \ell}$, we obtain

$$
\sum_{\ell=1}^{L}\left(\frac{1}{2}\left\|e_{n}^{k, \ell}\left(., T_{n+1}\right)\right\|^{2}+\sum_{i}\left\|e_{i, n}^{k, \ell}\right\|_{L^{2}\left(T_{n}, T_{n+1} ; H^{1}\left(\Omega_{i}\right)\right)}^{2}\right)+\frac{1}{2 p}\left\|\boldsymbol{\zeta}_{n}^{k, L}\right\|_{\mathcal{I}_{n}}^{2}=\frac{L}{2}\left\|E_{n}^{k}\right\|^{2}+\frac{1}{2 p}\left\|\boldsymbol{\zeta}_{n}^{k, 0}\right\|_{\mathcal{I}_{n}}^{2}
$$

Moreover, in our algorithm, from (38) we have $\boldsymbol{\zeta}_{n}^{k, L}=\boldsymbol{\zeta}_{n}^{k+1,0}$, thus

$$
\sum_{\ell=1}^{L}\left(\frac{1}{2}\left\|e_{n}^{k, \ell}\left(., T_{n+1}\right)\right\|^{2}+\sum_{i}\left\|e_{i, n}^{k, \ell}\right\|_{L^{2}\left(T_{n}, T_{n+1} ; H^{1}\left(\Omega_{i}\right)\right)}^{2}\right)+\frac{1}{2 p}\left\|\boldsymbol{\zeta}_{n}^{k+1,0}\right\|_{\mathcal{I}_{n}}^{2}=\frac{L}{2}\left\|E_{n}^{k}\right\|^{2}+\frac{1}{2 p}\left\|\boldsymbol{\zeta}_{n}^{k, 0}\right\|_{\mathcal{I}_{n}}^{2}
$$

Summing with respect to $k$, from 0 to $K$, we get a telescopic sum on the interface and therefore

$$
\begin{array}{r}
\sum_{k=0}^{K} \sum_{\ell=1}^{L}\left(\frac{1}{2}\left\|e_{n}^{k, \ell}\left(., T_{n+1}\right)\right\|^{2}+\sum_{i}\left\|e_{i, n}^{k, \ell}\right\|_{L^{2}\left(T_{n}, T_{n+1} ; H^{1}\left(\Omega_{i}\right)\right)}^{2}\right)+\frac{1}{2 p}\left\|\boldsymbol{\zeta}_{n}^{K+1,0}\right\|_{\mathcal{I}_{n}}^{2} \\
=\frac{L}{2} \sum_{k=0}^{K}\left\|E_{n}^{k}\right\|^{2}+\frac{1}{2 p}\left\|\boldsymbol{\zeta}_{n}^{0,0}\right\|_{\mathcal{I}_{n}}^{2} \tag{40}
\end{array}
$$

from which we obtain (39).
Lemma 6.3. We suppose that $\widetilde{\mathcal{G}}$ satisfies (35). Then, for all $n \in \llbracket 0, N-1 \rrbracket$,

$$
\begin{equation*}
\sum_{k=0}^{K}\left\|E_{n+1}^{k+1}\right\|^{2} \leq 8 \gamma_{1}^{2} \sum_{k=0}^{K+1}\left\|E_{n}^{k}\right\|^{2}+2 \sum_{k=0}^{K}\left\|e_{n}^{k, L}\left(., T_{n+1}\right)\right\|^{2} . \tag{41}
\end{equation*}
$$

Proof. Using the triangle inequality in (37), and then (35), we get

$$
\begin{aligned}
\left\|E_{n+1}^{k+1}\right\|^{2} & \leq 2\left\|\widetilde{\mathcal{G}}\left(\mathcal{I}_{n}, E_{n}^{k+1}-E_{n}^{k}\right)\right\|^{2}+2\left\|e_{n}^{k, L}\left(., T_{n+1}\right)\right\|^{2} \\
& \leq 2 \gamma_{1}^{2}\left\|E_{n}^{k+1}-E_{n}^{k}\right\|^{2}+2\left\|e_{n}^{k, L}\left(., T_{n+1}\right)\right\|^{2} \\
& \leq 4 \gamma_{1}^{2}\left(\left\|E_{n}^{k+1}\right\|^{2}+\left\|E_{n}^{k}\right\|^{2}\right)+2\left\|e_{n}^{k, L}\left(., T_{n+1}\right)\right\|^{2} .
\end{aligned}
$$

Then, summing with respect to $k$, from 0 to $K$, we have

$$
\sum_{k=0}^{K}\left\|E_{n+1}^{k+1}\right\|^{2} \leq 4 \gamma_{1}^{2} \sum_{k=0}^{K}\left(\left\|E_{n}^{k+1}\right\|^{2}+\left\|E_{n}^{k}\right\|^{2}\right)+2 \sum_{k=0}^{K}\left\|e_{n}^{k, L}\left(., T_{n+1}\right)\right\|^{2}
$$

from which we deduce (41).
With these lemmas, we can now prove Theorem 6.1
Proof of Theorem 6.1. From Lemmas 6.2 and 6.3, we get

$$
\sum_{k=0}^{K}\left\|E_{n+1}^{k+1}\right\|^{2} \leq 8 \gamma_{1}^{2} \sum_{k=0}^{K+1}\left\|E_{n}^{k}\right\|^{2}+2 L \sum_{k=0}^{K}\left\|E_{n}^{k}\right\|^{2}+\frac{2}{p}\left\|\boldsymbol{\zeta}_{n}^{0,0}\right\|_{\mathcal{I}_{n}}^{2}
$$

Denoting $\gamma_{2}=8 \gamma_{1}^{2}+2 L$ and $R_{n}=\left\|E_{n+1}^{0}\right\|^{2}+\frac{2}{p}\left\|\boldsymbol{\zeta}_{n}^{0,0}\right\|_{\mathcal{I}_{n}}^{2}$, we can rewrite this inequality as

$$
\sum_{k=0}^{K+1}\left\|E_{n+1}^{k}\right\|^{2} \leq \gamma_{2} \sum_{k=0}^{K+1}\left\|E_{n}^{k}\right\|^{2}+R_{n}, \quad n \in \llbracket 0, N-1 \rrbracket .
$$

From this inequality, by induction, we obtain

$$
\sum_{k=0}^{K+1}\left\|E_{n+1}^{k}\right\|^{2} \leq \gamma_{2}^{n+1} \sum_{k=0}^{K+1}\left\|E_{0}^{k}\right\|^{2}+\sum_{j=0}^{n} \gamma_{2}^{j} R_{n-j}, \quad n \in \llbracket 0, N-1 \rrbracket .
$$

Using that $E_{0}^{k}=0, \forall k \geq 0$, we finally obtain

$$
\begin{equation*}
\sum_{k=0}^{K+1}\left\|E_{n+1}^{k}\right\|^{2} \leq \sum_{j=0}^{n} \gamma_{2}^{j} R_{n-j}, \quad n \in \llbracket 0, N-1 \rrbracket . \tag{42}
\end{equation*}
$$

Since the right-hand side of 42 does not depend on $K$, this shows that, for a given $n \in \llbracket 0, N \rrbracket$, the sum $\sum_{k=0}^{K}\left\|E_{n}^{k}\right\|^{2}$ is bounded with respect to $K$. Hence $E_{n}^{k}$ converges to 0 in the $L^{2}(\Omega)$-norm when $k \rightarrow \infty$. Moreover, from inequality (40), we obtain, for all $\ell=1,2, \ldots, L$

$$
\sum_{k=0}^{K}\left\|e_{i, n}^{k, \ell}\right\|_{L^{2}\left(T_{n}, T_{n+1} ; H^{1}\left(\Omega_{i}\right)\right)} \leq \frac{L}{2} \sum_{k=0}^{K}\left\|E_{n}^{k}\right\|^{2}+\frac{1}{2 p}\left\|\boldsymbol{\zeta}_{n}^{0,0}\right\|_{\mathcal{I}_{n}}^{2}
$$

As the sum in the right-hand side of the above inequality is bounded with respect to $K$, then the sum in the left is also bounded with respect to $K$. Hence, $e_{i, n}^{k, \ell}$ tends to 0 in $L^{2}\left(T_{n}, T_{n+1} ; H^{1}\left(\Omega_{i}\right)\right)$, i.e, $u_{i, n}^{k, \ell} \rightarrow u_{i, n}$ in $L^{2}\left(T_{n}, T_{n+1} ; H^{1}\left(\Omega_{i}\right)\right)$, for any $\ell$.

Remark 6.4. The proof of convergence of the nonoverlapping Parareal-OSWR algorithm in Theorem 6.1 (using energy estimates) is done with $U_{n}^{k} \in \mathcal{X}$, for all $n \geq 0, k \geq 0$ (see Remark (5.1)). This result is obtained without any correction on $U_{n}^{k}$ so that it is more regular (i.e. in $H^{1}(\Omega)$ ). Thus, in practice we do not need a correction on $U_{n}^{k}$ to have a convergent algorithm.

## 7 Numerical results in 2D

In this section, we give some numerical illustrations of the performances of the coupled Parareal-OSWR method (Algorithm 3 ), in two space dimensions. In Section 7.1 and 7.2 , these results are shown in the context of the NICEM method [20 for the space discretization, that enables the use of more efficient transmission conditions in the OSWR method (i.e. Ventcel conditions) with general domain decomposition and meshes. In section 7.3 we consider mixed finite elements as in [2] and Robin transmission condition. In all cases the backward Euler scheme in time is used.

In algorithm 3. a possible choice for the the initial Robin datum on $\mathcal{I}_{n}$ is to take $\xi_{i, n}^{0,0}=\left(\mathcal{B}_{i} U_{n}^{0}\right)(0), i=1,2$ (i.e. $\xi_{i, n}^{0,0}$ is constant on $\mathcal{I}_{n}$ ). A better choice, that improves the convergence of the Parareal-OSWR method, is to define $V_{n}^{0}$ as a linear interpolation between $U_{n}^{0}$ and $U_{n+1}^{0}$, and then to take $\xi_{i, n}^{0,0}=\left(\mathcal{B}_{i} V_{n}^{0}\right)(0), i=1,2$. Thus the latter case will be considered here.

The multi-domain problem (9) can actually be reformulated as an interface problem (see 44 or [18]) that can be solved by various iterative methods, such as block-Jacobi (which corresponds to the OSWR algorithm) or GMRES, the latter being our choice here (we call it "OSWRG" in what follows). Thus $L$ will designate the number of GMRES iterations. In the Parareal algorithm, both the coarse and the fine solvers are performed using the OSWRG algorithm. For the coarse solver, as well as for the fine solver with $L=\infty$, the stopping criterion is when the jump of the optimized transmission conditions, measured in the $L^{2}$-norm on the interface, has been reduced below $10^{-13}$. Otherwise, we will consider $L$ iterations for the fine solver, with different values of $L$. Note that in what follows the error is mesured in the $L^{\infty}\left(0, T ; H^{1}(\Omega)\right)$-norm, and that we obtain similar results in the $L^{\infty}(\Omega \times(0, T))$-norm.

### 7.1 A rotating velocity

We set $\Omega=] 0,1[\times] 0,1[, T=21$, and consider the two dimensional problem

$$
\begin{align*}
\partial_{t} u+\nabla \cdot(\boldsymbol{a} u)-\nu \Delta u & =f, & & \text { in } \Omega \times(0, T),  \tag{43a}\\
u & =u_{D}, & & \text { on } \partial \Omega \times(0, T),  \tag{43b}\\
u(\cdot, 0) & =u_{0}, & & \text { in } \Omega \tag{43c}
\end{align*}
$$

with a rotating velocity field $\boldsymbol{a}=\left(a_{x}, a_{y}\right)$, where

$$
a_{x}=-\sin \left(\pi\left(y-\frac{1}{2}\right)\right) \cos \left(\pi\left(x-\frac{1}{2}\right)\right), \quad a_{y}=\cos \left(\pi\left(y-\frac{1}{2}\right)\right) \sin \left(\pi\left(x-\frac{1}{2}\right)\right)
$$

see Figure 11 on the left. We choose the right-hand side $f$ and the values of the boundary and initial conditions so that the exact solution is given by

$$
\begin{equation*}
u(x, y)=\cos (\pi x) \sin (\pi y) \cos \left(\frac{2 \pi t}{11}\right), \quad \forall(x, y) \in \Omega, \forall t \in(0, T) \tag{44}
\end{equation*}
$$



Figure 1: Example 1: rotating velocity (left), decomposition of $\Omega$ into 4 subdomains (middle), and decomposition of $\Omega$ into 9 subdomains (right)

The number of time windows for the Parareal iterations is $N=21$. The time steps of the coarse and fine solvers are $\Delta t_{C}=1$ and $\Delta t_{F}=0.0156$, respectively.

In what follows we denote by $e$ the relative scheme error, in $L^{\infty}\left(0, T ; H^{1}(\Omega)\right)$-norm, between the converged Parareal solution and the solution $u$ of problem (43), given in (44). The term "OSWRG iterations" will designate the iterations for the fine solver. We will consider two cases for the diffusion and the domain decomposition in space.

In the results below, the cost of the coarse solver is negligible.

## Case 1

We take $\nu=0.05$ and a decomposition of $\Omega$ into four subdomains as in Figure 1 in the middle. The number of triangles in the whole domain $\bar{\Omega}$ is 8192 and the mesh size in each subdomain is 0.0221 .

In Figure 2 (left), we plot the evolution of the relative error in the $L^{\infty}\left(0, T ; H^{1}(\Omega)\right)$-norm, between the Parareal-OSWRG solution and the converged Parareal solution, as a function of the number of Parareal iterations, for different values of $L$. The case $L=\infty$ (black circle curve) corresponds to $L=10$ (average value). The horizontal dashed green line represents $0.1 e$ and we consider the number of iterations such that the algorithm error is smaller than this value. This is obtained after 3 iterations for Parareal or Parareal-OSWRG with $L=8$, and after $5,8,18$ iterations for Parareal-OSWRG with $L=4, L=2, L=1$, respectively. These data are reported in Table 1. We observe that the fastest case is $L=2$ with 16 OSWRG iterations globally.

Table 2 shows the gain (in term of fine solver iterations), when the fine solvers are performed in parallel, of the full Parareal $(L=10)$ or the coupled Parareal-OSWRG methods compared to the OSWRG algorithm for solving problem (43). The first column corresponds to the number of OSWRG iterations to reach 0.1e, when the OSWRG method is used to solve 43). We observe that for $N=21$ time windows, we gain a factor 10.5 for Parareal and a factor 20 for Parareal-OSWRG which is nearly the expected parallel efficiency.

| L | 1 | 2 | 4 | 8 | $10(\approx \infty)$ |
| :--- | :---: | :---: | :---: | :---: | :---: |
| $k$ | 17 | 8 | 5 | 3 | 3 |
| $L * k$ | 17 | 16 | 20 | 24 | 30 |

Table 1: Example 1 (case 1): Number of Parareal iterations $k$ and total number of OSWRG iterations $L * k$, versus $L$

## Case 2

We take $\nu=0.1$ and a decomposition of $\Omega$ into nine subdomains as in Figure 1 on the right. The number of triangles in the whole domain $\bar{\Omega}$ is 18432 and the mesh size in each subdomain is 0.0147 .


Figure 2: Example 1: Relative error versus Parareal iterations. Case $\nu=0.05$ with 4 subdomains (left) and case $\nu=0.1$ with 9 subdomains (right)

| Solver | OSWRG | Parareal | Parareal-OSWRG $(L=2)$ |
| :--- | :---: | :---: | :---: |
| iterations $(n)$ | 15 | 30 | 16 |
| loss factor $(\ell=n / 15)$ | - | 2 | 1.07 |
| gain factor $(N)$ | - | 21 | 21 |
| final gain factor $(N / \ell)$ | - | 10.5 | 19.69 |

Table 2: Example 1 (case 1): Gain factor for Parareal and coupled Parareal-OSWRG methods compared to the OSWRG solver for solving problem (43)

In Figure 2 (right), the Parareal algorithm (black circle curve) corresponds to $L=24$ (average value). The horizontal dashed green line represents $0.1 e$, and is reached after 2 iterations for Parareal, and after 3, $5,12,30$ iterations for Parareal-OSWRG with $L=8, L=4, L=2, L=1$, respectively. These data are shown in Table 3 and we observe that the fastest case is $L=4$, with a total of 20 OSWRG iterations.

Table 4 shows the gain, when the fine solvers are performed in parallel, of the Parareal or the coupled Parareal-OSWRG methods compared to the OSWRG algorithm. In the first column we give the number of OSWRG iterations to reach $0.1 e$, when it is used as a solver for problem 43). We observe that for $N=21$ time windows, we gain a factor 10.94 for Parareal and a factor 26.25 for Parareal-OSWRG which represents an efficiency strictly greater than 1 , since the number of processors is 21 . This is notably better than the expected parallel efficiency.

| L | 1 | 2 | 4 | 8 | $24(\approx \infty)$ |
| :--- | :---: | :---: | :---: | :---: | :---: |
| $k$ | 30 | 12 | 5 | 3 | 2 |
| $L * k$ | 30 | 24 | 20 | 24 | 48 |

Table 3: Example 1 (case 2): Number of Parareal iterations $k$ and total number of OSWRG iterations $L * k$, versus $L$

### 7.2 A boundary layer case with vorticies

We consider problem (43) with $f=0, u_{0}(x, y)=1-x, u_{D}(x, y)=1$ on $\{x=0\}$ and $u_{D}(x, y)=0$ elsewhere, and the following velocity field proposed in [31]: $\boldsymbol{a}=0.32 \pi(\sin (4 \pi x) \sin (4 \pi y), \cos (4 \pi x) \cos (4 \pi y))$, see Figure 3 on the left. The diffusion coefficient is $\nu=0.01$ and the final time is $T=51$. The number of time windows for the Parareal iterations is $N=51$. The time step of the coarse solver is $\Delta t_{C}=1$.

In what follows we consider a decomposition of $\Omega$ into nine subdomains and consider a uniform mesh

| Solver | OSWRG | Parareal | Parareal-OSWRG $(L=4)$ |
| :--- | :---: | :---: | :---: |
| iterations $(n)$ | 25 | 48 | 20 |
| loss factor $(\ell=n / 25)$ | - | 1.92 | 0.8 |
| gain factor $(N)$ | - | 21 | 21 |
| final gain factor $(N / \ell)$ | - | 10.94 | 26.25 |

Table 4: Example 1 (case 2): Gain factor for Parareal and coupled Parareal-OSWRG methods compared to the OSWRG solver for solving problem (43)
(case 1) and then a nonconforming mesh adapted to the physics (case 2). The computed Parareal-OSWRG solution at final time $t=T$ (with the nonconforming mesh) is shown in Figure 3 on the right.

## Case 1

We consider a uniform mesh as in Figure 1 on the right, with a mesh size in each subdomain equal to 0.0147 . The time step of the fine solver is $\Delta t_{F}=0.0156$.


Figure 3: Example 2: velocity field (left), nonconforming meshes (middle), and computed Parareal-OSWRG solution at final time (right)

In Figure 4, we plot the evolution of the relative error in $L^{\infty}\left(0, T ; H^{1}(\Omega)\right)$-norm, between the PararealOSWRG solution and the converged Parareal solution, as a function of the number of Parareal iterations, for different values of $L$. The Parareal algorithm corresponds to $L=10$ and we will compare the other cases of $L$ to this case. We do not know the solution of problem 43) and thus the relative scheme error $e$, however we expect that $e$ is between $10^{-1}$ and $10^{-3}$, and thus $0.1 e$ between $10^{-2}$ and $10^{-4}$. Consequently, in Figure 4 the horizontal dashed green lines represent three possible values for $0.1 e$, and Table 5 shows the number of Parareal and total OSWRG iterations to reach these different values, for $L=1,2,4,8,10$. We observe that the fastest case is $L=2$.

The OSWRG algorithm used as a solver for problem 43) will need 22, 36 and 49 iterations to get a relative error in $L^{\infty}\left(0, T ; H^{1}(\Omega)\right)$-norm (between the iterate solution and the converged OSWRG solution) smaller than $10^{-2}, 10^{-3}$ and $10^{-4}$, respectively. Table 6 shows the gain, when the fine solvers are performed in parallel, of the Parareal or the coupled Parareal-OSWRG methods compared to the OSWRG algorithm. In this table we take the values obtained for $e=10^{-2}$ (note that these values correspond also to those obtained with a mean value of the values for $e=10^{-1}, e=10^{-2}$ and $e=10^{-3}$ ). We observe that for $N=51$ time windows, we gain approximately a factor 26.29 for Parareal and a factor 57.38 for PararealOSWRG which is slightly better than the expected parallel efficiency.

## Case 2

We consider nonconforming meshes, refined in the region of the boudary layer, see Figure 4 on the middle, with a mesh size equal to $0.0065,0.0131$, and 0.0295 , for the subdomains with a boundary along $\{x=0\}$, those with boundaries along $\left\{x=\frac{1}{3}\right\}$ and $\left\{x=\frac{2}{3}\right\}$, and those with a boundary along $\{x=1\}$, respectively.


Figure 4: Example 2 (case 1): Relative error versus Parareal iterations, with a zoom on the first iterations on the right

| L | 1 | 2 | 4 | 8 | $10(\approx \infty)$ |  |  | L | 1 | 2 | 4 | 8 | $10(\approx \infty)$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $k$ | 13 | 6 | 4 | 3 | 3 |  |  | $k$ | 39 | 16 | 10 | 7 | 7 |
| $L * k$ | 13 | 12 | 16 | 24 | 30 |  |  | $L * k$ | 39 | 32 | 40 | 56 | 70 |
|  |  |  |  | L | 1 | 2 | 4 | 8 | 10 ( | ) |  |  |  |
|  |  |  |  | $k$ | 65 | 26 | 16 | 11 |  |  |  |  |  |
|  |  |  |  | $L * k$ | 65 | 52 | 64 |  |  |  |  |  |  |

Table 5: Example 2 (case 1): Number of Parareal iterations $k$ and total number of OSWRG iterations $L * k$, versus $L$ to reach 3 different relative accuracy values: $10^{-2}$ (top left), $10^{-3}$ (top right) and $10^{-4}$ (bottom)

| Solver | OSWRG | Parareal | Parareal-OSWRG $(L=2)$ |
| :--- | :---: | :---: | :---: |
| iterations $(n)$ | 36 | 70 | 32 |
| loss factor $(\ell=n / 36)$ | - | 1.94 | 0.89 |
| gain factor $(N)$ | - | 51 | 51 |
| final gain factor $(N / \ell)$ | - | 26.29 | 57.38 |

Table 6: Example 2 (case 1): Gain factor for Parareal and coupled Parareal-OSWRG methods compared to the OSWRG solver for solving problem (43)

The time step of the fine solver is $\Delta t_{F}=0.01$. In Figure 5 we plot the evolution of the relative error in $L^{\infty}\left(0, T ; H^{1}(\Omega)\right)$-norm, between the Parareal-OSWRG solution and the converged Parareal solution, as a function of the number of Parareal iterations, for different values of $L$. The Parareal algorithm $(L=\infty)$ corresponds to the case $L=12$, and we will compare the other cases of $L$ to this case. As for Case 1 , the horizontal dashed green lines represent three possible values of $10 \%$ of the error, and Table 7 shows the number of Parareal and total OSWRG iterations to reach these different values, for $L=1,2,4,8,12$. We observe that $L=2$ is the case with the fewest iterations.

The OSWRG algorithm used as a solver for problem 43 will need 24, 40 and 56 iterations to get a relative error in $L^{\infty}\left(0, T ; H^{1}(\Omega)\right)$-norm (between the iterative solution and the converged OSWRG solution) smaller than $10^{-2}, 10^{-3}$ and $10^{-4}$, respectively. Table 8 shows the gain, when the fine solvers are performed in parallel, of the Parareal or the coupled Parareal-OSWRG methods compared to the OSWRG algorithm. In this table we take the values obtained for $e=10^{-2}$ (note that these values correspond also to those obtained with a mean value of the values for $e=10^{-1}, e=10^{-2}$ and $e=10^{-3}$ ). We observe that


Figure 5: Example 2 (case 2): Relative error versus Parareal iterations, with a zoom on the first iterations on the right
for $N=51$ time windows, the results with a conforming mesh (Table 6) or with nonconforming meshes (Table 8) are very close and slightly better for nonconforming meshes adapted to the physics. Indeed, the gain is approximately a factor 24.28 for Parareal and a factor 60 for Parareal-OSWRG which is significantly better than the expected parallel efficiency.


Table 7: Example 2 (case 2): Number of Parareal iterations $k$ and total number of OSWRG iterations $L * k$, versus $L$ to reach 3 different values: $10^{-2}$ (top left), $10^{-3}$ (top right) and $10^{-4}$ (bottom)

| Solver | OSWRG | Parareal | Parareal-OSWRG $(L=2)$ |
| :--- | :---: | :---: | :---: |
| iterations $(n)$ | 40 | 84 | 34 |
| loss factor $(\ell=n / 40)$ | - | 2.1 | 0.85 |
| gain factor $(N)$ | - | 51 | 51 |
| final gain factor $(N / \ell)$ | - | 24.28 | 60 |

Table 8: Example 2 (case 2): Gain factor for Parareal and coupled Parareal-OSWRG methods compared to the OSWRG solver for solving problem (43)

Remark 7.1. Note that in the results above, the number of $O S W R G$ iterations to reach full convergence, inside each time window in the Parareal iterations, is smaller than the one needed to reach full convergence on $(0, T)$ with $O S W R$ method as a solver, probably because the time windows are smaller.

Remark 7.2. Another coupled algorithm is proposed in [5], involving incomplete (only one) iteration of OSWR both for the coarse and fine solvers (instead of incomplete iteration for the fine solver and a converged coarse solver as in our algorithm). The 2D simulations of this section don't show a comparison with that algorithm, however we have observed that the case $L=1$ is not the optimal choice of $L$, and that doing also incomplete iterations for the coarse solver will lead to similar or slower convergence than using a converged coarse solver.

### 7.3 Example in an industrial context

We consider a simplified model problem given by ANDRA, the French National Agency for Radioactive Waste Management (see also [18, [1, 2]), that simulates the transport of a contaminant in and around a nuclear waste repository site. The simulation domain is depicted in Figure 6 (left) (not at scale). The nuclear waste is stored in the repository (yellow), which is a 2950 m by 10 m rectangle located in the center of a clay domain of 3950 m by 140 m (light brown). In this example, we are concerned with the following time-dependent diffusion problem in mixed formulation:

$$
\begin{align*}
\boldsymbol{\sigma} & =-\boldsymbol{S} \nabla u \text { in } \quad \Omega \times(0, T),  \tag{45a}\\
\phi \frac{\partial u}{\partial t}+\nabla \cdot \boldsymbol{\sigma} & =f \quad \text { in } \quad \Omega \times(0, T), \tag{45b}
\end{align*}
$$

where $\Omega=[0,3950] \times[0,140], u$ represents the (dimensionless) concentration of the contaminant, $\phi$ is the porosity, and $S$ is the time-independent diffusion tensor. We decompose $\Omega$ into nine subdomains where $\Omega_{5}$ is the nuclear waste repository domain, see Figure 6 (right). The porosity $\phi$ and the tensor $\boldsymbol{S}$ are defined as follows:

$$
\phi=\left\{\begin{array}{lll}
0.2 & \text { in } \Omega_{5}, \\
0.05 & \text { in } \Omega_{i}, \quad i \neq 5,
\end{array} \quad S= \begin{cases}2 \times 10^{-9} \mathbb{I} \mathrm{~m}^{2} / \mathrm{s} & \text { in } \Omega_{5}, \\
5 \times 10^{-12} \mathbb{I} \mathrm{~m}^{2} / \mathrm{s} & \text { in } \Omega_{i}, \quad i \neq 5\end{cases}\right.
$$

where $\mathbb{I}$ is the identity matrix. The source term $f$ is zero in the clay layer and

$$
f=\left\{\begin{array}{ll}
10^{-5} \text { years }^{-1} & \text { if } t \leq 10^{5} \text { years, } \\
0 & \text { if } t>10^{5} \text { years, }
\end{array}\right. \text { in the repository. }
$$

The initial condition is $u_{0}=0$ and we set homogeneous Dirichlet conditions on the top and the bottom of $\Omega$, and homogeneous Neumann conditions on the other sides of $\partial \Omega$. We are interested in the long-term behavior of the repository, over one million years, so that we set $T=10^{6}$ years. A dimensionless form of this problem is given in [2]. The number of triangles in the mesh of $\bar{\Omega}$ is 106638 (see Figure 7).


Figure 6: Geometry of the nuclear waste repository (yellow) and the clay layer around it (light brown) on the left and its decomposition into 9 subdomains on the right


Figure 7: Example of a mesh used in and around a nuclear waste repository site

In Figure 8, we plot the evolution of the relative error in the $L^{2}(\Omega \times(0, T))$-norm, between the PararealOSWRG solution and the converged Parareal solution, as a function of the number of Parareal iterations, for different values of $L$. The Parareal algorithm $(L=\infty)$ corresponds to $L=10$ and we will compare the other cases of $L$ to this case.

In [1], an a posteriori stopping criterion is given for this test case and the dashed green line shown in Figure 8 corresponds to this criterion. This line is reached after 3 iterations for Parareal and PararealOSWRG with $L=4$, and after 12 iterations for Parareal-OSWRG with $L=2$. The Parareal-OSWRG algorithm with $L=1$ seems to be not convergent (at least on the first thirty iterations). These data are reported in Table 9 and we observe that the fastest case is $L=4$ with a total of 12 OSWRG iterations.

Table 10 shows the gain, when the fine solvers are performed in parallel, of the Parareal or the coupled Parareal-OSWRG methods compared to the OSWRG algorithm. In the first column we give the number of OSWRG iterations given in [1] from the a posteriori stopping criterion, when the OSWRG method is used for solving problem (45). We observe that for $N=10$ time windows, we gain a factor 3.66 for Parareal and a factor 9.17 for Parareal-OSWRG which is almost the expected parallel efficiency.


Figure 8: Example 3: Relative error versus Parareal iterations

| L | 1 | 2 | 4 | 8 | $10(\approx \infty)$ |
| :--- | :---: | :---: | :---: | :---: | :---: |
| $k$ | - | 12 | 3 | 3 | 3 |
| $L * k$ | - | 24 | 12 | 24 | 30 |

Table 9: Example 3: Number of Parareal iterations $k$ and total number of OSWRG iterations $L * k$, versus L

| Solver | OSWRG | Parareal | Parareal-OSWRG $(L=4)$ |
| :--- | :---: | :---: | :---: |
| iterations $(n)$ | 11 | 30 | 12 |
| loss factor $(\ell=n / 11)$ | - | 2.73 | 1.09 |
| gain factor $(N)$ | - | 10 | 10 |
| final gain factor $(N / \ell)$ | - | 3.66 | 9.17 |

Table 10: Example 3: Gain factor for Parareal and coupled Parareal-OSWRG methods compared to the OSWRG solver for solving problem (45)

## A Proof of Theorem 4.2

Proof. The proof is done in [8] (Theorem 5.15) and we recall it here : for $\ell=1,2, \ldots, L$, the error $e_{i}^{\ell}:=$ $u_{i}^{\ell}-\left.u\right|_{\Omega_{i}}$ satisfies

$$
\begin{align*}
\mathcal{L}\left(e_{i}^{\ell}\right) & =0 & & \text { in } \Omega_{i} \times \mathcal{I},  \tag{46a}\\
e_{i}^{\ell}(., 0) & =0 & & \text { in } \Omega_{i},  \tag{46b}\\
\mathcal{B}_{i} e_{i}^{\ell}(0, .) & =\zeta_{i}^{\ell-1} & & \text { in } \mathcal{I}, \tag{46c}
\end{align*}
$$

where

$$
\begin{equation*}
\zeta_{i}^{\ell}=\mathcal{B}_{i} e_{j}^{\ell}(0, \cdot), \ell \geq 1 \tag{47}
\end{equation*}
$$

Multiplying equation 46a by $e_{i}^{\ell}$ and integrating in space on $\Omega_{i}$, we obtain

$$
\begin{aligned}
& \frac{1}{2} \frac{d}{d t}\left\|e_{1}^{\ell}\right\|^{2}+\nu\left\|\partial_{x} e_{1}^{\ell}\right\|^{2}+b\left\|e_{1}^{\ell}\right\|^{2}-\left(\nu \partial_{x} e_{1}^{\ell}-\frac{a}{2} e_{1}^{\ell}\right)(0, .) e_{1}^{\ell}(0, .)=0 \\
& \frac{1}{2} \frac{d}{d t}\left\|e_{2}^{\ell}\right\|^{2}+\nu\left\|\partial_{x} e_{2}^{\ell}\right\|^{2}+b\left\|e_{2}^{\ell}\right\|^{2}+\left(\nu \partial_{x} e_{2}^{\ell}-\frac{a}{2} e_{2}^{\ell}\right)(0, .) e_{2}^{\ell}(0, .)=0
\end{aligned}
$$

Introducing the Robin interface operators $\mathcal{B}_{i}, i=1,2$, defined in (2), and rewriting the terms on the interface in the form

$$
\left(\nu \partial_{x} e_{i}^{\ell}-\frac{a}{2} e_{i}^{\ell}\right) e_{i}^{\ell}=\frac{1}{2 p}\left(\left(\mathcal{B}_{1} e_{i}^{\ell}\right)^{2}-\left(\mathcal{B}_{2} e_{i}^{\ell}\right)^{2}\right), \quad i=1,2
$$

we obtain the energy estimates, for $i=1,2$

$$
\frac{1}{2} \frac{d}{d t}\left\|e_{i}^{\ell}\right\|^{2}+\nu\left\|\partial_{x} e_{i}^{\ell}\right\|^{2}+b\left\|e_{i}^{\ell}\right\|^{2}+\frac{1}{2 p}\left(\left(\mathcal{B}_{j} e_{i}^{\ell}\right)(0, .)\right)^{2}=\frac{1}{2 p}\left(\left(\mathcal{B}_{i} e_{i}^{\ell}\right)(0, .)\right)^{2}, \quad j=3-i .
$$

Replacing $\left(\mathcal{B}_{i} e_{i}^{\ell}\right)(0,)=.\zeta_{i}^{\ell-1},\left(\mathcal{B}_{j} e_{i}^{\ell}\right)(0,)=.\zeta_{j}^{\ell}$ (from 46c) and 47), and summing the above expression over $i$, we get, for all $t \in \mathcal{I}$

$$
\sum_{i}\left(\frac{1}{2} \frac{d}{d t}\left\|e_{i}^{\ell}\right\|^{2}+\nu\left\|\partial_{x} e_{i}^{\ell}\right\|^{2}+b\left\|e_{i}^{\ell}\right\|^{2}\right)+\frac{1}{2 p} \sum_{i}\left(\zeta_{i}^{\ell}\right)^{2}=\frac{1}{2 p} \sum_{i}\left(\zeta_{i}^{\ell-1}\right)^{2}
$$

Then, integrating on $\mathcal{I}$, we obtain

$$
\sum_{i}\left(\frac{1}{2}\left(\left\|e_{i}^{\ell}(., T)\right\|^{2}-\left\|e_{i}^{\ell}(., 0)\right\|^{2}\right)+\int_{\mathcal{I}}\left(\nu\left\|\partial_{x} e_{i}^{\ell}\right\|^{2}+b\left\|e_{i}^{\ell}\right\|^{2}\right) d t\right)+\frac{1}{2 p}\left\|\boldsymbol{\zeta}^{\ell}\right\|_{\mathcal{I}}^{2}=\frac{1}{2 p}\left\|\boldsymbol{\zeta}^{\ell-1}\right\|_{\mathcal{I}}^{2}
$$

In $L^{2}\left(0, T ; H^{1}\left(\Omega_{i}\right)\right)$, we consider the norm

$$
\|u\|_{L^{2}\left(0, T ; H^{1}\left(\Omega_{i}\right)\right)}^{2}:=\int_{\mathcal{I}}\left(\nu\left\|\partial_{x} u\right\|^{2}+b\|u\|^{2}\right) d t
$$

Then we can rewrite the above equation as

$$
\sum_{i}\left(\frac{1}{2}\left(\left\|e_{i}^{\ell}(., T)\right\|^{2}-\left\|e_{i}^{\ell}(., 0)\right\|^{2}\right)+\left\|e_{i}^{\ell}\right\|_{L^{2}\left(0, T ; H^{1}\left(\Omega_{i}\right)\right)}^{2}\right)+\frac{1}{2 p}\left\|\boldsymbol{\zeta}^{\ell}\right\|_{\mathcal{I}}^{2}=\frac{1}{2 p}\left\|\boldsymbol{\zeta}^{\ell-1}\right\|_{\mathcal{I}}^{2}
$$

or equivalently

$$
\frac{1}{2}\left\|e^{\ell}(., T)\right\|^{2}+\sum_{i}\left\|e_{i}^{\ell}\right\|_{L^{2}\left(0, T, H^{1}\left(\Omega_{i}\right)\right)}^{2}+\frac{1}{2 p}\left\|\zeta^{\ell}\right\|_{\mathcal{I}}^{2}=\frac{1}{2} \sum_{i}\left\|e_{i}^{\ell}(., 0)\right\|^{2}+\frac{1}{2 p}\left\|\zeta^{\ell-1}\right\|_{\mathcal{I}}^{2}
$$

Summing over $\ell$ from 1 to $L$, we get a telescopic sum on the interface and thus

$$
\begin{equation*}
\sum_{\ell=1}^{L}\left(\frac{1}{2}\left\|e^{\ell}(., T)\right\|^{2}+\sum_{i}\left\|e_{i}^{\ell}\right\|_{L^{2}\left(0, T, H^{1}\left(\Omega_{i}\right)\right)}^{2}\right)+\frac{1}{2 p}\left\|\boldsymbol{\zeta}^{L}\right\|_{\mathcal{I}}^{2}=\frac{L}{2} \sum_{i}\left\|e_{i}^{\ell}(., 0)\right\|^{2}+\frac{1}{2 p}\left\|\boldsymbol{\zeta}^{0}\right\|_{\mathcal{I}}^{2} \tag{48}
\end{equation*}
$$

Using that $e_{i}^{\ell}(., 0)=0, \forall \ell \geq 1, i=1,2$, we obtain

$$
\sum_{\ell=1}^{L}\left(\frac{1}{2}\left\|e^{\ell}(., T)\right\|^{2}+\sum_{i}\left\|e_{i}^{\ell}\right\|_{L^{2}\left(0, T, H^{1}\left(\Omega_{i}\right)\right)}^{2}\right)+\frac{1}{2 p}\left\|\boldsymbol{\zeta}^{L}\right\|_{\mathcal{I}}^{2}=\frac{1}{2 p}\left\|\boldsymbol{\zeta}^{0}\right\|_{\mathcal{I}}^{2}
$$

Hence, the sum of the energies over all the iterates remains bounded, which implies that the energy in the iterates tends to zero when $\ell \rightarrow \infty$, which proves Theorem 4.2
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[^1]:    ${ }^{*}$ Note that we have a better result : $u(\cdot, T) \in H^{1}(\Omega)$.

[^2]:    ${ }^{\dagger}$ In the 1 d case considered here, the interface is reduced to one point in space, thus the exchanged data depend on time only.
    ${ }^{\ddagger}$ the operator $\mathcal{M}_{i}$ should depend also on $f$ but we omit it here to simplify the notations.

[^3]:    ${ }^{\S}$ Here we set $H_{\mathrm{loc}}^{2,1}\left(\Omega_{i} \times \mathbb{R}\right)=\left\{H^{2,1}\left(\Omega_{i} \times\left(T_{1}, T_{2}\right)\right), \forall T_{1}, T_{2} \in \mathbb{R}\right\}, i=1,2$.
    ${ }^{\top}$ Note that here the term " $\partial_{x}$ " in $\mathcal{B}_{i}$ is multiplied by $\nu$ while this is not the case in [8]. Thus $\hat{e}_{i}^{\ell}$ is slightly different here, from the one of [8].

[^4]:    "In the sense that $L$ will be smaller than the number of iterations required for convergence.

