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Abstract
We propose a new approach, called Extreme-PLS, for dimension reduction in conditional extreme values settings. The objective is to find linear combinations of covariates that best explain the extreme values of the response variable in a non-linear inverse regression model. The asymptotic normality of the Extreme-PLS estimator is established in the single-index framework and under mild assumptions. The performance of the method is assessed on simulated data. A statistical analysis of French farm income data, considering extreme cereal yields, is provided as an illustration.
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1. Introduction

One of the main goals of statistical analysis is to seek a relationship between a response variable $Y$ and a $p$-dimensional vector $X$ of covariates starting from a $n$-sample. A common way to describe the possible link is to use the regression function $E(Y|X)$. However, in many situations, the entire conditional distribution of $Y$ given $X$ may be of interest, rather than the only central part. This has led to the development of conditional quantiles, or regression quantiles, as an alternative to the conditional mean. Quantile regression was introduced by [42] in a parametric framework. Since then, non-parametric regression methods have been considered in the literature. Among others, [5] studied kernel and nearest neighbour estimators of conditional quantiles, while [36] focused on spline methods.

A complementary way to investigate the relationship between $Y$ and $X$ is to focus on conditional extremes. The goal is then to describe how tail characteristics such as extreme quantiles of $Y$ may depend on the explanatory vector $X$. One motivating example in agricultural risk management is the study of the influence of meteorological parameters (temperature, humidity,...), agricultural inputs (pesticides, fertilisers,...) and risk management tools (insurance premiums, subsidies,...) on low values of crop yields (see Section 6). Other motivations can be found in finance [49], climatology [41], hydrology [27] and environmental sciences [54], to name a few. In these applications, the estimation of extreme conditional quantiles is a crucial issue that has been studied from various points of view. A first approach is based on a parametric modelling, see for instance [11] who deals with extreme quantiles in the linear regression model and derives their asymptotic behaviour under several error distributions. Other parametric models are proposed in [10, 22, 54] using extreme-value techniques to model exceedances above a high threshold. A second line of work relies on non-parametric approaches that can be split into three main categories: fixed design, random design, and functional covariates. Fixed design methods aim at estimating conditional extreme quantiles depending on a non-random covariate, see [27] for a nearest neighbours technique. In the random design setting, one can cite [20, 31] who studied the estimation of extreme quantiles under a conditional heavy-tail model, later extended in [19] to conditional distributions belonging to any maximum domain of attraction. Finally, see [28] for the functional covariate situation. Semi-parametric approaches have also been considered for trend modelling in extreme values. Local polynomial fitting of extreme-value models is investigated in [2, 21], a non-parametric estimation of the temporal trend is combined with parametric models for extreme values in [33], and a location-dispersion regression model for heavy-tailed distributions is introduced in [11].

*Corresponding author. Email address: stephane.girard@inria.fr

Preprint submitted to Elsevier  
September 5, 2022
In a high dimensional context, i.e., when the dimension $p$ of $X$ is large, the above-mentioned estimation methods may suffer from the so-called “curse of dimensionality”. This phenomenon results in an exploding variance of the estimators, thus impeding the inference in practice. A number of statistical approaches to dimension reduction have been introduced to circumvent this issue and to exhibit the most relevant directions in the high-dimensional covariate space. One of the most popular ones is Partial least squares (PLS), introduced by [60], which combines characteristics of Principal component analysis (PCA) for dimension reduction and multiple regression, see also [47] for an interpretation as a Krylov space method. The development of PLS has been initiated within the chemometrics field, see the reference book [48]. Since then, PLS has also received attention in the statistical literature. For example, [37] discusses the statistical properties of the PLS procedure under a factor analysis model, while [25] provides a comparison between PLS and Principal component regression (PCR) from various perspectives. For example, [37] discusses the statistical properties of the PLS procedure under a factor analysis model, while [25] provides a comparison between PLS and Principal component regression (PCR) from various perspectives. For example, [37] discusses the statistical properties of the PLS procedure under a factor analysis model, while [25] provides a comparison between PLS and Principal component regression (PCR) from various perspectives.

Many extensions of SIR have been proposed [29] such as Partial inverse regression handling the relationship between $Y$ and $X$ through its projection onto a subspace of smaller dimension without loss of regression information. Many extensions of SIR have been proposed [29] such as Partial inverse regression handling the relationship between $Y$ and $X$ through its projection onto a subspace of smaller dimension without loss of regression information. Many extensions of SIR have been proposed [29] such as Partial inverse regression handling the relationship between $Y$ and $X$ through its projection onto a subspace of smaller dimension without loss of regression information. Many extensions of SIR have been proposed [29] such as Partial inverse regression handling the relationship between $Y$ and $X$ through its projection onto a subspace of smaller dimension without loss of regression information. Many extensions of SIR have been proposed [29] such as Partial inverse regression handling the relationship between $Y$ and $X$ through its projection onto a subspace of smaller dimension without loss of regression information. Many extensions of SIR have been proposed [29] such as Partial inverse regression handling the relationship between $Y$ and $X$ through its projection onto a subspace of smaller dimension without loss of regression information. Many extensions of SIR have been proposed [29] such as Partial inverse regression handling the relationship between $Y$ and $X$ through its projection onto a subspace of smaller dimension without loss of regression information. Many extensions of SIR have been proposed [29] such as Partial inverse regression handling the relationship between $Y$ and $X$ through its projection onto a subspace of smaller dimension without loss of regression information. Many extensions of SIR have been proposed [29] such as Partial inverse regression handling the relationship between $Y$ and $X$ through its projection onto a subspace of smaller dimension without loss of regression information.

Recently, [15] tempered this conclusion by exhibiting some designs under which single-index PLS is consistent in the linear regression situation, when both $n \to \infty$ and $p \to \infty$ with $p/n \to 0$. It is also shown that, in contrast, the PLS estimator is no more consistent in the case where $p/n \to k > 0$, and a sparse version of PLS is introduced to avoid this vexing effect. More recently, [15] tempered this conclusion by exhibiting some designs under which single-index PLS is consistent in the linear regression situation, when both $n \to \infty$ and $p \to \infty$ with $p/n \to 0$. It is also shown that, in contrast, the PLS estimator is no more consistent in the case where $p/n \to k > 0$, and a sparse version of PLS is introduced to avoid this vexing effect. More recently, [15] tempered this conclusion by exhibiting some designs under which single-index PLS is consistent in the linear regression situation, when both $n \to \infty$ and $p \to \infty$ with $p/n \to 0$. It is also shown that, in contrast, the PLS estimator is no more consistent in the case where $p/n \to k > 0$, and a sparse version of PLS is introduced to avoid this vexing effect. More recently, [15] tempered this conclusion by exhibiting some designs under which single-index PLS is consistent in the linear regression situation, when both $n \to \infty$ and $p \to \infty$ with $p/n \to 0$. It is also shown that, in contrast, the PLS estimator is no more consistent in the case where $p/n \to k > 0$, and a sparse version of PLS is introduced to avoid this vexing effect. More recently, [15] tempered this conclusion by exhibiting some designs under which single-index PLS is consistent in the linear regression situation, when both $n \to \infty$ and $p \to \infty$ with $p/n \to 0$. It is also shown that, in contrast, the PLS estimator is no more consistent in the case where $p/n \to k > 0$, and a sparse version of PLS is introduced to avoid this vexing effect.
extremes. Moreover, working on the pair \((\hat{\beta}X, Y)\) should yield improved results for most estimators dealing with conditional extreme values thanks to the dimension reduction achieved in the projection step. From the theoretical point of view, the asymptotic properties of the EPLS estimator are established under an inverse single-index model and a heavy-tail assumption, without recourse to linearity as in [63] nor independence assumptions as in [26]. It appears on simulated data that the EPLS estimator provides promising results in high-dimensional settings and outperforms the estimator proposed in [63] in a wide range of situations.

The paper is organized as follows. In Section 2, the EPLS approach is introduced in the framework of a single-index model and heavy-tailed distributions. Some preliminary properties are stated to justify the above heuristics from a theoretical point of view. The associated estimator is exhibited in Section 3 and its asymptotic distribution is established under mild assumptions. This approach is extended to the multiple-index setting in Section 4. The method’s performance is investigated through a simulation study in Section 5. EPLS approach is then applied in Section 6 to assess the influence of various parameters on cereal yields collected on French farms. A small discussion of the method’s performance is investigated through a simulation study in Section 5. EPLS approach is then applied in

2. Single-index EPLS approach

Let \(Y\) be a real random response variable and \(X\) a \(p\)-dimensional random covariate. We denote by \(w(y)\) the unit vector maximizing the covariance between \(w'X\) and \(Y\) given that \(Y\) exceeds a large threshold \(y\):

\[
w(y) = \arg \max_{||w||=1} \text{cov}(w'X, Y|Y \geq y),
\]

where \(\|\cdot\|\) denotes the Euclidean norm. This linear optimization problem under a quadratic constraint benefits from a closed-form solution obtained with Lagrange multipliers method and given in the next Proposition. For all \(y \in \mathbb{R}\), introduce \(\hat{F}(y) = \mathbb{P}(Y \geq y)\) the survival function of \(Y\) and consider the three tail-moments, whenever they exist, 

\[m_1(y) = \mathbb{E}((Y - \mathbb{E}[\mathbb{I}_{\{Y \geq y\}}]) \in \mathbb{R}, m_2(y) = \mathbb{E}(X_1\mathbb{I}_{\{Y \geq y\}}) \in \mathbb{R}^p, m_{XY}(y) = \mathbb{E}(XY \mathbb{I}_{\{Y \geq y\}}) \in \mathbb{R}^p.\]

Proposition 1. Suppose that \(\mathbb{E}(|X||\mathbb{I}_{\{Y \geq y\}}) < \infty, \mathbb{E}(|Y||\mathbb{I}_{\{Y \geq y\}}) < \infty\) and \(\mathbb{E}(|XY||\mathbb{I}_{\{Y \geq y\}}) < \infty\) for all \(y \in \mathbb{R}\). Then, the unique solution of the optimization problem (1) is given for all \(y \in \mathbb{R}\) by:

\[w(y) = v(y)/||v(y)||\text{ where }v(y) = \hat{F}(y)m_{XY}(y) - m_X(y)m_Y(y).\]

Let us note that solution (2) is invariant with respect to the scaling and location of \(X\). In the following, we aim at investigating the behaviour of \(w(y)\) for large thresholds, i.e., as \(y \to \infty\). To this end, consider the following single-index non linear inverse regression model:

\[(M_1) \quad X = g(Y)\beta + \varepsilon, \quad \text{where } X \text{ and } \varepsilon \text{ are } p\text{-dimensional random vectors, } Y \text{ is a real random variable, } g : \mathbb{R} \to \mathbb{R} \text{ is an unknown link function, } \beta \in \mathbb{R}^p \text{ is an unknown unit vector.}\]

Let us highlight that no independence assumption is made on the pair \((X, \varepsilon)\). However, in the particular case where \(\varepsilon\) is centered and independent of \(Y\), we recover the classical PLS framework and it is easily shown that \(w(y) = \pm \beta\) for all \(y \in \mathbb{R}\). Model \((M_1)\) is referred to as an inverse regression model since the covariates are written as functions of the response variable. Similar models were used to establish the theoretical properties of SIR, see for instance [4, 14]. Under model \((M_1)\), when \(Y\) is large, the distribution tail of \(\varepsilon\) is negligible, one has \(X \approx g(Y)\beta\) leading to the approximate single-index forward model \(Y \approx g^{-1}(\beta'X)\). Our first goal is to establish the convergence of \(w(y)\) towards \(\beta\), as \(y \to \infty\), without resorting neither to a linear conditional expectation assumption as in [63] nor to a conditional independence assumption as in [26, 53]. In contrast, additional assumptions on the link function \(g\) and the distribution tail of \(Y\) are considered:

\[A_1 \quad Y \text{ is a real random variable with density function } f \text{ regularly-varying at infinity with index } -1/\gamma - 1, \gamma \in (0, 1)\]

\[i.e., \text{for all } t > 0, \quad \lim_{y \to \infty} \frac{f(ty)}{f(y)} = t^{-\frac{1}{\gamma} - 1}.\]

This property is denoted for short by \(f \in RV_{-1/\gamma - 1}\).
(A2) $g \in R_V$ with $c > 0$.

(A3) There exists $q > 1/(yc)$ such that $E(||\varepsilon||^q) < \infty$.

Let us note that (A1) implies that $\tilde{F} \in RV_{1/y}$ in view of Karamata’s theorem [7, Theorem 1.5.8]. In other words, (A1) entails that $Y$ has a right heavy-tail. This is equivalent to assuming that the distribution of $Y$ is in the Fréchet maximum domain of attraction, with tail-index $\gamma > 0$, see [22, Theorem 1.2.1]. This domain of attraction includes for instance Pareto, Burr and Student distributions, see [3] for further examples of heavy-tailed distributions. The restriction to $\gamma < 1$ ensures that $E(|Y|^1_{(1/\gamma)}) \infty$ exists for all $y \in R$. Assumption (A2) means that the link function ultimately behaves like a power function. Finally, (A3) can be interpreted as an assumption on the tails of $||\varepsilon||$. It is satisfied, for instance, by distributions with exponential-like tails such as Gaussian, Gamma or Weibull distributions. More specifically, $E(||\varepsilon||^q) < \infty$ implies that the tail-index, say $\gamma_{||\varepsilon||}$, associated with $||\varepsilon||$ is such that $\gamma_{||\varepsilon||} < 1/q$. Besides, it can readily be shown that $g(Y)$ is heavy-tailed with tail-index $\gamma_{g(Y)} := cy$. Condition (A1) thus imposes that $\gamma_{g(Y)} > \gamma_{||\varepsilon||}$, meaning that $g(Y)$ has an heavier right tail than $||\varepsilon||$. In model (M1), the tail behavior of $|\varepsilon'X|$ and $||X||$ is thus driven by $g(Y)$ rather than by $|\varepsilon'|$, i.e., $\gamma_{||X||} = \gamma_{g(Y)}$, which is the desired property.

In order to assess the convergence of $w(y)$ to $\beta$ as $y \to \infty$, we let

$$\Delta(w(y),\beta) := 1 - \cos^2(w(y),\beta) = 1 - (w(y)\beta)^2.$$  

(3)

A value close to 1 implies a low colinearity ($w(y)$ is almost orthogonal to $\beta$) while a value close to 0 means a high colinearity.

Proposition 2. Assume (M1), (A1), (A2) and (A3) hold with $\gamma(c + 1) < 1$. Then, as $y \to \infty$,

$$\Delta(w(y),\beta) = O \left( \frac{1}{g(y)F^{1/q}(y)} \right) \to 0 , \quad ||w(y) - \beta|| = O \left( \frac{1}{g(y)F^{1/q}(y)} \right) \to 0.$$  

It should be noted that, since $||w(y) - \beta|| \to 0$ as $y \to \infty$, the EPLS axis has asymptotically the same direction as $\beta$ (without sign issue). Besides, in view of assumptions (A1) and (A2), the function $y \mapsto g(y)F^{1/q}(y)$ is regularly-varying with index $c - 1/(qc) > 0$ from (A1). Unsurprisingly, the above convergence rates are large when $c$ is large, i.e., the link function is rapidly increasing, $q$ is large, i.e., the noise $\varepsilon$ is small) or and $y$ is large, i.e., the tail of $Y$ is heavy.

The inference from data distributed from model (M1) is addressed in the following section.

3. Single-index EPLS: Estimators and main properties

Let $(X_i,Y_i)$, $1 \leq i \leq n$ be independent and identically distributed random variables from model (M1) and let $y_n \to \infty$ as the sample size $n$ tends to infinity. The solution (2) is estimated by its empirical counterpart introducing

$$\hat{v}(y_n) = \hat{F}(y_n)\hat{m}_{XY}(y_n) - \hat{m}_X(y_n)\hat{m}_Y(y_n),$$  

(4)

with $\hat{F}$ the empirical survival function and

$$\hat{m}_{XY}(y_n) = \frac{1}{n} \sum_{i=1}^n X_iY_i1_{\{Y_i \leq y_n\}}, \quad \hat{m}_Y(y_n) = \frac{1}{n} \sum_{i=1}^n Y_i1_{\{Y_i \leq y_n\}}, \quad \hat{m}_X(y_n) = \frac{1}{n} \sum_{i=1}^n X_i1_{\{Y_i \leq y_n\}}.$$  

For all $j \in \{1,\ldots,p\}$, let us denote by $X_{ij}$ the $j$th coordinate of $X$. It readily follows that the $j$th coordinates of $m_X(y_n)$ and $m_{XY}(y_n)$ are respectively given by $m_X(y_n)$ and $m_{XY}(y_n)$. Let us note that $\hat{m}_Y(y_n)$ can be interpreted as the expected shortfall (2) of $Y$ while $\hat{m}_X(y_n)$ corresponds to the marginal expected shortfall (3) of $X$ given $Y$.

We first provide a tool establishing the joint asymptotic normality of $\hat{F}(y_n)$, $\hat{m}_{XY}(y_n)$, $\hat{m}_Y(y_n)$ and $\hat{m}_X(y_n)$ when $y_n \to \infty$ and $n\hat{F}(y_n) \to \infty$. This latter condition ensures that the rate of convergence, which is driven by the number of effective observations $n\hat{F}(y_n)$ used in the estimators, tends to infinity as the sample size increases.
Proposition 3. Assume $(M_1), (A_1), (A_2)$ and $(A_3)$ hold with $2\gamma(c + 1) < 1$. Let us denote by $d$ the number of non-zero $\beta_j$ coefficients in $\beta \in \mathbb{R}^p$, and assume for the sake of simplicity that $\beta_j \neq 0$ for all $j \in \{1, \ldots, d\}$ and $\beta_{d+1} = \cdots = \beta_p = 0$. Let $y_n \to \infty$ such that $n\hat{F}(y_n) \to \infty$ and introduce the $\mathbb{R}^{2(d+1)}$ random vector

$$A_n := \begin{pmatrix} \hat{F}(y_n) - 1 & -\hat{m}_{Y}(y_n) & -\hat{m}_{X}(y_n) \\ \hat{m}_{Y}(y_n) & m_{Y}(y_n) - 1 & m_{X}(y_n) - 1 \\ \hat{m}_{X}(y_n) & m_{X}(y_n) - 1 & 1 \leq j \leq d \end{pmatrix}.$$

Then,

$$\sqrt{n\hat{F}(y_n)A_n} \overset{d}{\to} N(0, B),$$

where $B$ is the $2(d + 1) \times 2(d + 1)$ covariance matrix defined by

$$B = \begin{pmatrix} 1 & 1 & \cdots & 1 & 1 & \cdots & 1 \\ 1 & b_{22} & \cdots & b_{2d} & 1 & \cdots & b_{2d} \\ 1 & b_{23} & \cdots & b_{2d} & 1 & \cdots & b_{2d} \\ \vdots & \vdots & \ddots & \vdots & \vdots & \ddots & \vdots \\ 1 & b_{2d} & \cdots & b_{2d} & 1 & \cdots & b_{2d} \\ 1 & b_{34} & \cdots & b_{34} & 1 & \cdots & b_{34} \\ \vdots & \vdots & \ddots & \vdots & \vdots & \ddots & \vdots \\ 1 & b_{34} & \cdots & b_{34} & 1 & \cdots & b_{34} \\ 1 & b_{44} & \cdots & b_{44} & 1 & \cdots & b_{44} \\ \vdots & \vdots & \ddots & \vdots & \vdots & \ddots & \vdots \\ 1 & b_{44} & \cdots & b_{44} & 1 & \cdots & b_{44} \\ \vdots & \vdots & \ddots & \vdots & \vdots & \ddots & \vdots \\ 1 & b_{44} & \cdots & b_{44} & 1 & \cdots & b_{44} \end{pmatrix}$$

and where

$$b_{22} = \frac{(1 - \gamma)^2}{1 - 2\gamma}, \quad b_{33} = \frac{(1 - \gamma)^2}{1 - 2\gamma}, \quad b_{44} = \frac{(1 - \gamma(c + 1))^2}{1 - 2\gamma(c + 1)},$$

$$b_{23} = \frac{(1 - \gamma)(1 - \gamma c)}{1 - \gamma(c + 1)}, \quad b_{24} = \frac{(1 - \gamma)(1 - \gamma c)(1 - \gamma)}{1 - \gamma(c + 2)}, \quad b_{34} = \frac{(1 - \gamma)(1 - \gamma c)(1 - \gamma c)}{1 - \gamma(2c + 1)}.$$
Assumption \( n \tilde{F}(y_n) \to \infty \) ensures that the variance of the estimator tends to zero while condition \( n \tilde{F}(y_n)^{1-2/q} / g^2(y_n) \to 0 \) entails that the bias (bounded above by \( 1/(g(y_n)^{1/q}(y_n)) \), see Proposition \[2\]) is asymptotically small compared to the standard deviation \( 1/ \sqrt{n \tilde{F}(y_n)} \). Choosing \( y_n = \tilde{F}^{-1}(\tau_n) \) with \( \tau_n = n^{-\gamma} \), these conditions are fulfilled provided that \( \nu \in \left( \frac{q}{2(2q + 1)}, 1 \right) \) since both functions \( g \) and \( \tilde{F} \) are assumed to be regularly-varying. Let us also highlight that the above interval is not empty under \((A_3)\). Finally, Theorem \[5\] shows that the estimated direction \( \hat{v}(y_n) \) is asymptotically aligned with the true direction \( \beta \).

4. Extension to several directions

The single-index model (\( M_1 \)) can be extended to a multi-index setting by considering, for some \( K \geq 1 \):

(\( M_K \)) \( X = \sum_{\ell=1}^K g_\ell(Y)\beta_\ell + \varepsilon \), where \( X \) and \( \varepsilon \) are \( p \)-dimensional random vectors, \( Y \) is a real random variable, \( g_\ell : \mathbb{R} \to \mathbb{R} \) are unknown link functions, \( \beta_\ell \in \mathbb{R}^p \) are unknown orthogonal unit vectors.

Denoting by \( \mathcal{Y} \) a set of candidate values for \( y_n \), the following iterative procedure is considered to estimate \( \beta^{(1)}, \ldots, \beta^{(K)} \):

1. Initialization: Set \( R^{(0)}_i := X_i \) for all \( i \in \{1, \ldots, n\} \).
2. For \( \ell \in \{1, \ldots, p\} \),
   - Estimation of the \( \ell \)th direction for all \( y_n \in \mathcal{Y} \):
     \[
     \hat{\beta}^{(\ell)}(y_n) = \hat{F}(y_n) \hat{m}_{\beta^{(\ell-1)}}(y_n) - \hat{m}_{\beta^{(\ell-1)}}(y_n) \hat{m}_Y(y_n).
     \]
   - Computation of the threshold maximizing the conditional correlation:
     \[
     y^{(\ell)} = \arg \max_{y \in \mathcal{Y}} \rho \left( (R^{(\ell-1)})^t \hat{\beta}^{(\ell)}(y_n), Y \geq y_n \right) = \arg \max_{y \in \mathcal{Y}} \frac{\text{cov} \left( (R^{(\ell-1)})^t \hat{\beta}^{(\ell)}(y_n), Y \geq y_n \right)}{\sigma \left( (R^{(\ell-1)})^t \hat{\beta}^{(\ell)}(y_n) \right) \sigma (Y \geq y_n)},
     \]
     and recording of the optimal value: \( \Xi_\ell = \rho \left( (R^{(\ell-1)})^t \hat{\beta}^{(\ell)}(y^{(\ell)}), Y \geq y^{(\ell)} \right) \).
   - Update of the residuals: for all \( i \in \{1, \ldots, n\} \):
     \[
     R^{(\ell)}_i := R^{(\ell-1)}_i - \frac{\hat{\beta}^{(\ell)}(y^{(\ell)}) (\hat{\beta}^{(\ell)}(y^{(\ell)}))^t}{\|\hat{\beta}^{(\ell)}(y^{(\ell)})\|^2} R^{(\ell-1)}_i.
     \]
The idea is the following. At the first iteration, \( \hat{\varphi}^{(1)}(y_n), y_n \in \mathcal{Y}, \) corresponds to the estimator associated with the single-index model computed by \( \{4\}. \) Then, the threshold \( \gamma^{(1)} \) maximizing w.r.t. \( y_n \in \mathcal{Y} \) the correlation between the projected covariate \( X\hat{\varphi}^{(1)}(y_n) \) and the response variable \( Y \) given \( Y \geq y_n \) is computed and the maximum correlation \( \Xi^{(1)} \) is recorded. From model \((M_K), \) in view of the orthogonality of the directions, one has \( X \hat{\varphi}^{(1)}(\gamma^{(1)}) \approx \|\hat{\varphi}^{(1)}(\gamma^{(1)})\|g_1(Y) \) and thus the residual

\[
R^{(1)} := X - \frac{\hat{\varphi}^{(1)}(\gamma^{(1)}) (\hat{\varphi}^{(1)}(\gamma^{(1)}))' \|\hat{\varphi}^{(1)}(\gamma^{(1)})\|^2}{X \|\hat{\varphi}^{(1)}(\gamma^{(1)})\|^2} X = X - g_1(Y)\beta^{(1)} = \sum_{\ell=2}^{K} g_\ell(Y)\beta^{(\ell)} + \varepsilon
\]

approximately satisfies the same inverse regression model with \( K - 1 \) directions. It is then natural to iterate the process and estimate \( \beta^{(2)} \) from \( \{2\} \) computed on the residuals \( R^{(1)}. \) Moreover, since these residuals are by construction orthogonal to \( \hat{\varphi}^{(1)}(\gamma^{(1)}), \) one necessarily has \( \hat{\varphi}^{(2)}(\gamma^{(2)}) \perp \hat{\varphi}^{(1)}(\gamma^{(1)}). \) Thanks to the above orthogonality property, the estimated number of directions can be upper bounded by \( p. \) We refer to \( \{37\} \) for a similar result on the original PLS method. The estimation of the number \( K \) of directions can be achieved by a visual inspection of the scree plot \( \ell \in \{1, \ldots, p\} \mapsto \Xi(\ell). \) The estimated \( K \) is defined as an elbow in the above graph, which is detected using Cattell’s method \( \{9\}, \) see Fig. \( \{4\} \) for an illustration on the real data experiment (Section \( \{6\}). \)

5. Validation on simulations

Let us consider a sample of size \( n = 1000 \) and dimension \( p \) from model \((M_3) \) with a power link function \( g(t) = t^c, \ t > 0, \ c \in \{1/4, 1/2, 1, 3/2\}. \) The behavior of the EPLS estimator \( \hat{\varphi}(y_n) \) is illustrated on this inverse regression model and compared to the estimator introduced in \( \{65\} \) referred to as SIMEXQ (single-index model extreme quantile) in the sequel. SIMEXQ method is an extension of the global single-index quantile regression model developed in \( \{65\} \) where \( \beta \) is estimated by the slope obtained by fitting a misspecified linear quantile regression model to the data. In the SIMEXQ methodology, it is shown that \( \beta \) can be similarly estimated under the weaker assumption of a tail single-index model and a conditional mean linearity assumption. In practice, it is sufficient to narrow the fit of the misspecified linear quantile regression model to the exceedances.

Two heavy-tailed distributions are selected for the response variable \( Y: \)

- a Pareto distribution with survival function \( \tilde{F}(y) = (y/2)^{-\gamma}, y \geq 2, \)
- a Student \( t_5 \) distribution with 5 degrees of freedom.

Let us stress that, in both cases, the tail-index of \( Y \) is \( \gamma = 1/5 \) and does not depend on the covariate. Two dimensions of the covariate are considered:

- \( p = 3 \) with \( \beta = (1, 1, 0)' / \sqrt{2}, \)
- \( p = 30 \) with \( \beta = (1, \ldots, 1, 0, \ldots, 0)' / \sqrt{15}. \)

Each coordinate \( \varepsilon^{(j)}, j \in \{1, \ldots, p\} \) of the error \( \varepsilon \) is simulated from the \( N(0, \sigma^2) \) distribution and depending on \( Y \) using a copula. Two copula models are investigated:

- the Frank copula defined for all \((u_1, u_2) \in [0, 1]^2\) by

\[
C_\theta(u_1, u_2) = -\frac{1}{\theta} \log \left( 1 + \frac{e^{-\theta u_1} - 1}{e^{-\theta u_2} - 1} \right),
\]

where \( \theta \in \mathbb{R} \) is a parameter tuning the dependence between the margins. Frank copula is an Archimedean copula, see \( \{51\} \) Section 4.2], able to model the full range of dependence: \( \theta \to -\infty \) yields the counter-monotonicity copula, \( \theta \to +\infty \) yields the co-monotonicity copula while \( \theta = 0 \) corresponds to independence. Here, we choose \( \theta \in [0, 10, 20] \) leading to the association measure Kendall’s \( \tau \in \{0, 0.67, 0.82\}, \) see \( \{51\} \) Section 5.1.
the Gaussian copula defined for all \((u_1, u_2) \in [0, 1]^2\) by

\[
C_\theta(u_1, u_2) = \Phi_{R_\theta}(\Phi^{-1}(u_1) + \Phi^{-1}(u_2)) \quad \text{with} \quad R_\theta = \left( \begin{array}{cc} 1 & \theta \\
 \theta & 1 \end{array} \right),
\]

where \(\Phi\) and \(\Phi_{R_\theta}\) are respectively the cumulative distribution functions of the standard univariate Gaussian distribution and bivariate centered Gaussian distribution with covariance matrix \(R_\theta, \theta \in (-1, 1)\). Here \(\theta \to -1\) yields the counter-monotonicity copula, \(\theta \to 1\) yields the co-monotonicity copula while \(\theta = 0\) corresponds to independence. We choose \(\theta \in [0, 0.87, 0.96]\) leading to the same Kendall’s \(\tau \in [0, 0.67, 0.82]\) as above.

The standard deviation \(\sigma\) is selected such that the Signal to Noise Ratio (SNR) defined as \(\text{SNR} := g(\hat{F}^{-1}(1/n))/\sigma\) is equal to 10. Note that \(g(\hat{F}^{-1}(1/n))\) represents the approximate maximum value of \(g\) on a \(n\)-sample from the distribution with associated survival function \(\hat{F}\). Finally, the mean proximity criterion between \(\hat{\gamma}(y_n)\) and \(\beta\) is computed on \(N = 100\) replications as follows:

\[
\text{PC}(y_n) = \frac{1}{N} \sum_{i=1}^{N} \cos^2(\hat{\gamma}(y_n)^{[i]} , \beta) = 1 - \frac{1}{N} \sum_{i=1}^{N} \Delta(\hat{\gamma}(y_n)^{[i]} , \beta),
\]

where \(\Delta(c, \cdot)\) is defined in (3) and \(\hat{\gamma}(y_n)^{[i]}\) denotes the estimator (4) computed on the \(r\)th replication. The closer \(\text{PC}(y_n)\) is to 1, the better the estimator is. The performance of EPLS and SIMEXQ methods are compared by computing (7) in the \(4 \times 2 \times 2 \times 2 \times 3 = 96\) considered situations. To this end, denoting by \(Y_{1,n} \leq Y_{2,n} \leq \ldots \leq Y_{n,n}\) the order statistics of the sample \((Y_1, \ldots, Y_n)\), the quality measure \(\text{PC}(Y_{n+k+1,n})\) is plotted in Fig. 2 as a function of the number of exceedances \(k \in [1, \ldots, 200]\) in the Pareto + Frank case with \(p = 3\). Other situations including the Student distribution, the Gaussian copula and a larger dimension \(p = 30\) are reported in Fig. 1[7] of the Supplementary material.

It first appears that the performance of the EPLS estimator does not depend on the distribution of the response variable. Besides, in small dimension \((p = 3)\), the EPLS method yields very accurate results (with \(\text{PC} \geq 0.8\)) for a wide range of choices of \(k\) and whatever the exponent \(c\) and the dependence coefficient are. In contrast, the SIMEXQ method appears to be very sensitive to the distribution of \(Y\) and to the dependence strength. In this small dimension situation, EPLS outperforms SIMEXQ as soon as independence does not hold. In a high dimension setting \((p = 30)\), EPLS still provides very good results (with \(\text{PC} \geq 0.8\)) for a wide range of choices of \(k\) when \(c \geq 1\) for all dependence situations. Good results (\(\text{PC} \geq 0.6\)) can also be obtained when \(c = 1/2\) for well-chosen values of \(k\). Here again, the SIMEXQ method is not robust to dependence and is outperformed by EPLS. Finally, it appears that the choice of the number of exceedances \(k\) may be a crucial point in difficult situations (high dimension \(p\), high dependence and \(c\) small). The selection of \(k\) using the procedure described in Section 4 is illustrated in the next section on a real dataset.

6. Application to farm income modelling

Our approach is applied to data extracted from the Farm accountancy data network, an annual database of commercial-sized farm holdings. This dataset of size \(n = 949\) contains significant accounting and financial information about French farm incomes in 2014. Our goal is to investigate the relationship between low yields and various factors. The response variable \(Y\) is the inverse of the wheat yield (in quintals/hectare), as we focus on the analysis of low yields, and the covariate \(X\) includes 12 continuous variables: selling prices (euro/quintal), pesticides, fertilizers, crop insurance purchase, insurance claims, farm subsidies, seeds and seedlings costs, works and services purchase for crops, other insurance premiums, farm income taxes, farmer’s personal social security costs (euro/hectare) and average temperature (degree Celsius). We first carry out, in Fig. 3 a number of visual checks of whether the heavy-tailed assumption makes sense for these data. First, the histogram of the \(Y_i\) (top left panel) gives descriptive evidence that \(Y\) has a heavy right tail. The second step consists in drawing a Hill plot:

\[
\left\{ k, \hat{y}_k = \frac{1}{k} \sum_{i=1}^{k} Z_{i,n}, k \in \{1, \ldots, 150\},
\right\}
\]

where \(Z_{i,n} := \log(Y_{n-i+1,n}/Y_{n-k,n}), i \in \{1, \ldots, k\}\) denote the log-exceedances computed from the consecutive top order statistics. The Hill statistics \(\hat{y}_k\) [38] aims at estimating the tail index \(\gamma\) under the semi-parametric model (A\(\gamma\)). In this
Fig. 2: Finite sample behaviour of EPLS \( \hat{r}(Y_{n-k+1:n}) \) (left) and SIMEX [63] (right) estimators, on simulated data from a Pareto distribution, Frank copula, dimension \( p = 3 \). Horizontally: number \( k \in \{1, \ldots, 200\} \) of exceedances, vertically: \( \text{PC}(Y_{n-k+1:n}) \) quality measure. From top to bottom, Frank copula parameter \( \theta \in \{0, 10, 20\} \). The powers \( c \in \{1/4, 1/2, 1, 3/2\} \) of the link function \( g(t) = t^c \) are displayed in [black, yellow, green, red].
situation, for small $i$, the $Z_{i,n}$ are approximately independent copies of an exponential random variable with mean $\gamma$, see for instance $[3]$ pp.109–110], and $\hat{\gamma}$ thus estimates $\gamma$ using the empirical mean. The resulting graph (top right panel) shows a nice stability of $\hat{\gamma}$ as a function of $k \in \{50, \ldots, 150\}$ pointing towards $\gamma = 0.25$. To further confirm that the heavy-tailed framework is appropriate, we draw a quantile-quantile plot of the log-excesses against the quantiles of the unit exponential distribution (bottom panel of Fig. 5) for $k = 150$. The relationship appearing in this plot is approximately linear, which constitutes an empirical evidence that the heavy-tail assumption on $Y$ makes sense.

We thus set $\mathcal{Y} := \{Y_{n-k+1,n}, k \in \{50, \ldots, 150\}\}$ and compute $\hat{\varphi}(t, y_n)$ for $y_n \in \mathcal{Y}$ using the procedure described in Section 4. The top left panel of Fig. 4 displays the conditional correlation $\rho_{\varphi}$ between the projected residuals and the high values of the response variable $Y$. All graphs benefit from a stable behaviour with respect to the threshold $y_n \in \mathcal{Y}$, confirming together with the previous Hill-plot and quantile-quantile plot that the associated range of number of exceedances is well-suited to the dataset. It also appears that the first index captures about $\Xi_1 = 59\%$ of the correlation (with $k^{(1)} = 97$, blue curve), while the second index fails to represent a significant correlation ($\Xi_2 \approx 13\%$, $k^{(2)} = 58$, red curve). The second direction is thus discarded in the sequel. The top right panel of Fig. 4 represents the conditional correlation between the projected covariate $X^{(1)}(y_n)$ on the first direction and each coordinate $X^{(l)}$ of the covariate as a function of $y_n \in \mathcal{Y}$. One can note that small yields are mainly linked to operating costs that can be divided into two categories: agricultural inputs (fertilisers, pesticides, seeds and seedlings, works and services purchase, personal social security costs) and risk management (claims, crop insurance purchase, farm subsidies). This result could be expected since, in 2014, yields were strongly impacted by agricultural inputs, despite mild winter temperatures (which are favourable for wheat crops). Besides, the effect of crop insurance purchase could be explained by moral hazard that leads insured farmers to use fewer agricultural inputs.

The projected scatter plot $\{(Y_i, X^{(1)}_i) \mid i = 1, \ldots, n\}$ is displayed in a logarithmic scale for the visualization sake on the top panel of Fig. 5 together with two estimations (linear and non-linear) of the conditional mean $\mathbb{E}(X^{(1)}(y^{(i)})) | Y)$. A positive trend appears for large values of $Y$ in accordance to the inverse regression model (M1). Let us now focus on the conditional quantiles $\hat{q}(\alpha | X^{(1)}(y^{(i)}))$ computed through a kernel estimator of the conditional survival function $[20]$. The results are reported in the bottom panel of Fig. 5 together with the scatter plot $\{(X^{(1)}_i, Y_i) \mid i = 1, \ldots, n\}$. The vertical and horizontal axes are represented in a logarithmic scale. Both curves of the conditional quantiles associated with levels $\alpha = 0.15$ (blue line) and $\alpha = 0.05$ (red line) behave in a similar way. The estimated conditional quantiles of inverse yields feature an increasing shape for log($X^{(1)}(y^{(i)}) > 9.5$: Lowest yields are (mainly) linked to high operating costs. The interpretation of the results for log($X^{(1)}(y^{(i)}) > 9.5$ is difficult, the estimation being unreliable for large values of the covariate because of data sparsity in this area and boundary effects of kernel estimators, see for instance $[44]$.

7. Discussion

We introduced a new approach EPLS for dimension reduction adapted to distribution tails. It allows to quantify the effect of covariates $X$ on the extreme values of $Y$ in a simple and interpretable way. The asymptotic properties of the estimated direction are established under an inverse single-index model and a heavy-tail assumption but without recourse neither to linearity nor to independence assumptions. An extension to the multi-index setting is proposed together with a data-driven method for selecting the number of directions to estimate. The proposed method can then be used to facilitate the estimation of extreme conditional quantiles or expectiles, thanks to the dimension reduction which circumvents the curse of dimensionality. Quantifying the gain in terms of convergence rates would be of great interest and is the subject of our current work, leveraging the theoretical tools introduced in $[30]$.
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Fig. 3: Farm income data. Top left panel: Histogram of the inverse yields $Y_i, i \in \{1, \ldots, n\}$. Top right panel: Hill plot (Horizontally: $k \in \{1, \ldots, 150\}$, vertically: Hill estimator $\hat{\gamma}_k$, dashed blue line: empirical 95% confidence interval). Bottom panel: quantile-quantile plot (horizontally: $\log(k/i)$, vertically: $\log(\frac{Y_{n-i+1,n}}{Y_{n-k,n}})$ for $i \in \{1, \ldots, k = 150\}$, red: regression line).
Fig. 4: Farm income data. Top left panel: Graph of the estimated conditional correlation function $\rho(R^{(\ell-1)}(y_n), Y|Y \geq y_n)$ for $\ell \in \{1, \ldots, 12\}$ and top right panel: Graph of the estimated conditional correlation function $\rho(X^{(j)}(y_n), X|Y \geq y_n)$ for $j \in \{1, \ldots, 12\}$ (horizontally: number of exceedances $k$, vertically: conditional correlation estimated by its empirical counterpart using the threshold $y_n = Y_{n-k+1,n}$). Bottom panel: Scree plot of $\ell \in \{1, \ldots, 12\} \mapsto \Xi_\ell$ (horizontally: iteration $\ell$, vertically: maximum correlation $\Xi_\ell$).
Fig. 5: Farm income data. Top: scatter-plot \((Y_i, X_t^{\hat{v}(1)}(y^{(1)})), i \in \{1, \ldots, n\}\) in log scale (horizontally: \(Y_i\), vertically: \(X_t^{\hat{v}(1)}(y^{(1)})\)). The regression line (red) and a kernel estimate of the link function (blue) are superimposed. Bottom: scatter-plot \((X_t^{\hat{v}(1)}(y^{(1)}), Y_i), i \in \{1, \ldots, n\}\) in log scale (horizontally: \(X_t^{\hat{v}(1)}(y^{(1)})\), vertically: \(Y_i\)). The estimated conditional quantiles \(x \mapsto \hat{q}(\alpha|x^{(1)}(y^{(1)}))\) are superimposed (\(\alpha = 0.15\): blue line, \(\alpha = 0.05\): red line).
8. Appendix: Proofs

Some preliminary lemmas are first provided in Paragraph 8.1. They will reveal useful in the proofs of the main results collected in Paragraph 8.2.

8.1. Preliminary results

We begin with a technical tool to compute limits of integrals involving a regularly-varying function.

Lemma 1. Let $q_2 > 0$ and suppose $Y$ is a random variable satisfying (A1) with $\gamma q_2 < 1$. Let $\phi(t)$ be a continuous function on $[1, \infty)$ such that $\phi(t) \to \kappa > 1$ as $t \to \infty$. Then,

$$
\lim_{t \to \infty} \int_1^{\infty} |x - \phi(t)|^{q_2} \frac{f(tx)}{f(t)} dx = \int_1^{\infty} |x - \kappa|^{q_2} x^{-\gamma} dx < \infty.
$$

Proof. Potter bounds entail that for all $\epsilon > 0$, $x \geq 1$ and $t$ large enough:

$$
0 \leq \frac{f(tx)}{f(t)} \leq (1 + \epsilon)x^{-\gamma + 1 - \epsilon},
$$

see for example [32 Proposition B.1.9]. Besides, for $t$ large enough, $\kappa/2 \leq \phi(t) \leq 2\kappa$, and therefore:

$$(1 - 2\kappa)x \leq x - 2\kappa \leq x - \phi(t) \leq x - \kappa/2 \leq x \leq (2\kappa - 1)x.$$

It follows that $|x - \phi(t)| \leq (2\kappa - 1)x$ and, since $q_2 > 0$, we have: $|x - \phi(t)|^{q_2} \leq (2\kappa - 1)^{q_2}x^{q_2}$. Collecting the latter inequality with (8) yields:

$$
0 \leq |x - \phi(t)|^{q_2} \frac{f(tx)}{f(t)} \leq (2\kappa - 1)^{q_2}x^{q_2 - \frac{1}{\gamma} - \epsilon}.
$$

Recalling that $1/\gamma - q_2 > 0$, one can choose $0 < \epsilon \ll 1/\gamma - q_2$ such that $x \mapsto x^{q_2 - \frac{1}{\gamma} + \epsilon}$ is integrable on $[1, \infty)$. Then, Lebesgue’s dominated convergence theorem together with the regular variation property of $f$ conclude the proof.

The next lemma is an adaptation of [7 Proposition 1.5.10] to our setting. It provides an asymptotic equivalent of conditional expectations above a large threshold.

Lemma 2. Suppose $\rho \in RV_{\mu}$ with $\mu \geq 0$ and $Y$ is a random variable satisfying (A1) with $\gamma \mu < 1$. Then, as $y \to \infty$,

$$
\mathbb{E}[\rho(Y)|Y \geq y] \sim \frac{1}{1 - \gamma \mu} \rho(y).
$$

Proof. Let us consider

$$
\mathbb{E}[\rho(Y)|Y \geq y] = \frac{1}{F(y)} \int_y^{\infty} \rho(t)f(t)dt.
$$

Since $\rho(\cdot)f(\cdot) \in RV_{\mu - 1/\gamma - 1}$, there exists a slowly-varying function $L$ such that $\rho(t)f(t) = t^{\mu - 1/\gamma}L(t)$. Then, [7 Proposition 1.5.10] shows that, as $y \to \infty$,

$$
\mathbb{E}[\rho(Y)|Y \geq y] \sim \frac{1}{F(y)} \frac{y^{\mu - 1/\gamma}L(y)}{1/\gamma - \mu} = \frac{y^{\gamma} \rho(y)f(y)}{1 - \gamma \mu} F(y).
$$

Recalling that $f \in RV_{-1/\gamma - 1}$ and using again [7 Proposition 1.5.10] prove that $\gamma yf(y) \sim F(y)$ as $y \to \infty$. Finally, $\mathbb{E}[\rho(Y)|Y \geq y] \sim \rho(y)/(1 - \gamma \mu)$, as $y \to \infty$ and the conclusion follows.

The following lemma establishes sufficient conditions such that the moment conditions of Proposition 1 hold in the context of the inverse regression model (M1).
Lemma 3. Assume (M1), (A1), (A2) and (A3) hold with \(\gamma(c + 1) < 1\). Then, \(\mathbb{E}|Y|_{\mathcal{I}_2(Y)} < \infty\), \(\mathbb{E}(X|Y|_{\mathcal{I}_2(Y)}) < \infty\) and \(\mathbb{E}(\|X\|_{\mathcal{I}_2(Y)}) < \infty\) for all \(y \in R\).

**Proof.** Let \(y \in R\). First, let us recall that the existence of \(\mathbb{E}|Y|_{\mathcal{I}_2(Y)}\) in the Fréchet maximum domain of attraction is a consequence of \(y < 1\). Second, the triangle inequality yields:

\[
\mathbb{E}(\|X\|_{\mathcal{I}_2(Y)}) < \mathbb{E}(\|Y|_{\mathcal{I}_2(Y)}) + \mathbb{E}(\|\varepsilon\|).
\]

Let us note that \(\mathbb{E}(\|Y|_{\mathcal{I}_2(Y)}) < \infty\) since \(cy < 1\). Besides, for all \(q \geq 1/(\gamma c) > 1\), Jensen’s inequality entails \((\mathbb{E}(\|\varepsilon\|)^q) \leq \mathbb{E}(\|\varepsilon\|^q) < \infty\) under (A3). Hence, \(\mathbb{E}(\|\varepsilon\| < \infty\) and \(\mathbb{E}(\|X\|_{\mathcal{I}_2(Y)}) < \infty\). Third, \(\mathbb{E}(|XY|_{\mathcal{I}_2(Y)}) < \mathbb{E}(|Y g(Y)|_{\mathcal{I}_2(Y)}) + \mathbb{E}(|Y \varepsilon|_{\mathcal{I}_2(Y)})\),

and \(\mathbb{E}(|Y g(Y)|_{\mathcal{I}_2(Y)}) < \infty\) in view of \(\gamma(c + 1) < 1\). Furthermore, Hölder inequality shows that

\[
\mathbb{E}(\|Y \varepsilon|_{\mathcal{I}_2(Y)}) < (\mathbb{E}(\|\varepsilon\|^q))^{1/q} (\mathbb{E}(\|Y\|^q))^{1/p},
\]

for all \(q_2 \geq 1\) such that \(1/q + 1/q_2 = 1\). As already remarked, \(\mathbb{E}(\|\varepsilon\|^q) < \infty\) from (A2) with \(q > 1/(\gamma c)\). Moreover, taking account of condition \(\gamma(c + 1) < 1\) yields \(q > 1/(1 - \gamma)\) which is equivalent to \(q_2 < 1/\gamma\), and therefore \(\mathbb{E}(\|Y\|^q)_{\mathcal{I}_2(Y)} < \infty\) as well. As a conclusion, \(\mathbb{E}(|XY|_{\mathcal{I}_2(Y)}) < \infty\) and the result is proved.

Lemma 4 provides, in the framework of model (M1), an alternative expression of \(v(y)\) defined in Proposition 1.

**Lemma 4.** Assume (M1) and the assumptions of Proposition 1 hold. Then, for all \(y \in R\), \(v(y)\) can be rewritten as

\[
v(y) = \tilde{F}(y)\mathbb{E}([g(Y)\Psi_y(Y)](\beta + \eta(y))),
\]

where \(\eta(y) := \frac{\mathbb{E}[e\Psi_y(Y)]}{\mathbb{E}[g(Y)\Psi_y(Y)]}\) and \(\Psi_y(Y) := \left(Y - \frac{m_Y(y)}{\tilde{F}(y)}\right)_{\mathcal{I}_2(Y)}\).

**Proof.** Proposition 1 states that \(v(y) = \tilde{F}(y)\mathbb{E}[XY|_{\mathcal{I}_2(Y)}] - \mathbb{E}[X|_{\mathcal{I}_2(Y)}] m_Y(y)\). Recalling that \(X = g(Y)\beta + \varepsilon\) from model (M1) yields

\[
v(y) = \tilde{F}(y)\mathbb{E}([g(Y)\beta + \varepsilon)Y]_{\mathcal{I}_2(Y)} - \mathbb{E}([g(Y)\beta + \varepsilon)Y]_{\mathcal{I}_2(Y)} m_Y(y)
\]

\[
= \beta \mathbb{E}([g(Y)\beta + \varepsilon)Y]_{\mathcal{I}_2(Y)} + \mathbb{E}[e\varepsilon]_{\mathcal{I}_2(Y)} (\tilde{F}(y)Y - m_Y(y)) = \beta \tilde{F}(y) \mathbb{E}[e\Psi_y(Y)] + \tilde{F}(y) \mathbb{E}[e\Psi_y(Y)]
\]

\[
= \tilde{F}(y) \mathbb{E}([g(Y)\Psi_y(Y)](\beta + \frac{\mathbb{E}[e\Psi_y(Y)]}{\mathbb{E}[g(Y)\Psi_y(Y)]}).
\]

Hence the result.

We first establish a precise control of the moments of the random variable \(\Psi_y(Y)\) appearing in the numerator of the remaining term \(\eta(y)\), see (10) in Lemma 2.

**Lemma 5.** Let \(q_2 > 0\) and suppose \(Y\) is a random variable satisfying (A1) with \(\gamma q_2 < 1\). Then,

\[
\mathbb{E}(\Psi_y(Y)^{q_2}) = \lambda_1(\gamma, q_2) y^{q_2 + 1} f(y),
\]

as \(y \to \infty\) and where \(\lambda_1(\gamma, q_2)\) is a positive constant.

**Proof.** From (10), one has

\[
\mathbb{E}[\Psi_y(Y)^{q_2}] = \int_y^{+\infty} \left|1 - \frac{m_Y(y)}{\tilde{F}(y)}\right| f(t) dt = y^{q_2 + 1} f(y) \int_1^{+\infty} \left|y - \frac{1}{y} \mathbb{E}[Y|Y \geq y]\right| y^{q_2} \frac{f(y)}{f(y)} dy,
\]

15
As a conclusion, let us consider $\rho$.

**Lemma 6.** Let $Y$ be a random variable satisfying (A$_1$) and (A$_2$) with $\gamma(c + 1) < 1$. Then,

$$\mathbb{E}[g(Y)\Psi_j(Y)] \sim \lambda_2(\gamma, c) yg(Y)\bar{F}(y),$$

as $y \to \infty$ and where $\lambda_2(\gamma, c) := \frac{\gamma c}{(1-\gamma)(1-\gamma c)(1-\gamma)}$.

**Proof.** From (10), we have:

$$\frac{\mathbb{E}[g(Y)\Psi_j(Y)]}{\bar{F}(y)} = \frac{\mathbb{E}[g(Y)1_{\{Y \geq 1\}}]}{\bar{F}(y)} - \frac{\mathbb{E}[g(Y)1_{\{Y \geq 2\}}]}{\bar{F}(y)} - \frac{\mathbb{E}[g(Y)1_{\{Y \geq 3\}}]}{\bar{F}(y)},$$

where $\mathbb{E}[g(Y)1_{\{Y \geq 1\}}] = \mathbb{E}[g(Y)]$. Let us consider $\rho_1(y) = yg(y) \in RV_{c+1}, \rho_2(y) = y \in RV_1$ and $\rho_3(y) = g(y) \in RV_c$. Lemma 2 entails as $y \to \infty$:

$$\mathbb{E}(\rho_1(Y)|Y \geq y) \sim \frac{1}{1-\gamma(c+1)} yg(y), \quad \mathbb{E}(\rho_2(Y)|Y \geq y) \sim \frac{1}{1-\gamma} y, \quad \mathbb{E}(\rho_3(Y)|Y \geq y) \sim \frac{1}{1-\gamma c} g(y),$$

which concludes the proof.

The next lemma applied successively with $\zeta = 0$ and $\zeta = 1$ yields asymptotic equivalents for these two quantities in the two situations where $\beta_j = 0$ and $\beta_j \neq 0$.

**Lemma 7.** Assume (M$_3$), (A$_1$), (A$_2$) and (A$_3$) hold with $\gamma(c + 1) < 1$. Let $\zeta \in [0, 1]$. Then,

(i) For all $j \in \{1, \ldots, p\}$ such that $\beta_j \neq 0$, we have

$$m_{X,jY^c}(\gamma) := \mathbb{E}(X_jY^c 1_{\{Y \geq 1\}}) \sim \frac{\beta_j}{1-\gamma(c+\zeta)} \gamma^c g(y)\bar{F}(y),$$

as $y \to \infty$.

(ii) For all $j \in \{1, \ldots, p\}$ such that $\beta_j = 0$, we have

$$m_{X,jY^c}(\gamma) := \mathbb{E}(X_jY^c 1_{\{Y \geq 1\}}) = O\left(\gamma^c F(y)^{1-\delta}\right),$$

as $y \to \infty$.

Remark that, in view of the above lemma, condition (A$_3$) implies that, for all $j \in \{1, \ldots, p\}$ such that $\beta_j = 0, m_{X,jY^c}(\gamma)$ is negligible compared to each $m_{X,jY^c}(\gamma)$ associated with $\beta_l \neq 0$. 
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Lemma 8. \[ \varepsilon \]

As a consequence of (A1), we have:

\[
\begin{align*}
E(X_j)Y^{\varepsilon} \mathbb{1}_{\{Y \geq 1\}} &= E(Y^\varepsilon g(Y) \mathbb{1}_{\{Y \geq 1\}}) \beta_j + E(Y^\varepsilon \vartheta \mathbb{1}_{\{Y \geq 1\}}) \\
&= \beta_j \frac{1}{1-\gamma(c+\zeta)} \gamma^\varepsilon g(y) \bar{F}(y)(1+o(1)) + E(Y^\varepsilon \vartheta \mathbb{1}_{\{Y \geq 1\}}) 
\end{align*}
\]

in view of Lemma 2. Let \( q_2 \geq 1 \) such that \( 1/q + 1/q_2 = 1 \). Combining Hölder inequality with (A3) yields:

\[
\begin{align*}
E[\varepsilon Y^\varepsilon \mathbb{1}_{\{Y \geq 1\}}] &\leq \left[ E[\varepsilon Y^\varepsilon]^{1/q} \right] \left[ E[\bar{F}(y_{\varepsilon})]^{1/q_2}\right] = \left[ E[\varepsilon Y^\varepsilon]^{1/q} \right] \left[ E[\bar{F}(y_{\varepsilon}) Y \geq 1]^{1/q_2}\right] \\
&= \left[ E[\varepsilon Y^\varepsilon]^{1/q} \right] \left( \frac{y_{\varepsilon}^{q_2}}{1-q_2\gamma} \right)^{1/q_2} \bar{F}(y)^{1/q_2}(1+o(1)) = O(\gamma^\varepsilon \bar{F}(y)^{1-1/q}) 
\end{align*}
\]

as \( y \to \infty \), according to Lemma 2 and since \( q_2\gamma \zeta < 1 \). This proves (ii) when \( \beta_j = 0 \). Focusing on the situation where \( \beta_j \neq 0 \), we have from (11) and (12).

\[
E(X_j)Y^\varepsilon \mathbb{1}_{\{Y \geq 1\}} = \frac{\beta_j}{1-\gamma(c+\zeta)} \gamma^\varepsilon g(y) \bar{F}(y)(1+o(1)) + O(\gamma^\varepsilon \bar{F}(y)^{1-1/q}) \\
= \frac{\beta_j}{1-\gamma(c+\zeta)} \gamma^\varepsilon g(y) \bar{F}(y)
\]

As a consequence of (A1) and (A2), \( \bar{F}(y)^{1/q} g(\cdot) \) is a regularly-varying function with index \( c - 1/(q\gamma) > 0 \). Therefore, \( \bar{F}(y)^{1/q} g(y) \to \infty \) when \( y \to \infty \) and (i) is proved.

The last lemma proves that the noise term \( \varepsilon \) does not contribute to the asymptotic distribution of the estimators.

Lemma 8. Assume (M1), (A1), (A2) and (A3) hold with \( 2(\gamma + 1) < 1 \). For all \( \zeta \in (0, 1) \) let

\[
T^{(\zeta)}_n = \sqrt{\bar{F}(y_n)} \left( \sum_{j=0}^p \frac{\alpha_j^{(\zeta)}}{m_{X,Y}(y_n)} \varepsilon \right)^Y \mathbb{1}_{\{Y \geq 1\}},
\]

where \( \alpha_j^{(\zeta)} \in \mathbb{R} \) for all \( j = 1, \ldots, p \). Then, \( \chi^{(\zeta)}_n := \frac{1}{n} \sum_{j=0}^p (T^{(\zeta)}_n - E(T^{(\zeta)}_n))^p \to 0 \).

Proof. Clearly, \( \chi^{(\zeta)}_n \) is centered by definition. Let us consider its variance:

\[
\begin{align*}
\text{var}(\chi^{(\zeta)}_n) &= \text{var}(T^{(\zeta)}_n) = \sum_{j=0}^p \sum_{\beta_0=0}^{\alpha_j^{(\zeta)}} \frac{\alpha_j^{(\zeta)}\alpha_{\beta_0}^{(\zeta)}}{m_{X,Y}(y_n)Y_n} \text{cov}(\varepsilon \mathbb{1}_{\{Y \geq 1\}}, \varepsilon \mathbb{1}_{\{Y \geq 1\}}) \\
&= \frac{(1-\gamma(c+\zeta))^2}{y_n^{q_2}} \frac{g(y_n)^2\bar{F}(y_n)^2}{1-q_2\gamma} \sum_{j=0}^p \sum_{\beta_0=0}^{\alpha_j^{(\zeta)}} \frac{\alpha_j^{(\zeta)}\alpha_{\beta_0}^{(\zeta)}}{m_{X,Y}(y_n)} \text{cov}(\varepsilon \mathbb{1}_{\{Y \geq 1\}}, \varepsilon \mathbb{1}_{\{Y \geq 1\}}),
\end{align*}
\]

as \( n \to \infty \), from Lemma 2(i). The covariance can be expanded as

\[
\text{cov}(\varepsilon \mathbb{1}_{\{Y \geq 1\}}, \varepsilon \mathbb{1}_{\{Y \geq 1\}}) = E(\varepsilon \mathbb{1}_{\{Y \geq 1\}} Y^{2\varepsilon} \mathbb{1}_{\{Y \geq 1\}}) - E(\varepsilon \mathbb{1}_{\{Y \geq 1\}}) E(Y^{2\varepsilon} \mathbb{1}_{\{Y \geq 1\}}),
\]

The first term is bounded using Hölder inequality, applied for all \( q_3 \geq 1 \) such that \( 2/q + 1/q_3 = 1 \):

\[
\begin{align*}
E(\varepsilon \mathbb{1}_{\{Y \geq 1\}} Y^{2\varepsilon} \mathbb{1}_{\{Y \geq 1\}}) &\leq \left[ E[|\varepsilon Y^{\varepsilon}]^{1/q} \right] \left[ E[|\varepsilon Y^{\varepsilon}]^{1/q} \right] \left[ E[Y^{2\varepsilon}]^{1/q_3}\right] \\
&\leq \left[ E[|\varepsilon Y^{\varepsilon}]^{1/q} \right] \left[ E[|\varepsilon Y^{\varepsilon}]^{1/q} \right] \left[ E[Y^{2\varepsilon}] Y \geq 1]^{1/q_3}\right] \\
&= \left[ E[|\varepsilon Y^{\varepsilon}]^{1/q} \right] \left[ E[|\varepsilon Y^{\varepsilon}]^{1/q} \right] \left( \frac{\bar{F}(y_n)^{1/q}(1+o(1))}{1-2q_2\gamma} \right) \\
&= O(\gamma^{2\varepsilon} \bar{F}(y_n)^{-1/(2q_2\gamma)})(1+o(1)).
\end{align*}
\]
in view of Lemma 2 and (A3). Indeed, condition $2\gamma(\epsilon + 1) < 1$ is equivalent to $\gamma c < 1/2 - \gamma$. Besides, from (A3), $q > 1/(\gamma c)$ and thus $q > 2/(1 - 2\gamma)$ leading to $2\gamma q_3 < 1$. The second term is controlled with Lemma 7 (ii) and is negligible compared to the first one:

$$
\|E(x, y)f_{\gamma_{I}(Y_{\gamma_{II}})}E(x, y)f_{\gamma_{I}(Y_{\gamma_{II}})}\| = O(y_n^{2c} F(y_n)^{2-2/q}) = o\left(y_n^{2c} F(y_n)^{1-2/q}\right).
$$

(14)

Taking account of (13) and (14) yields

$$
cov(e_y, Y^2 I_{(\gamma_{I} \gamma_{II})}) = O\left(y_n^{2c} F(y_n)^{1-2/q}\right),
$$

(15)

and therefore

$$
\text{var}(y_n^{(c)}) = O\left(\frac{1}{F(y_n)^{2/2q} g(y_n)^{2}}\right) \rightarrow 0,
$$

as $n \rightarrow \infty$ since $F(y)^{2/q} g(y)^{2}$ is regularly-varying with index $2(\epsilon - 1/(\gamma q)) > 0$. The conclusion follows.

$\square$

8.2. Proofs of main results

Proof of Proposition 1 Let us rewrite the optimization problem as

$$
w(y) = \max_{\|u\| = 1} \text{cov}(u'X, Y | Y \geq y) = \max_{\|u\| = 1} \frac{\mathbb{E}(w'XY I_{(\gamma_{I} \gamma_{II})})}{\mathbb{E}(Y I_{(\gamma_{I} \gamma_{II})})} - \frac{\mathbb{E}(w'XI_{(\gamma_{I} \gamma_{II})})}{\mathbb{E}(Y I_{(\gamma_{I} \gamma_{II})})} = \max_{\|u\| = 1} \mathbb{E}(w') m_X(y) m_Y(y) = \max_{\|u\| = 1} w' v(y).
$$

This constrained optimization problem is solved using Lagrange multipliers method. Introducing

$$
\mathcal{L}(w, \lambda) = w' v(y) - \frac{\lambda}{2}(\|w\|^2 - 1), \quad \lambda \in \mathbb{R},
$$

and setting the partial derivatives to zero yield $\lambda = ||v(y)||$ and $w = v(y)/||v(y)||$.

$\square$

Proof of Proposition 2 From Lemma 3 $\mathbb{E}(Y I_{(\gamma_{I} \gamma_{II})})$, $\mathbb{E}(XY I_{(\gamma_{I} \gamma_{II})})$ and $\mathbb{E}(X I_{(\gamma_{I} \gamma_{II})})$ exist for all $y \in \mathbb{R}$. We may then apply Lemma 4 to get:

$$
\cos(w(y), \beta) = w(y) \beta = \text{sign}(\mathbb{E}[X(Y) \Psi_{\gamma}(Y)]) \frac{1 + \beta \eta(y)}{||\beta + \eta(y)||}.
$$

(16)

with $\eta(y) = \mathbb{E}[x \Psi_{\gamma}(Y)]/\mathbb{E}[g(Y) \Psi_{\gamma}(Y)]$, see (10), and where $\text{sign}(\mu) = 1$ if $\mu > 0$ and $\text{sign}(\mu) = -1$ otherwise. Straightforward calculations yield

$$
\cos^2(w(y), \beta) - 1 = \frac{(\beta \eta(y))^2 - ||\eta(y)||^2}{||\beta + \eta(y)||^2},
$$

and therefore it is sufficient to prove that $||\eta(y)|| \rightarrow 0$ as $y \rightarrow \infty$ to get

$$
1 - \cos^2(w(y), \beta) = O(||\eta(y)||^2),
$$

(17)

as $y \rightarrow \infty$. Under assumption (A3), there exists $q > 1/(\gamma c)$ such that $\mathbb{E}[e_{y}]^q < \infty$. Hölder inequality thus yields

$$
||\mathbb{E}[x \Psi_{\gamma}(Y)]|| \leq ||\mathbb{E}[e_{y}]||^{\gamma q} ||\mathbb{E}[x]||^{1/q} ||\Psi_{\gamma}(Y)\|^{1/q},
$$

for all $q_2 \geq 1$ such that $1/q + 1/q_2 = 1$. As a consequence, $\gamma c(1 + 1/q) < 1$ and $\gamma c > 1/q$ imply $\gamma q_2 < 1$ and then Lemma 5 shows that $\mathbb{E}[\Psi_{\gamma}(Y)] \|^{1/q_2} \sim \lambda_1(y, q_2) y^{\gamma + 1/q_2} f(y)$ as $y \rightarrow \infty$, with $\lambda_1(y, q_2) > 0$. Therefore,

$$
||\mathbb{E}[x \Psi_{\gamma}(Y)]|| \leq ||\mathbb{E}[e_{y}]||^{\gamma q} (\lambda_1(y, q_2))^{1/q_2} y^{\gamma + 1/q_2} f(y)^{1/q_2},
$$

(18)
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and Lemma 6 shows that, as $n \to \infty$,

$$
\mathbb{E}[g(Y)\Psi(Y)] \sim A_2(y, c) g(y) \left( y^n \right)
$$

(19)

with $A_2(y, c) > 0$. Collecting (18) and (19) thus yields:

$$
\|\eta(y)\| \leq \frac{1}{\mathbb{E}[g(y)]^{1/q} \Lambda_2(y, c)} \left( y f(y) \right)^{1/q} \|\eta(y)\| \leq O\left( \frac{1}{g(y) F^{1/q}(y)\right)},
$$

(20)

Under assumptions (A1) and (A2), $F \in RV_{1/q}$ and $g \in RV_c$ so that $y \to g(y) F^{1/q}(y)$ is also regularly-varying with index $c - 1/(q\gamma) > 0$. As a consequence, $\|\eta(y)\| \to 0$ as $y \to \infty$ and the first part of the result is proved. Second, (19) shows that, for $y$ large enough, $\mathbb{E}[g(Y)\Psi(Y)] > 0$. Consequently, $\cos(w(y), \beta) \geq 0$ eventually in view of (16), and then (17) entails that $\cos(w(y), \beta) \to 1$ as $y \to \infty$ leading to

$$
\|w(y) - \beta\| = \sqrt{2(1 - \cos(w(y), \beta))} - \sqrt{1 - \cos^2(w(y), \beta)} = O(\|\eta(y)\|) = O\left( \frac{1}{g(y) F^{1/q}(y)\right)},
$$

as $y \to \infty$, from (20). The result is proved.

\[\Box\]

**Proof of Proposition** To establish the joint asymptotic normality of the $2(d+1)$- random vector $\Lambda_n$, we shall prove that any non-zero linear combination of its components is asymptotically Gaussian.

Set $a = (a_1, a_2, a_3, \ldots, a_3, a_4, \ldots, a_{d+1}) \in \mathbb{R}^{2(d+1)}$ and let us investigate the asymptotic distribution of $\chi_n$ defined as follows:

$$
\chi_n = \sqrt{n} \hat{F}(y) \left( a_1 \left( \frac{\hat{F}(y)}{\mathbb{E}(y)\Psi(Y)} - 1 \right) + a_2 \left( \frac{\hat{m}(y)}{\mathbb{E}(y)} - 1 \right) + \sqrt{n} \hat{F}(y) \left( \sum_{j=1}^{d} a_{3j} \left( \frac{\hat{m}_{X,j}(y)}{\mathbb{E}(y)\Psi(Y)} - 1 \right) + a_{4j} \left( \frac{\hat{m}_{X,j}(y)}{\mathbb{E}(y)\Psi(Y)} - 1 \right) \right) \right)
$$

and which can be rewritten as $\chi_n = \sum_{i=1}^{n} \chi_{ia} := \frac{1}{n} \sum_{i=1}^{n} (Z_{ia} - \mathbb{E}(Z_{ia})).$

$$
Z_{ia} = \sqrt{\hat{F}(y) \left( \frac{\alpha_1}{\mathbb{E}(y)} + \frac{\alpha_2 y_i}{\mathbb{E}(y)} + \sum_{j=1}^{d} \frac{\alpha_{3j} X_{ia,j}}{\mathbb{E}(y)} + \sum_{j=1}^{d} \frac{\alpha_{4j} X_{ia,j}^2}{\mathbb{E}(y)} \right)} I_{Y_i \geq y_i}.
$$

Under model (M1), $X_{ia,j} = g(Y_i) \beta_{ia,j} + \epsilon_{ia,j}$, for $j \in \{1, \ldots, d\}$ and $i \in \{1, \ldots, n\}$, we get the following decomposition:

$$
Z_{ia} \overset{d}{=} \frac{1}{\sqrt{n}} (T_{1,ia} + T_{2,ia} + \xi_{3,ia} + \xi_{4,ia} + T_{4,ia}),
$$

where

$$
T_{1,ia} = \frac{\alpha_1}{\sqrt{\hat{F}(y)}} I_{Y_i \geq y_i},
$$

$$
T_{2,ia} = \frac{\alpha_2 y_i}{\sqrt{\hat{F}(y)}} I_{Y_i \geq y_i},
$$

$$
T_{3,ia} = \sqrt{\hat{F}(y)} \left( \sum_{j=1}^{d} \frac{\alpha_{3j} \beta_{ia,j}}{\mathbb{E}(y)} \right) g(Y_i) I_{Y_i \geq y_i},
$$

$$
T_{4,ia} = \sqrt{\hat{F}(y)} \left( \sum_{j=1}^{d} \frac{\alpha_{4j} \epsilon_{ia,j}}{\mathbb{E}(y)} \right) Y_i g(Y_i) I_{Y_i \geq y_i},
$$

Substituting yields $\chi_n = \chi_{0,n} + \chi_{3,n} + \chi_{4,n}$ where

$$
\chi_{0,n} = \frac{1}{\sqrt{n}} \sum_{j=1}^{n} (T_{1,ia,j} - \mathbb{E}(T_{1,ia,j})), \quad \chi_{3,n} = \frac{1}{\sqrt{n}} \sum_{j=1}^{n} (T_{3,ia,j} - \mathbb{E}(T_{3,ia,j})), \quad \chi_{4,n} = \frac{1}{\sqrt{n}} \sum_{j=1}^{n} (T_{4,ia,j} - \mathbb{E}(T_{4,ia,j})).
$$
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Lemma 8 shows that both \(\chi_3 \sim \chi_4\) converge in probability to zero and we therefore focus on the limiting distribution of \(\chi_0\). Clearly, \(\mathbb{E}(\chi_0) = 0\). Turning to the variance of \(\chi_0\) and, since we deal with independent and identically distributed random variables, one has

\[
\text{var}(\chi_0) = \text{var}\left(\sum_{t=1}^n T_{t,n}\right) = \sum_{t=1}^n \text{var}(T_{t,n}) + 2 \sum_{1 \leq i < m \leq 4} \text{cov}(T_{t,i,n}, T_{t,m,n}),
\]

for all \(i \in \{1, \ldots, n\}\). As a preliminary result, the following asymptotic equivalent holds for all \((\zeta, \omega) \in [0, 1, 2]^2\):

\[
\mathbb{E}(Y^2 g(Y)^\omega 1_{Y \geq 1}) \sim \frac{1}{1 - \gamma(\omega c + \zeta)} y_n^2 g(y_n)^\omega \hat{F}(y_n),
\]

(21) as \(n \to \infty\), in view of Lemma 2 and assumption \(2 \gamma(c + 1) < 1\). Moreover, Lemma 2 and Lemma 7(i) yield the following asymptotic equivalents:

\[
\begin{align*}
\bar{m}_y(y_n) &\sim \frac{1}{1 - \bar{Y}} y_n \hat{F}(y_n), \\
\bar{m}_x(y_n) &\sim \frac{b_1}{1 - \gamma(c + 1)} y_n g(y_n) \hat{F}(y_n), \\
\bar{m}_{x,y}(y_n) &\sim \frac{b_1}{1 - \gamma(c + 1)} y_n g(y_n) \hat{F}(y_n),
\end{align*}
\]

(22) which will reveal useful in evaluation of variances and covariances below. We shall also use the notation \(\langle \alpha_\ell \rangle = \sum_{j=1}^d \alpha_{\ell,j}\) for \(\ell \in \{3, 4\}\). A straightforward calculation yields:

\[
\text{var}(T_{1,i,n}) = \alpha_1^2 (1 - \hat{F}(y_n)) \to \alpha_1^2 \text{ as } n \to \infty.
\]

Combining (21) and (22) leads to:

\[
\text{var}(T_{2,i,n}) = \alpha_2^2 \hat{F}(y_n) \left[ \frac{\mathbb{E}(Y^2 1_{Y \geq 1})}{\bar{m}_y^2(y_n)} - 1 \right] \to b_{22} \alpha_2^2 \text{ as } n \to \infty.
\]

Similarly, and taking account of Lemma 2 and Lemma 7(i), one has:

\[
\begin{align*}
\text{var}(T_{3,i,n}) &= \left( \frac{\alpha_3 \beta_j}{\bar{m}_x(y_n)} \right)^2 \left[ \mathbb{E}(g(Y)^2 1_{Y \geq 1}) - \mathbb{E}(g(Y)^2 1_{Y \geq 1}) \right] \\
&\sim \frac{(1 - 2\gamma)^2 (\alpha_3)^2}{2 g(y_n)^2 \hat{F}(y_n)} \left( \frac{g(y_n)^2 \hat{F}(y_n)}{1 - 2\gamma} - \frac{g(y_n)^2 \hat{F}(y_n)^2}{(1 - \gamma)^2} (1 + o(1)) \right) \to b_{33}(\alpha_3)^2 \text{ as } n \to \infty,
\end{align*}
\]

\[
\begin{align*}
\text{var}(T_{4,i,n}) &= \left( \frac{\alpha_4 \beta_j}{\bar{m}x_1(y_n)} \right)^2 \left[ \mathbb{E}(Y^2 g(Y)^2 1_{Y \geq 1}) - \mathbb{E}(Y g(Y)^2 1_{Y \geq 1}) \right] \\
&\sim \frac{(1 - \gamma(c + 1)) (\alpha_4)^2}{2 g(y_n)^2 \hat{F}(y_n)} \left( \frac{y_n g(y_n) \hat{F}(y_n)}{1 - 2\gamma(c + 1)} - \frac{y_n g(y_n) \hat{F}(y_n)^2}{(1 - \gamma(c + 1))^2} (1 + o(1)) \right) \to b_{44}(\alpha_4)^2 \text{ as } n \to \infty.
\end{align*}
\]

The covariances are evaluated in a similar way. First, terms involving \(T_{1,i,n}\) can be readily calculated:

\[
\text{cov}(T_{1,i,n}, T_{2,i,n}) = \text{cov} \left( \frac{\alpha_1}{\sqrt{\hat{F}(y_n)}}, \frac{\alpha_2}{g(y_n)^\omega} \right) \to \alpha_1 \alpha_2 \text{ as } n \to \infty,
\]
\[ \text{cov}(T_{1,n}, T_{2,n}) = \text{cov}\left( \frac{\alpha_{1}}{\sqrt{F(y_{n})}} \mathbb{I}_{\{Y \geq x_{1} \}}, \sqrt{F(y_{n})} \left( \sum_{j=1}^{d} \frac{\alpha_{3,j} \beta_{j}}{m_{X,j}(y_{n})} g(Y) \mathbb{I}_{\{Y > x_{1} \}} \right) \right) \]

\[ \sim (1 - \gamma)(1 - \gamma c) \alpha_{2}(\alpha_{4}) \frac{\gamma_{n} g(y_{n}) F(y_{n})}{y_{n} g(y_{n}) F(y_{n})} \left( \frac{\gamma_{n} g(y_{n}) F(y_{n})}{1 - \gamma(c + 1)} - \gamma_{n} g(y_{n}) F(y_{n}) (1 + o(1)) \right) \]

\[ \sim b_{23} \alpha_{2}(\alpha_{4}) \text{ as } n \to \infty. \]

Finally, it follows that, as \( n \to \infty \),

\[ \text{var}(\chi'_{0,n}) \to a_{2}^{2} + b_{22} a_{2}^{2} + b_{33}(\alpha_{3})^{2} + b_{44}(\alpha_{4})^{2} + 2 \alpha_{1}(\alpha_{2} + \langle \alpha_{3} \rangle + \langle \alpha_{4} \rangle) + 2 \alpha_{2}(b_{23}(\alpha_{3}) + b_{24}(\alpha_{4})) + 2 b_{34}(\alpha_{3})(\alpha_{4}) = a' B a, \]

where \( B \) is given in the statement of the Proposition. Remark that \( \chi'_{0,n} \) is the sum of a triangular array of independent, identically distributed and centered random variables, one may use Lyapunov criterion \([6, \text{Theorem 27.3}]\), to prove its asymptotic normality. To this end, consider \( \delta \in (0, \frac{1}{2\alpha_{1} + 1} - \gamma) \) and let us show that

\[ n^{2d} \left| \sum_{I_{1}=1}^{d} T_{I_{1},n} - \mathbb{E}(T_{I_{1},n}) \right|^{2d} \to 0 \text{ as } n \to \infty. \]  

(25)
Using both triangle and Jensen inequalities, we get
\[
\mathbb{E}\left[ \frac{1}{n}\left( \sum_{i=1}^{4} |T_{f,i,n} - \mathbb{E}(T_{f,i,n})|^2 \right)^{2\delta} \right]^{1/(2\delta)} \leq \frac{1}{n} \sum_{i=1}^{4} \left( \mathbb{E}[|T_{f,i,n}|^2]^{1/(2\delta)} \right)^{2\delta} \leq 8 \max_{1 \leq i \leq 4} \mathbb{E}[|T_{f,i,n}|^2]^{1/(2\delta)}.
\]

Lemma 3 and Lemma 7(i) yield, as \( n \to \infty \),
\[
\mathbb{E}[|T_{f,i,n}|^2]^{1/(2\delta)} \sim F(n)\|\|_{2\delta},
\]
\[
\mathbb{E}[|T_{f,i,n}|^2]^{1/(2\delta)} \sim (\alpha_i)^{2\delta} \|\|_{1/(2\delta)} - (\gamma \varepsilon)^{2\delta} \|\|_{1/(2\delta)},
\]
\[
\mathbb{E}[|T_{f,i,n}|^2]^{1/(2\delta)} \sim F(n)(\alpha_i)^{2\delta} \|\|_{1/(2\delta)} - (\gamma \varepsilon)^{2\delta} \|\|_{1/(2\delta)}.
\]

leading to
\[
n\mathbb{E}\left[ \sum_{i=1}^{4} |T_{f,i,n} - \mathbb{E}(T_{f,i,n})|^2 \right]^{2\delta} \sim O\left( (nF(n))^{2\delta} \right) \to 0 \text{ as } n \to \infty,
\]
which proves (25). As a conclusion, \( \chi_{\alpha B} \xrightarrow{d} N(0, \alpha^2 \beta A) \) and \( \mathbb{E}[F(n)]_{\alpha B} \xrightarrow{d} N(0, B) \).

**Proof of Proposition 4**

Let us denote by \( \sigma^{-1}_n := \sqrt{nF(n)} \) and prove in a first step that
\[
\sigma^{-1}_n \left( \frac{\hat{\mu}(y_n) - \mu(y_n)}{\|\| y_n ||} \right)_{1 \leq j \leq d} \xrightarrow{d} \xi \sim N(0, (A, \gamma))
\]
using the notations introduced in Proposition 3. Denoting by \( \tilde{\theta}_n := \sigma^{-1}_n \delta_{\alpha B} \), Proposition 3 shows that:
\[
\hat{F}(y_n) = F(y_n)(1 + \sigma_n \tilde{\theta}_n),
\]
\[
\hat{m}_X(y_n) = m_X(y_n)(1 + \sigma_n \tilde{\theta}_n),
\]
\[
\hat{m}_y(y_n) = m_y(y_n)(1 + \sigma_n \tilde{\theta}_n),
\]
\[
\text{for all } j \in \{1, \ldots, d\} \text{ and with } \tilde{\theta}_n \xrightarrow{d} N(0, B). \]

Substituting in (4), we get
\[
\hat{v}_j(y_n) = \hat{F}(y_n)\tilde{\theta}_n + \hat{m}_X(y_n) \tilde{\theta}_n + \hat{m}_y(y_n) \tilde{\theta}_n + \hat{F}(y_n) m_X(y_n) \tilde{\theta}_n + \hat{m}_X(y_n) m_y(y_n) \tilde{\theta}_n,
\]
and taking account of \( v_j(y_n) = F(y_n) m_X(y_n) m_y(y_n) \) and \( \sigma_n \to 0 \) yields
\[
\sigma^{-1}_n (\hat{v}_j(y_n) - v_j(y_n)) = \hat{F}(y_n) m_X(y_n) \left[ \beta_{1,n} + \theta_{j+2,n} + \sigma_n \tilde{\theta}_n \right] - m_X(y_n) m_y(y_n) \left[ \beta_{2,n} + \theta_{j+2,n} + \sigma_n \tilde{\theta}_n \right].
\]

From (25) and (26) in the proof of Proposition 3, it follows that, for all \( j \in \{1, \ldots, D\} \):
\[
\frac{\sigma^{-1}_n}{\mathbb{E}[F(y_n)^2]} (\hat{v}_j(y_n) - v_j(y_n)) = \beta_j \left[ (1 - \gamma (c + 1)) \beta_{1,n} + \theta_{j+2,n} + \sigma_n \tilde{\theta}_n \right] - \beta_j \left[ (1 - \gamma (1 - \gamma (c + 1))) \beta_{2,n} + \theta_{j+2,n} + \sigma_n \tilde{\theta}_n \right].
\]

Besides, Lemma 4 yields \( \mathbb{E}[\|v(y_n)\|] = F(y_n) \mathbb{E}[f(Y) \Psi_y(Y)] \|\| \beta + \eta(y_n) \|\| \), with \( \mathbb{E}[f(Y) \Psi_y(Y)] \sim \lambda_2(c, y) \gamma g(y_n) F(y_n) \) and \( \|\| \beta + \eta(y_n) \|\| \to 1 \) as \( y_n \to \infty \), from (19) and (20) in the proof of Proposition 2. It follows that
\[
\|v(y_n)\| = \lambda_2(c, y) \gamma g(y_n) F^2(y_n)(1 + o(1)).
\]

Collecting (27) and (28) entails, for all \( j \in \{1, \ldots, d\} \):
\[
\frac{\sigma^{-1}_n}{\mathbb{E}[F(y_n)^2]} (\hat{v}_j(y_n) - v_j(y_n)) = \beta_j \left[ a_1 (\theta_{1,n} + \theta_{j+2,n}) - a_2 (\theta_{2,n} + \theta_{j+2,n}) \right] + o(1),
\]
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where we have defined $a_1 = (1 - \gamma)(1 - \gamma c)/(\gamma^2 c)$ and $a_2 = (1 - \gamma(c + 1))/(\gamma^2 c)$. Consequently, we have proved that

$$
\frac{\sigma_n^{-1}}{||v(y_n)||}(\tilde{v}_j(y_n) - v_j(y_n)) \xrightarrow{d} \mathcal{N}(0, \text{diag}(\beta_1, \ldots, \beta_d)A\text{diag}(\beta_1, \ldots, \beta_d)),
$$

where $A$ is the $d \times 2(d + 1)$ matrix defined as follows

$$
A = \begin{pmatrix}
    a_1 & -a_2 & -a_2 & 0 & \ldots & 0 & 0 \\
    a_1 & -a_2 & 0 & -a_2 & \ldots & 0 & 0 \\
    \vdots & \vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
    \vdots & \vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
    a_1 & -a_2 & 0 & \ldots & 0 & -a_2 & 0 \\
    0 & \ldots & 0 & -a_2 & \ldots & \vdots & \vdots \\
    0 & \ldots & 0 & \ldots & \vdots & \vdots & 0 \\
    0 & \ldots & 0 & \ldots & \vdots & 0 & a_1 \\
\end{pmatrix}
$$

Straightforward algebra shows that $\text{diag}(\beta_1, \ldots, \beta_d)A\text{diag}(\beta_1, \ldots, \beta_d) = A(c, \gamma)(\beta_1, \ldots, \beta_d)\lambda_1(\beta_1, \ldots, \beta_d)$, so that the limiting Gaussian distribution is non-degenerated in the only direction $(\beta_1, \ldots, \beta_d)$. Therefore, the convergence in distribution (29) can be rewritten as in (26). The second step consists in proving that

$$
\sigma_n^{-1}(\tilde{v}_j(y_n) - v_j(y_n)) \xrightarrow{P} 0.
$$

(30)

For all $j \in \{d + 1, \ldots, p\}$ and $\zeta \in [0, 1]$, the inverse model $(M_1)$ shows that

$$
\hat{m}_{X_j, y}(y_n) = \frac{1}{n} \sum_{k=1}^{n} X_{ij} Y_{kj} I_{y_n} = \frac{1}{n} \sum_{i=1}^{n} \tilde{v}_i Y_{ij} I_{y_n}.
$$

Moreover, from (15) in the proof of Lemma (8) we have

$$
\text{var}(\hat{m}_{X_j, y}(y_n)) = O\left(\frac{\gamma^2 n \tilde{F}(y_n)^{1/2}}{n}\right),
$$

and recalling that $E(\hat{m}_{X_j, y}(y_n)) = m_{X_j, y}(y_n)$, a straightforward application of Markov inequality yields

$$
\hat{m}_{X_j, y}(y_n) = m_{X_j, y}(y_n) + O_P\left(\frac{\gamma^2 n \tilde{F}(y_n)^{1/2}}{\sqrt{n}}\right).
$$

Substituting in (4) and taking into account Lemma (7)ii) yield

$$
\tilde{v}_j(y_n) = \tilde{F}(y_n)\hat{m}_{X_j, y}(y_n) - \hat{m}_{X_j, y}(y_n)\tilde{v}_j(y_n)
$$

$$
= \tilde{F}(y_n)(1 + \sigma_n \theta_{y_n}) m_{X_j, y}(y_n) + O_P\left(\frac{\gamma^2 n \tilde{F}(y_n)^{1/2}}{\sqrt{n}}\right) - m_{X_j, y}(y_n)(1 + \sigma_n \theta_{y_n}) m_{X_j, y}(y_n) + O_P\left(\frac{\gamma^2 n \tilde{F}(y_n)^{1/2}}{\sqrt{n}}\right)
$$

$$
= \tilde{v}_j(y_n) + O_P\left(\frac{\gamma^2 \tilde{F}(y_n)^{1/2}}{\sqrt{n}}\right).
$$

Therefore, in view of (28), we have

$$
\sigma_n^{-1}(\tilde{v}_j(y_n) - v_j(y_n)) = O_P\left(\frac{1}{g(y_n) \tilde{F}(y_n)^{1/2}}\right),
$$

for all $j \in \{d + 1, \ldots, p\}$, as $n \to \infty$ and since $\tilde{F}(\cdot)^{1/2}g(\cdot)$ is regularly-varying with index $c - 1/(\gamma q) > 0$. Finally, we can then infer that (30) holds, hence the result.
Proof of Theorem 1 Let us recall that $\sigma_n^{-1} = \sqrt{n F(y_n)}$ and consider the expansion

$$
\sigma_n^{-1} \left( \frac{\hat{v}(y_n)}{\|v(y_n)\|} \right) = \sigma_n^{-1} \left( \frac{\hat{v}(y_n)}{\|v(y_n)\|} - w(y_n) \right) + o_n^{-1} (w(y_n) - \beta).
$$

First, Proposition 1 shows that

$$
\sigma_n^{-1} \left( \frac{\hat{v}(y_n)}{\|v(y_n)\|} - w(y_n) \right) \xrightarrow{d} \xi \beta,
$$

where $\xi \sim N (0, \lambda(c, \gamma))$. Second, Proposition 2 entails that

$$
\sigma_n^{-2} \|w(y_n) - \beta\|^2 = O \left( \frac{n F^{1/2}(y_n)}{\tilde{g}^2(y_n)} \right) \to 0,
$$

as $y_n \to \infty$, and the result is proved.
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Supplementary material for
“Extreme Partial Least-Squares”
by M. Bousebata, G. Enjolras & S. Girard

This Supplementary material includes additional results on \( n = 1000 \) simulated data (Section 5 of the main paper). The finite sample behavior of the EPLS estimator \( \hat{v}(y_n) \) is illustrated and compared to SIMEXQ (single-index model extreme quantile) estimator. Seven cases are investigated:

- dimension \( p = 3 \), Frank copula and Student distribution (Fig. 1),
- dimension \( p = 30 \), Frank copula and Pareto distribution (Fig. 2),
- dimension \( p = 30 \), Frank copula and Student distribution (Fig. 3),
- dimension \( p = 3 \), Gaussian copula and Pareto distribution (Fig. 4),
- dimension \( p = 3 \), Gaussian copula and Student distribution (Fig. 5),
- dimension \( p = 30 \), Gaussian copula and Pareto distribution (Fig. 6),
- dimension \( p = 30 \), Gaussian copula and Student distribution (Fig. 7),

while the remaining case (\( p = 3 \), Frank copula and Pareto distribution) is presented in Fig. 2 of the main paper.
Fig. 1: Finite sample behaviour of EPLS \( \hat{v}(Y_{n+k+1:n}) \) (left) and SIMEXQ (right) estimators, on simulated data from a Student distribution. Frank copula, dimension \( p = 3 \). Horizontally: number \( k \in \{1, \ldots, 200\} \) of exceedances, vertically: PC(\( Y_{n+k+1:n} \)) quality measure. From top to bottom, Frank copula parameter \( \theta \in \{0, 10, 20\} \). The powers \( c \in \{1/4, 1/2, 1, 3/2\} \) of the link function \( g(t) = t^c \) are displayed in [black, yellow, green, red].
Fig. 2: Finite sample behaviour of EPLS $\hat{\delta}(Y_{n-k+1:n})$ (left) and SIMEXQ (right) estimators, on simulated data from a Pareto distribution. Frank copula, dimension $p = 30$. Horizontally: number $k \in \{1, \ldots, 200\}$ of exceedances, vertically: PC$(Y_{n-k+1:n})$ quality measure. From top to bottom, Frank copula parameter $\theta \in \{0, 10, 20\}$. The powers $c \in \{1/4, 1/2, 1, 3/2\}$ of the link function $g(t) = t^c$ are displayed in [black, yellow, green, red].
Fig. 3: Finite sample behaviour of EPLS $\hat{v}(Y_{n-k+1,n})$ (left) and SIMEXQ (right) estimators, on simulated data from a Student distribution. Frank copula, dimension $p = 30$. Horizontally: number $k \in \{1, \ldots, 200\}$ of exceedances, vertically: $\text{PC}(Y_{n-k+1,n})$ quality measure. From top to bottom, Frank copula parameter $\theta \in \{0, 10, 20\}$. The powers $c \in \{1/4, 1/2, 1, 3/2\}$ of the link function $g(t) = t^c$ are displayed in [black, yellow, green, red].
Fig. 4: Finite sample behaviour of EPLS $\hat{\psi}_{n+k+1}$ (left) and SIMEXQ (right) estimators, on simulated data from a Pareto distribution, Gaussian copula, dimension $p = 3$. Horizontally: number $k \in \{1, \ldots, 200\}$ of exceedances, vertically: $PC(Y_{n+k+1})$ quality measure. From top to bottom, Gaussian copula parameter $\theta \in \{0, 0.87, 0.96\}$. The powers $c \in \{1/4, 1/2, 1, 3/2\}$ of the link function $g(t) = t^c$ are displayed in [black, yellow, green, red].
Fig. 5: Finite sample behaviour of EPLS $\hat{\eta}(Y_{n-k+1:n})$ (left) and SIMEXQ (right) estimators, on simulated data from a Student distribution, Gaussian copula, dimension $p = 3$. Horizontally: number $k \in \{1, \ldots, 200\}$ of exceedances, vertically: $PC(Y_{n-k+1:n})$ quality measure. From top to bottom, Gaussian copula parameter $\theta \in \{0, 0.87, 0.96\}$. The powers $c \in \{1/4, 1/2, 1, 3/2\}$ of the link function $g(t) = t^c$ are displayed in [black, yellow, green, red].
Fig. 6: Finite sample behaviour of EPLS $\hat{v}(Y_{n-k+1,n})$ (left) and SIMEXQ (right) estimators, on simulated data from a Pareto distribution, Gaussian copula, dimension $p = 30$. Horizontally: number $k \in \{1, \ldots, 200\}$ of exceedances, vertically: $PC(Y_{n-k+1,n})$ quality measure. From top to bottom, Gaussian copula parameter $\theta \in \{0, 0.87, 0.96\}$. The powers $c \in \{1/4, 1/2, 1, 3/2\}$ of the link function $g(t) = t^c$ are displayed in {black, yellow, green, red}. 
Fig. 7: Finite sample behaviour of EPLS \( \hat{\nu}(Y_{n-k+1}) \) (left) and SIMEXQ (right) estimators, on simulated data from a Student distribution, Gaussian copula, dimension \( p = 30 \). Horizontally: number \( k \in \{1, \ldots, 200\} \) of exceedances, vertically: \( PC(Y_{n-k+1}) \) quality measure. From top to bottom, Gaussian copula parameter \( \theta \in \{0, 0.87, 0.96\} \). The powers \( c \in \{1/4, 1/2, 1, 3/2\} \) of the link function \( g(t) = t^c \) are displayed in \{black, yellow, green, red\}. 
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