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Abstract. Iterative methods are widely used in probabilistic model
checking to compute quantitative reachability values. Redundant com-
putation is a significant drawback of iterative methods that affects the
performance of probabilistic model checking. In this paper we propose a
new approach to avoid redundant computations for reachability analy-
sis of discrete-time Markov processes. Redundant computations can be
avoided by considering transitions with Dirac distributions. If two states
of a Markov chain are connected with a Dirac transition, the iterative
method can postpone the update of the source state until the value of
the destination state is computed. Using this approach, we propose two
heuristics to improve the performance of iterative methods for comput-
ing unbounded reachability probabilities in discrete-time Markov chains
and Markov decision processes. The proposed heuristics can be lifted
to the computations of expected rewards and have been implemented
in PRISM model checker. Several standard case studies have been used
and experimental results show that our heuristics outperform most well-
known previous iterative methods.

Keywords: Probabilistic Model Checking · Quantitative Verification ·
Markov Decision Processes · Discrete-time Markov Chains.

1 Introduction

Model checking is a formal approach for verifying quantitative and qualitative
properties of computer systems. In this way, the system is modelled by a labelled
transition system, and its properties are specified in temporal logic. Because of
some stochastic behaviours of these systems, we can use probabilistic model
checking to analyse the quantitative property specifications of these systems
[1–3]. In this domain, we can use discrete and continuous time Markov Chains
to model fully probabilistic systems. Besides, Markov Decision Processes [5] are
used to model systems with both probabilistic and non-deterministic behaviours.
Probabilistic Computation Tree Logic (PCTL) [1] is used to formally specify the
related system properties. A main part of PCTL properties against MDPs can
be verified by computing the extremal reachability probability: The maximal or
minimal probability of reaching a given set of goal states. For quantitative parts,
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numerical computations are needed to calculate these reachability probabilities
[2, 6]. Linear programming [1, 3], value iteration and policy iteration are well-
known numerical approaches for computing the optimal reachability probabilities
[2, 5]. PRISM [4] and STORM [7] are examples of probabilistic model checkers
that use these numerical methods to compute reachability probabilities.

One of the main challenges of model checking in all variants is the state
space explosion problem,i.e., the excessive space requirement to store the states
of the model in the memory [1, 9]. For probabilistic model checking, we have
the additional difficulty of solving linear programs. For the feasibility of the
algorithms we need efficient heuristics to decrease the running time of these
algorithms [3]. A wide range of approaches has been proposed for probabilis-
tic model checking in previous works to tackle these problems. Symbolic model
checking [9], compositional verification [10], symmetry reduction for probabilistic
systems [11], incremental model construction [12] and statistical model checking
[6] have been proposed to reduce the needed space for probabilistic model check-
ing. In addition, several approaches are used to accelerate standard algorithms
for probabilistic model checking. SCC-based approaches [13, 14] identify strongly
connected components (SCCs) of the underlying model and compute reachabil-
ity probabilities of the states of each component in a right order. Learning based
algorithms use the idea of real-time dynamic programming to solve reachability
probability problems of MDPs [15]. Prioritization methods focus on finding a
good state ordering to update the values of states during iterative computations
[13, 14]. The idea of finding Maximal End Components (MECs) is used in [3] to
reduce the number of states of the model. Several techniques are proposed in
[17] to reduce the size of a DTMC model. These techniques are used to reduce
the model for finite-horizon properties.

In this paper, we propose new heuristics to reduce the number of updates and
the running time of iterative methods for computing reachability probabilities.
Our methods consider the set of transitions that lead to a Dirac distribution (a
transition with probability one) and use the fact that any two states of a DTMC
that are connected with a Dirac transition have the same (unbounded) reacha-
bility probabilities and the difference between their expected rewards equals to
the defined reward of the transition. Although our heuristic can be considered
as a special case of weak bisimulation, its time complexity is linear in the size
of the underlying model. Our experiments show that an iterative method with
our heuristic outperforms the one with bisimulation minimization. The main
contributions of our work are as follows:

– We first propose a Dirac-based method to avoid redundant updates in the
computation of reachability probabilities in DTMCs.

– To use our method for MDPs, we propose it as an extension of modified
policy iteration method to compute the extremal reachability probabilities
and expected rewards. We also apply the heuristic for SCC-based methods
to use the benefits of SCC decomposition approaches.

A main advantage of our heuristic is its time complexity that is linear in the
size of model. The remainder of this paper is structured as follows: Section 2
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reviews some related definitions. In section 3 we review the probabilistic model
checking algorithms. Section 4 proposes the Dirac-based method to improve
the iterative computations for reachability probabilities. Section 5 shows the
experimental results and Section 6 concludes the paper.

2 Preliminaries

In this section, we provide an overview of DTMCs and MDPs and reachability
properties. We mainly follow the notations of [1, 13]. Let S be a countable set.
A discrete probability distribution on S is a function P : S → [0, 1] satisfying∑
s∈S P (s) = 1. We use Dist(S) as the set of all distributions on S. The support

of P is defined as the set Supp(P ) = {s ∈ S|P (s) > 0}. A distribution P is Dirac
if Supp(P ) has only one member. More details about the proposed definitions
in this section and their related probability measures are available in [1, 2, 16].

2.1 Discrete-time Markov Chains

Definition 1. A Discrete-time Markov Chain (DTMC) is a tuple D = (S, ŝ,
P, R,G) where S is a countable, non-empty set of states, ŝ ∈ S is the initial
state, P : S×S → [0, 1] is the probabilistic transition function, R : S×S → <≥0
is a reward function wich assigns to each transition of P a non-negative reward
value and G ⊆ S is the set of Goal states.

A DTMC D is called finite if S is finite. For a finite D, size(D) is the number
of states of D plus the number of transitions of the form (s, s′) ∈ S × S with P
(s, s′) > 0. A path represents a possible execution of D [2] and is a non-empty
(finite or infinite) sequence of states s0s1s2... such that P(si, si+1) > 0 for all
i ≥ 0. We use PathsD,s to denote the set of all paths of D that start in the state
s and we use FPathsD,s for the subset of finite paths of PathsD,s . We also use
PathsD and FPathsD for ∪s∈SPathsD,s and ∪s∈SFPathsD,s respectively. For a
finite path π = s0s1...sk, the accumulated reward is defined as:

∑
i<k R(si, si+1).

For an infinite path π = s0s1... and for every j ≥ 0, let π[j] = sj denote the
(j + 1)th state of π and π[..j] the (j + 1)th prefix of the form s0s1...sj of π. We
use pref(π) as the set of all prefixes of π.

2.2 Probability Measure of a Markov Chain

In order to reason about the behaviour of a Markov chain D, we need to formally
use the cylinder sets of the finite paths of D [1].
Definition 2. The Cylinder set of a finite path π̂ ∈ FPathsD is defined as
Cyl(π̂) = {π ∈ PathsD|π̂ ∈ pref(π)}. The probability measure PrD is defined
on the cylinder sets as PrD(Cyl(s0...sn)) =

∏
0≤i<n P(si, si+1).

2.3 Markov Decision Processes

Markov Decision Processes (MDPs) are a generalization of DTMCs that are used
to model systems that have a combination of probabilistic and non-deterministic
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behaviour. An MDP is a tuple M = (S, ŝ, Act, δ, R,G) where S, ŝ and G are the
same as for DTMCs, Act is a finite set of actions, R : S × Act × S → <≥0 is
a reward function, assigns to each transition a non-negative reward value and
δ : S×Act→ Dist(S) is a probabilistic transition function. For every state s ∈ S
of an MDP M one or more actions of Act are defined as enabled actions. We
use Act(s) for this set and define it as Act(s) = {α ∈ Act | δ(s, α) is defined}.

For s ∈ S and α ∈ Act(s) we use Post(s, α) for the set of α successors of s,
Post(s) for all successors of s and Pre(s) for predecessors of s [1]:

Post(s, α)
.
= {s′ ∈ S | δ(s, α, s′) > 0}, (1)

Post(s)
.
= ∪α∈Act(s)Post(s, α), (2)

To evaluate the operational behaviour of an MDP M we should consider two
steps to take a transition from a state s ∈ S. First, one enabled action α ∈ Act(s)
is chosen non-deterministically. Second, according to the probability distribu-
tion δ(s, α), a successor state s′ ∈ Post(s, α) is selected randomly. In this case,
δ(s, α)(s′) determines the probability of a transition from s to s′ by the action
α ∈ Act(s). We extend the definition of paths for MDPs: A path in an MDP

M is a non-empty (finite or infinite) sequence π = s0
α0→ s1

α1→ ... where si ∈ S
and αi ∈ Act(si) and si+1 ∈ Post(si, αi) for every i ≥ 0. Similar to the case
with DTMCs, for a state s ∈ S, we use PathsM ,s to denote the set of all paths
of M starting in s and FPathsM ,s for all finite paths of it. For reasoning about
the probabilistic behaviour of an MDP we use the notion of policy (also called
adversary) [2, 3, 6].
Definition 3. A (deterministic) policy of an MDP M is a function σ : FPathM →
Act that for every finite path π = s0

α0→ s1
α1→ ...

αi−1→ si selects an enabled action
αi ∈ Act(si). The policy σ is memoryless if it depends only on the last state
of the path. In general, a policy is defined as function of FPathM to a distri-
bution on Act. However, memoryless and deterministic policies are enough for
computing the optimal unbounded reachability probabilities [2]. We use PolM
for the set of all deterministic and memoryless policies of M. A policy σ ∈ PolM
resolves all non-deterministic choices in M and induces a DTMC Mσ for which
every state is a finite path of M .
Definition 4 Induced DTMC. For an MDP M = (S, ŝ, Act, δ, R,G) and a
policy σ, the induced DTMC is Mσ = (FPathM , ŝ, P

σ, G′) where:

– Every path π ∈ FPathM is a state of Mσ

– For every π = s0
α0→ s1

α1→ ...
αn−1→ sn, Pσ(π, π

α(sn)→ sn+1) = δ(sn, σ(sn))(sn+1).
– G′ = {s0s1...sn ∈ FPathM |sn ∈ G}

2.4 Probability Measure for MDPs

For a policy σ and any infinite path s0
α0→ s1

α1→ ... ∈ PathsM , we define the
following bijection function f to associate the infinite paths in M and Mσ [2]:

f(s0
α0→ s1

α1→ ...)
def
= (s0)(s0α0s1)...
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where αi = σ(si) for all i ≥ 0. We can use this function and the probability
measure PrM

σ

for the induced DTMC Mσ to define the probability measure
PrMσ over PathsM [1, 3]. We use PrMσ to capture the behaviour of M under σ.

Although the number of states of the induced DTMC D is (countably) in-
finite, for memoryless policies its state space is isomorphic to S and we can
reduce Mσ to an |S|-state quotient DTMC. The quotient DTMC for an MDP
M = (S, ŝ, Act, δ, R,G) and a deterministic finite-memory policy σ is the finite
state DTMC Mσ = (S, ŝ,P, R′, G) where S, G and ŝ are the same as in M ,
and P : S × S → [0, 1] is a transition probability function defined as P(s, s′) =
δ(s, σ(s))(s′) and R′ is a reward function where R′(s, s′) = R(s, σ(s))(s′) [2].

3 Probabilistic Model Checking

The aim of probabilistic model checking is to verify a desired quantitative or qual-
itative property of the system. A main class of PCTL properties includes reacha-
bility probabilities and expected rewards. For DTMCs, a reachability probability
is the probability of reaching the set of goal states G and for MDPs, it is the
extremal probability of reaching G. Reward-based properties are defined as the
expected accumulated reward (extremal expected reward in the case of MDPs)
until reaching a goal state [1]. To formally reason about reachability probabili-
ties, we need to define a probability measure on the set of paths that reach to
some states in G. For a state s0 ∈ S, let reachs0(G) be the set of all paths that
start from s0 and have a state from G:

reachs0(G)
def
= {π ∈ PathsD,s0 | π[i] ∈ G for some i ≥ 0}.

The probability measure on the set reachs0(G) is defined as [1]:

PrD(reachs0(G)) =
∑

s0s1...sn∈reachs0 (G)

PrD(Cyl(s0s1...sn)).

For MDPs, reachability probabilities are defined as the extremal probabilities
of reaching goal states [13, 16]:

PrMmax(reachs0(G))
def
= supσ∈PolMPr

M
σ (reachs0(G))

Reachability probability properties are divided into qualitative and quan-
titative properties. A qualitative property of a probabilistic system means the
probability of reaching the set of goal states is either 0 or 1 [1]. Qualitative
verification is a method to find the set of states for which this reachability prob-
ability is exactly 0 or 1. We denote these sets by S0 and S1, respectively. For
the case of MDPs, we are interested to find those states for which the maxi-
mum or minimum reachability probability is 0 or 1. These sets are denoted by
S0
min,S0

max,S1
min and S1

max and can be computed by graph-based methods [2].
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3.1 Quantitative Properties

In probabilistic model checking, we consider a PCTL property to be quantitative
if the probability of reaching goal states is not exactly 0 or 1. Verification of
quantitative properties usually reduces to solving a linear time equation system
(for DTMCs) or solving a Bellman equation for MDPs [3, 5]. For an arbitrary
state s ∈ S in a DTMC D, let xs be the probability of reaching G from s, i.e.,
xs = PrD(reachs(G)). The values of xs for all s ∈ S are obtained as the unique
solution of the linear equation system [1, 2]:

xs =

0 if s ∈ S0

1 if s ∈ S1∑
s′∈S P(s, s′).xs′ if s ∈ S?

where S? = S\(S0 ∪ S1). A model checker can use any direct method (e.g.
Gaussian elimination) or iterative method (e.g. Jacobi, Gauss-Seidel) to compute
the solution of this linear equation system.

For the case of MDPs, we consider xs as the maximum (or minimum) prob-
ability of reaching G, i.e., xs = PrMmax(reachs(G)). In this case, the values of xs
are obtained as the solution of the Bellman equation system:

xs =


0 if s ∈ S0

max

1 if s ∈ S1
max

max
α∈Act(s)

∑
s′∈S δ(s, α)(s′).xs′ if s ∈ S?

max

where S?
max = S\(S0

max∪S1
max). Using xs for the maximal expected accumulated

reward, we have [1, 2]:

xs =


0 if s ∈ G
∞ if s /∈ S1

min

max
α∈Act(s)

∑
s′∈S(R(s, α, s′) + δ(s, α)(s′).xs′) otherwise

Some standard direct algorithms (like Simplex algorithm [11]) are able to com-
pute the precise values for the Bellman equation. The main drawback of direct
methods is their scalability that limits them to relatively small models [2]. Iter-
ative methods are other alternatives to approximate the values of xs.

3.2 Iterative Methods for Quantitative Reachability Probabilities

Value iteration (VI) and policy iteration (PI) are two standard iterative methods
that are used to compute the quantitative properties in probabilistic systems.
VI and its Gauss-Seidel extension are widely studied in the previous works [1,
16, 15, 2, 13]. We review PI, which is used in the remaining of this paper.

Policy Iteration This method iterates over policies in order to find the
optimal policy that maximizes reachability probabilities of all states. Starting
from an arbitrary policy, it improves policies until reaching no change in them [2].
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For each policy, the method uses an iterative method to compute the reachability
probability values of quotient DTMCs and updates the value of states of the
original MDP. The termination of this method is guaranteed for every finite MDP
[2]. Modified policy iteration (MPI) [5] performs a limited number of iterations
for each quotient DTMC (100 iterations for example) and updates the policy
after doing this number of iterations. Algorithm 1 shows the standard policy
iteration to compute PrMmax(reachs(G)). We consider a policy as a mapping σ
from states to actions. In lines 7-9, the algorithm uses a greedy approach to
update the policy σ. More details about this algorithm are available in [2].

Algorithm 1 Policy iteration for Pmaxs (G).

input: an MDP M = (S, ŝ, Act, δ,G)
output: Approximation of PrMmax(reachs(G)) for all s ∈ S
for all s ∈ S do

xs ←

{
1, if s ∈ S1

max

0, otherwise

end for
select an arbitrary policy σ;
repeat

Compute xs = PrMσ (reachs(G)) for all s ∈ S;
for all s ∈ S? do
σ(s)← argmaxa∈Act(s)

∑
s′∈S δ(s, a)(s′)× ps′ ;

end for
until σ has not changed;

4 Improving Iterative Methods for Quantitative
Reachability Probabilities

We use a heuristic to improve the performance of iterative methods for DTMCs.
It considers transitions with Dirac distributions. For this class of transitions,
the reachability probability values of the source and destination states of the
transition are the same. The idea of our heuristic is to avoid useless updates in
order to reduce the total number of updates before termination. We use it to
improve the performance of policy iteration method for computing reachability
probabilities in MDPs. In this case, Dirac transitions are considered to reduce
the number of updates in the computations of each quotient DTMCs. We apply
this technique on the SCC-based method to improve the performance of this
approach. Although the idea of considering Dirac transitions has been used as a
reduction technique in [8], it has been only proposed for the case of deterministic
Dirac transitions. The main contribution of our work is to use this heuristic
for improving the MPI method for both reachability probabilities and expected
rewards to cover nondeterministic action selections. To the bet of our knowledge,
none of state of the art model checkers support this technique.
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4.1 Using Transitions with Dirac Probability

In our work, we consider transitions with Dirac distribution (which we call Dirac
transitions) to avoid redundant updates of state values. This type of transitions
is also used in statistical model checking [6] but we use it to accelerate iter-
ative methods. For a DTMC D, a Dirac transition is a pair of states s and
s′ with P(s, s′) = 1. Based on the definition, for this pair of states, we have
PrD(reachs(G)) = PrD(reachs′(G)). As a result, we can ignore this transition
and postpone the update of the value of s until the convergence of the value of
s′. Our approach updates the value of s only once and avoids redundant updates.
However, there may be some incoming transitions to s that need the value of s
in every iteration. Consider Fig. 1 and suppose s is the target state of a transi-
tion of the form (t, s). In this case the value of s affects the value of t and we
should modify the incoming transitions to s to point to s′. Algorithm 2 shows

Fig. 1. An example of a Dirac transition (left) and the modified DTMC (right)

details of our approach to remove Dirac transitions from a DTMC D and reduce
it to smaller DTMC D′. The main idea of this algorithm is to partition the
state space of D to Dirac-based classes. A Dirac-based class is the set of states
that are connected by Dirac transitions. The algorithm uses the DBC array to
partition S? to the related classes. Consider for example a sequence of states of
the form si, sj , ..., sk−1, sk where there exists Dirac transitions between each two
consecutive states and the outgoing transition of sk is not a Dirac one or sk is
one of si, ..., sk−1. We put these states into one class and set their DBC to sk.
The reachability probability of all states of this class are equal to the reachabil-
ity probability of sk. Formally, for each state si ∈ S, we define DBC[si] as the
index of the last state in the sequence of states that are connected with Dirac
transitions. For every state s ∈ S we have xs = xDBC[s]. Algorithm 2 initiates
the values of this array in lines 3-5. For every state si ∈ S that DBC[si] is not
determined previously, the algorithm calls the Find Dirac Index function to
determine its DBC. After determining the DBC value of all states of S, the
algorithm creates the reduced DTMC D′ (lines 9-13). The states of D′ are those
states si ∈ S for which DBC[si] = i. According to the definition of S1, for each
state s ∈ G and each s′ ∈ S if DBC[s′] = DBC[s] then we have s′ ∈ G.

Algorithm 3 shows details of the Find Dirac Index function to determine
the DBC value of a state si. It first checks the number of outgoing transitions of
si. If there is more than one outgoing transition, the state should be considered
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Algorithm 2 Dirac transition reduction in a DTMC D

1: input: a DTMC D = (S, ŝ,P, G)
2: output: Pmaxs (F ) for all s ∈ S?

3: for all si ∈ S? do
4: DBC[si] = −1;
5: end for
6: for all si ∈ S? do
7: if DBC[si] = −1 then
8: DBC[si] = Find Dirac Index(D,DBC, si);
9: end if

10: end for
11: Create reduced DTMC D′ = {S′, ŝ,P′, G} where:
12: S′ = {si ∈ S|DBC[si] = i};
13: for all (s, s′) ∈ S′ do
14: P′(s, s′) =

∑
{s′′∈S|DBC[s′′]=DBC[s′]} P(s, s′′)

15: end for
16: return D′;

in the reduced DTMC D′ and its DBC value is set to the index of the state (line
11). If there is only one outgoing transition (a Dirac one of the form (si, sj)), the
algorithm checks the DBC value of sj ∈ Post(si) and recursively computes the
DBC values of the sequence of states that are connected via Dirac transitions.

Algorithm 3 Computing Find Dirac Index(si)

1: input: a DTMC D = (S, ŝ,P, G), a DBC array and a state si ∈ S
2: output: DBC[si];
3: if there is only one state sj in Post(si) and sj is unmarked then
4: if DBC[sj ] = −1 then
5: Mark sj ;
6: DBC[si] = Find Dirac Index(D,DBC, sj);
7: else
8: DBC[si] = DBC[sj ];
9: end if

10: else
11: DBC[si] = i;
12: end if
13: return DBC[si];

The following lemma shows that the reachability probabilities of the states
of D′ are the same as the values of the corresponding states of D. As a result,
the iterative method can be applied on D′ which may be smaller than D.

Lemma 1 : For each state si ∈ S? with DBC[si] = i we have:
PrD

′
(reachsi(G)) = PrD(reachsi(G)) where D′ is the Dirac-based reduced

DTMC.
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Proof: Recall that for each si ∈ S? we have

xsi = PrD(reachsi(G)) =
∑

s′∈Post(si)

P (si, s
′).xs′ (3)

Suppose Post(si) = {s′1, s′2, ..., s′k}. First consider a case where for each two
states s′i, s

′
j ∈ Post(si) we have DBC[si] 6= DBC[sj ] and as a result, for each

s′j ∈ Post(si) we have P ′(si, DBC[s′j ]) = P (si, s
′
j). We can rewrite equation (4)

as:

xsi = P (si, s
′
1).xs′1+...+P (si, s

′
k).xs′k = P (si, s

′
1).xDBC[s′1]

+...+P (si, s
′
k).xDBC[s′k]

= P ′(si, DBC[s′1]).xDBC[s′1]
+...+P ′(si, DBC[s′k]).xDBC[s′k]

= PrD
′
(reachsi(G))

Now consider a case that Post(si) = {s′11, s′12, ..., s′1k, ..., s′l1, ..., s′lm} where the
indexes are so that for each s′ij and s′pq we have DBC[s′ij ] = DBC[s′pq] if i = p
and DBC[s′ij ] 6= DBC[s′pq] if i 6= p. Using the definition of P ′ we have:

xsi = P (si, s
′
11).xs′11 + ...+ P (si, s

′
1k).xs′1k + ...+

P (si, s
′
l1).xs′l1 + ...+ P (si, s

′
lm).xs′lm =

P (si, s
′
11).xDBC[s′11]

+ ...+ P (si, s
′
1k).xDBC[s′1k]

+ ...+

P (si, s
′
l1).xDBC[s′l1]

+ ...+ P (si, s
′
lk).xDBC[s′lk]

=

[P (si, s
′
11) + ...+ P (si, s

′
1k)].xDBC[s′11]

+ ...+

[P (si, s
′
l1) + ...+ P (si, s

′
lk)].xDBC[s′l1]

=

P ′(si, DBC[s′11]).xDBC[s′11]
+...+ P ′(si, DBC[s′l1]).xDBC[s′l1]

= PrD
′
(reachsi(G)).

�
The time complexity of algorithm 2 is linear in the size of the DTMC D. For

every state s ∈ S?, the Find Dirac Index function is called once and performs
a check on the number of outgoing transitions of s and its DBC value. For
creating the reduced DTMC D′, Algorithm 2 checks every state and transitions
of D only once. As a result the time complexity of Algorithm 2 is in O(size(D)).

The iterative method (Gauss-Seidel for example) can then compute the prob-
ability values of the states of D′. Algorithm 4 shows the way that the Dirac-based
DTMC-reduction technique is used to accelerate the computations of reachabil-
ity probabilities.

It first computes the reduced DTMC D′ and then computes reachability
probabilities of states of D′. Finally, in lines 3-5, it updates the value of the
remaining states of D (those states that are not in D′). For the correctness of
Algorithm 4, we compare the precision of the computed values of this algorithm
with the computed values of Gauss-Seidel algorithm for DTMCs. We suppose
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Algorithm 4 Dirac-Based Reduction Technique for Computing the Reachability
Probabilities of DTMCs
1: input: a DTMC D = (S, ŝ,P, G)
2: output: Reachability probabilities of the states of D;
3: Apply Algorithm 2 on D and compute the reduced DTMC D′;
4: Apply Gauss-Seidel method for approximating reachability probabilities of S′ in
D′;

5: for all s ∈ S? do
6: xs = xDBC[s];
7: end for
8: return (xs)s∈S ;

that both algorithms use the same state ordering, i.e., for each i, j they update
si before sj if i < j. In this case we have

xksi =
∑

sj∈Post(si),j<i

P(si, sj)× xksj +
∑

sj∈Post(si),j>i

P(si, sj)× xk−1sj (4)

Lemma 2: Consider a DTMC D, its Dirac-based reduced DTMC D′ and
a state si ∈ S. Let xksi be the computed reachability probability of si after

k iteration of Gauss-Seidel method on D and x′
k
si be the computed value of

sDBC[si] after k iteration of Gauss-Seidel method on D′. For every k ≥ 0 we

have x′
k
si ≥ x

k
si . Proof Sketch: By induction on k and the fact that for each state

sj ∈ S we have xksj ≤ x
k
DBC[sj ]

. �
According to Lemma 2, the precision of the computed values of Algorithm 4 is

the same or better than the precision of the computed values of standard Gauss-
Seidel if we use the same number of iterations and the same state ordering in both
methods. Depending to the structure of the DTMC D, either of two algorithms
may converge faster than the other algorithm. Faster convergence may cause
non-precise results for some values. In general, standard iterative methods does
not guarantee the convergence of values [16].

4.2 Improving Iterative methods for Computing Reachability
Probabilities in MDPs

The Dirac-based reduction technique can be also used for MDPs to avoid redun-
dant updates. However, it can not be directly applied for states with multiple
enabled actions. To cover this case and as a novelty of our approach, we use the
MPI method. We apply our heuristic for every quotient DTMC to reduce the
number of states that should be updated. We propose our it as an extension of
SCC-based techniques. We use MPI to compute reachability values of the states
of each SCC and apply our Dirac-based heuristic to accelerate the iterative com-
putations of each quotient DTMC. Algorithm 5 presents the overall idea of our
method for accelerating SCC-based methods for MDPs. The correctness of this
approach relies on the correctness of SCC decomposition for MDPs [13] and the
correctness of our Dirac-based DTMC reduction method (Lemma 1).
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Algorithm 5 SCC-based method with Dirac-based reductions for computing
reachability probabilities.

1: input: an MDP M = (S, ŝ, Act, δ,G)
2: output: PrMmax(reachs(G)) for all s ∈ S;
3: Compute Strongly Connected Components of M and order them by the reverse

topological order C1, ..., Ck
4: for i = 1 to k do do
5: Select a policy σ of Ci
6: repeat
7: Use σ and compute the quotient DTMC Di of Ci ;
8: Compute Dirac-based reduced DTMC D′

i;
9: Use an iterative method to update the value of states of D′

i.
10: Update the remaining states of Di (like lines 3-5 of algorithm 5).
11: Update σ according to a greedy approach.
12: until σ has changed;
13: end for
14: return (xsi)si∈S? ;

4.3 Accelerating Iterative methods for Computing Expected
Rewards in MDPs

The standard iterative methods can be used to approximate the Bellman equa-
tion for extremal expected rewards. In this case, the initial vector of values is set
to zero for all states. Value iteration (or policy iteration) should also consider
the defined reward of each action in the update of values of each state. More
details about iterative methods for expected rewards are available in [1, 2, 16].
To use our heuristic for expected rewards, we use the fact that for every Dirac
transition of the form (si, sj) we have xsi = xsj +R(xi) where xi and xj are the
expected values for these two states and R(xi) is the reward for xi. In this case,
an iterative method does not need to update the value of xi in every iteration.
Similar to the case for the reachability probabilities, the incoming transitions
to xi should be modified to point to xj . In addition the reward of a modified
transition is modified by adding the reward of the related Dirac transition.

5 Implementation and Experimental Results

We implemented our heuristics as a package in the PRISM model checker. Our
implementations are based on sparse engine of PRISM [9] which is developed in
C and are available in [18]. We used several standard case studies which have
been used in previous works [2, 4, 10, 13, 15, 16]. We compare the running time
of our heuristics with the running time of well-known previous methods. We
only focus on the running time of the iterative computations for quantitative
properties. We exclude the running times for model constructions that are the
same for all methods. The running time of the graph-based pre-computation
are negligible in appropriate implementations [7]. For SCC-based methods and



Dirac-based Reduction Techniques for Quantitative Analysis of... 13

our Dirac-based ones, the reported times include the running times for SCC
decomposition and Dirac-based reductions. All benchmarks have been run on
a machine with Corei7 CPU (2.8GHz , 4 main cores) and 8GB RAM running
Ubuntu 18. We use Consensus, Zeroconf, firewire abstract, brp, nand and Crowds
case studies for comparing the performance of iterative methods for reachability
probabilities and use Wlan, CSMA, Israeli-jalefon and Leader cases for expected
rewards. These case studies are explained in [4, 15, 16]. More details about our
experiments and model paratmeters are available as log-files in [18]. Although
there are several other standard case studies, their graphical structure do not
have any cycle and a topological backward iterative method can be used to
computed their underlying properties in linear time [14, 13]. Hence, we focus on
the case studies of Table 1, where have several non-trivial cycles.

We consider the running time of the standard iterative methods and well
known improved techniques from previous works. To perform a fair comparison,
we use sparse engine of PRISM for all experiments and we also implemented
topological (SCC-based) method for this engine. In this case, we use MPI to
solve each SCC. For learning-based methods, we use the implementation that is
proposed in [15] and for backward value iteration, we implement the proposed
method from [14]. For all case studies, we consider ε = 10−8 as the threshold.

Table 1 shows the running time of the iterative methods for MDP models. For
the SCC-based method, we use MPI to approximate the reachability probability
values of each SCCs. All times are in seconds. We use * where a method does not
terminate after an hour. For consensus, Israeli-jalefon, Leader and Wlan models,
the running time of SCC-based method is less than the others. In these cases,
we use our Dirac-based method to reduce the running time of the computations
for each SCC. The results show that for these two classes, our technique is faster
than the other methods. The learning-based method is faster than other methods
for zeroconf cases with N=20. For firewire case studies, SCC based and backward
value iteration methods are much faster than the standard iterative methods.
In this case Dirac-based method for MPI (without SCC decomposition) works
better than the other methods.

Table 2 shows the results of our experiments for DTMC case studies. We
present the running time of Jacobi and Gauss-Seidel as the standard methods
and SCC-based and backward Gauss-Seidel as the improved methods from the
previous works. We also use the STORM model checker with bisimulation mini-
mization technique to compare its impact on the running time of computations.
The results of Table 1 and Table 2 show that our proposed method outperforms
all previous standard methods and most improved ones.

6 Conclusion

In this paper, we proposed Dirac-based heuristics to accelerate iterative methods
for computing reachability probabilities and expected rewards. These heuristics
have been proposed to avoid redundant updates and multiplications of state
values. They can be used for the Gauss-Seidel method for DTMCs or MPI for
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Table 1. Running times of the iterative methods for quantitative properties of MDPs.

Model GS -VI MPI Learning- Backward- SCC-based SCC-based Dirac-based
based VI GS MPI

Consensus 4, 20 354.7 190.2 * 273 27.7 38.25 13.12
Consensus 4, 36 1812 968.6 * 1376 111.7 226.5 76.55
Consensus 5, 15 1966 441.3 * 1421 183.3 101.1 35.61
Consensus 5, 32 * * * * 1327 2048 706
Consensus 6, 8 2680 1082 * 1783 430.3 281.6 101.2

Zeroconf 14 (N=20) 16.77 41.16 2.23 14.45 12.67 51.91 5.2
Zeroconf 16 (N=20) 20.11 41.84 2.3 16.11 13.8 71.54 6.92
Zeroconf 18 (N=20) 22.6 52.63 2.47 17.7 14.12 81.89 8.07

Zeroconf 14 (N=5000) 27.9 58.52 731.2 23.71 12.73 69.9 6.54
Zeroconf 16 (N=5000) 32.74 62.70 854.3 25.9 13.85 79.0 6.83
Zeroconf 18 (N=5000) 36.46 64.31 878.4 27.54 14.57 104.46 12.74

firewire abst 7000,128 473.3 260.6 742.9 1.17 17.14 5.34 0.52
firewire abst 9500,64 585.5 323.6 574.4 1.23 22.4 4.82 0.44
firewire abst 9500,128 887.7 487.5 917.6 1.42 27.39 O.M 0.52

Wlan 5,1500 56.76 42.99 * 27.18 6.76 1.61 1.15
Wlan 5,3000 99.07 74.75 * 53.82 16.62 2.62 2.06
Wlan 6,250 160.1 121.5 * 97.5 12.17 3.65 1.44
Wlan 6,1200 257.3 195.9 * 182.4 22.9 4.82 2.67

CSMA 4,3 32.1 32.5 * 15.4 10.6 4.66 4.17

Israeli-jalefon-20 117 47.2 * 39.3 13.6 2.88 2.26
Israeli-jalefon-22 203 71.8 * 55.7 24.9 13.1 11.7

Leader 7 3.03 1.11 * 2.45 0.95 0.67 0.13
Leader 8 22.4 6.49 * 13.7 8.41 6.59 2.13

MDPs. Experiments show promising results. In most cases, our heuristics reduce
the running time of iterative methods to less than 50% of the running time of the
best previous methods. The extension of the proposed heuristics for other classes
of properties (LTL properties for example) is an interesting direction for future
works. The Dirac-based method reduces data dependency and can be used for
parallel version of the Gauss-Seidel and MPI methods.
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