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Abstract. We consider the problem of computing edge covers that are
tolerant to a certain number of edge deletions. We call the problem of
finding a minimum such cover r-Tolerant Edge Cover (r-EC) and
the problem of finding a maximum minimal such cover Upper r-EC. We
present several NP-hardness and inapproximability results for Upper r-
EC and for some of its special cases.
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1 Introduction

In this paper we define and study tolerant edge cover problems. An edge cover of
a graph G = (V,E) without isolated vertices is a subset of edges S ⊆ E which
covers all vertices of G, that is, each vertex of G is an endpoint of at least one
edge in S. The edge cover number of a graph G = (V,E), denoted by ec(G), is the
minimum size of an edge cover of G and it can be computed in polynomial time
(see Chapter 19 in [29]). An edge cover S ⊆ E is called minimal (with respect to
inclusion) if no proper subset of S is an edge cover. Minimal edge cover is also
known in the literature as an enclaveless set [30] or as a nonblocker set [14]. While
a minimum edge cover can be computed efficiently, finding the largest minimal
edge cover is NP-hard [27], where it is shown that the problem is equivalent to
finding a dominating set of minimum size. The associated optimization problem
is called upper edge cover (and denoted Upper EC) [1] and the corresponding
optimal value will be denoted uec(G) in this paper for the graph G = (V,E).

Here, we are interested in minimal edge cover solutions tolerant to the failures
of at most r − 1 edges. Formally, given an integer r ≥ 1, an edge subset S ⊆ E
of G = (V,E) is a tight r-tolerant edge-cover (r-tec for short) if the deletion of
any set of at most r− 1 edges from S maintains an edge cover3 and the deletion

3 It might be more intuitive to call such an edge cover (r−1)-tolerant, but for simplicity
and due to the fact that each vertex has at least degree r in the cover, we have chosen
to use the term r-tolerant.
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of any edge from S yields a set which is not a (tight) r-tolerant edge cover.
Equivalently, we seek an edge subset S of G such that the subgraph (V, S) has
minimum degree r and it is minimal with this property. For the sake of brevity
we will omit the word ‘tight’ in the rest of the paper. Note that the case r = 1
corresponds to the standard notion of minimal edge cover.

As an illustrating example consider the situation in which the mayor of a
big city seeks to hire a number of guards, from a security company, who will be
constantly patrolling streets between important buildings. An r-tolerant edge
cover reflects the desire of the mayor to guarantee that the security is not com-
promised even if r − 1 guards are attacked. Providing a maximum cover would
be the goal of a selfish security company, who would like to propose a patrolling
schedule with as many guards as possible, but in which all the proposed guards
are necessary in the sense that removing any of them would leave some building
not r-covered.

Related work Upper EC has been investigated intensively during recent years,
mainly using the terminologies of spanning star forests and dominating sets. A
dominating set in a graph is a subset S of vertices such that any vertex not in S
has at least one neighbor in S. The minimum dominating set problem (denoted
MinDS) seeks the smallest dominating set of G of value γ(G). We have the
equality uec(G) = n− γ(G) [27].

Thus, using the complexity results known for MinDS, we deduce that Upper
Edge Cover is NP-hard in planar graphs of maximum degree 3 [20], chordal
graphs [6] (even in undirected path graphs, the class of vertex intersection graphs
of a collection of paths in a tree), bipartite graphs, split graphs [5] and k-trees
with arbitrary k [12], and it is polynomial in k-trees with fixed k, convex bipar-
tite graphs [13], strongly chordal graphs [16]. Concerning the approximability,
an APX-hardness proof with explicit inapproximability bound and a combina-
torial 0.6-approximation algorithm is proposed in [28]. Better algorithms with
approximation ratio 0.71 and 0.803 are given respectively in [9] and [2]. For any
ε > 0, Upper Edge Cover is hard to approximate within a factor of 259

260 + ε
unless P=NP [28]. The weighted version of the problem, denoted as Upper
Weighted Edge Cover, have been recently studied in [24], in which it is
proved that the problem is not O( 1

n1/2−ε ) approximable nor O( 1
∆1−ε ) in edge

weighted graphs of order n and maximum degree ∆.

Related notions of dominating sets are introduced in the literature under
the name r-tuple domination [3, 18, 19, 21, 22, 25], and r-domination [8, 18]. A
set S ⊆ V is called a r-tuple dominating set of G = (V,E) if for every vertex
v ∈ V , |NG[v] ∩ S| ≥ r. The minimum cardinality of a r-tuple dominating set
of G is called r-tuple domination number and usually denoted by γ×r(G). The
case r = 2 is often called the double domination number [21]. Complexity and
approximation results on γ×r(G) are given in [3, 25, 26] where it is proved that
for any r ≥ 2 fixed the problem is APX-complete in graphs of maximum degree
r + 2 [25], NP-hard in split graphs and bipartite graphs for any r ≥ 1 [26] and
it admits a PTAS for unit disk graphs [3]. Finally, the upper r-tuple domination
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number4 of a graph G has been recently investigated in [7] where an upper bound
on this quantity for regular graphs is presented, with together a characterization
of extremal graphs achieving this upper bound depending on parameter r. The
particular case r = 1, corresponding to the upper domination number (denoted
uds(G) here but also known as Γ (G)), has been proved NP-hard in [10] and
extensively studied from complexity and approximability point of view in [4].

Our contribution In Section 3 we present several properties of r-tec solutions
and of the ecr and uecr values in graphs. Furthermore, we give a characterization
of r-tec solutions based on the γ(G) and γ2(G) values of graphs, where we have
equality between uec and uec2 values.

In Section 4, we provide several complexity results. More specifically, for the
Double Upper EC we show that it is NP-hard in cubic planar graphs and
split graphs and for the general Upper r-EC we show that it is NP-hard in
r-regular bipartite graphs. Furthermore, we show that the Upper (r+ 1)-EC is
NP-hard in graphs with maximum degree ∆+1 if the Upper r-EC is NP-hard
in graphs with maximum degree ∆ (and this holds even for bipartite graphs).

In Section 5 we present some inapproximability results starting by proving
that, unless P=NP, Upper EC is not approximable within 593

594 in graphs of

max degree 4 and 363
364 in graphs of max degree 5 (the previous known result was

for graphs with maximum degree 6). Furthermore, we present the first inaprox-
imability results for the Double Upper EC for graphs with maximum degree
6 and 9.

2 Definitions

Graph notation and terminology LetG = (V,E) be a graph and S ⊆ V ;NG(S) =
{v ∈ V : ∃u ∈ S, vu ∈ E} denotes the neighborhood of S in G and NG[S] =
S ∪ NG(S) denotes the closed neighborhood of S. For singleton sets S = {s},
we simply write NG(s) or NG[s], even omitting G if clear from the context. The
maximum degree and minimum degree of a graph are denoted ∆(G) and δ(G)
respectively. For a subset of edges S, V (S) denotes the vertices that are incident
to edges in S. A vertex set U ⊆ V induces the graph G[U ] with vertex set U and
e ∈ E being an edge in G[U ] iff both endpoints of e are in U . If S ⊆ E is an edge
set, then S = E \ S, edge set S induces the graph G[V (S)], while GS = (V, S)
denotes the partial graph induced by S. In particular, GS = (V,E \ S). Let
also α(G) and γ(G) denote the size of the largest independent and smallest
dominating set of G, respectively.

An edge set S is called edge cover if the partial graph GS is spanning and
it is a matching if S is a set of pairwise non adjacent edges. An edge set S is
minimal (resp., maximal) with respect to a graph property if S satisfies the graph
property and any proper subset S′ ⊂ S of S (resp., any proper superset S′ ⊃ S
of S) does not satisfy the graph property. For instance, an edge set S ⊆ E is a
maximal matching (resp., minimal edge cover) if S is a matching and S + e is

4 The maximum cardinality of a minimal r-tuple dominating set of G.
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not a matching for some e ∈ S (resp., S is an edge cover and S − e is not an
edge cover for some e ∈ S).

Problem definitions Let G = (V,E) be a graph where the minimum degree is
at least r ≥ 1, i.e., δ(G) ≥ r. We assume r is a constant fixed greater than one
(but all results given here hold even if r depends on the graph). A r-degree
edge-cover 5 is defined as a subset of edges G′ = GS = (V, S), such that each
vertex of G is incident to at least r ≥ 1 distinct edges e ∈ S. As r-tolerant
edge-cover (or simply r-tec) we will call an edge set S ⊆ E if it is a minimal
r-degree edge-cover i.e. if for every e ∈ S, G′− e = (V, S \{e}) is not an r-degree
edge-cover. Alternatively, δ(G′) = r, and δ(G′ − e) = r − 1. If you seek the
minimization version, all the problems are polynomial-time solvable. Actually,
the case of r = 1 corresponds to the edge cover in graphs. The optimization
version of a generalization of r-EC known as the Min lower-upper-cover
problem (MinLUCP), consists of, given a graph G where G = (V,E) and two
non-negative functions a, b from V such that ∀v ∈ V , 0 ≤ a(v) ≤ b(v) ≤ dG(v),
of finding a subset M ⊆ E such that the partial graph GM = (V,M) induced
by M satisfies a(v) ≤ dGM

(v) ≤ b(v) (such a solution will be called a lower-
upper-cover) and minimizing its total size |M | among all such solutions (if any).
Hence, an r-EC solution corresponds to a lower-upper-cover with a(v) = r and
b(v) = dG(v) for every v ∈ V . MinLUCP is known to be solvable in polynomial
time even for edge-weighted graphs (Theorem 35.2 in Chapter 35 of Volume A in
[29]). We are considering two associated problems, formally described as follows.

r-EC
Input: A graph G = (V,E) of minimum degree r.
Solution: r-tec S ⊆ E of G.
Output: Minimize |S|.

Upper r-EC
Input: A graph G = (V,E) of minimum degree r.
Solution: r-tec S ⊆ E of G.
Output: Maximize |S|.

For a graph G, the optimal values of r-EC and Upper r-EC will be denoted by
ecr(G) and uecr(G) respectively. In particular, ec1(G) = ec(G) and uec1(G) =
uec(G). As indicated above, ecr(G) can be computed in polynomial-time. In Fig
1, we illustrate the difference between the two problems r-EC and Upper r-EC
clearly for r = 2. Note that throughout the paper we will also use the term
Double Upper EC to refer to Upper 2-EC.

An edge dominating set S ⊆ E of a simple graph G = (V,E) is a subset S
of edges such that for any edge e ∈ E of G, at least one edge of S is incident to

5 A different generalization of edge cover was considered in [17], requiring that each
connected component induced by the edge cover solution contains at least r edges.
Clearly, if every vertex is incident to at least r edges from the cover, then each
connected component induced by the edge cover solution contains at least r edges.
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Fig. 1. Graph G = (V,E) with 6 vertices and 11 edges is shown in (a); (b) and (c) give
a solution for 2-EC and Double Upper EC of size 6 and 8 respectively.

e. The Edge Dominating Set problem (EDS in short) consists in finding an
edge dominating set of minimum size; the optimal value of an edge dominating
set is usually denoted eds(G). EDS is known to be NP-hard in general graphs
(problem [GT2] in [20]). It is well known that the problem is equivalent to solve
the problem consisting of finding a maximal matching of G with minimum size.
According to standard terminology, this problem is also called lower matching
(Lower EM in short).

3 Basic properties of r-tolerant solutions

The next property presents a simple characterization of feasible r-tec solution
generalizing the well known result given for minimal edge covers, i.e., 1-tec,
affirming that S is a 1-tec solution of G if and only if S is spanning and the
subgraph (V, S) induced by S is (K3, P4)-free.

Property 1. Let r ≥ 1 and let G = (V,E) be a graph with minimum degree
δ ≥ r. S is an r-tec solution of G if and only if the following conditions meet on
GS = (V, S):

(1) V = V1(S) ∪ V2(S) where V1(S) = {v ∈ V : dGS
(v) = r} and V2(S) = {v ∈

V : dGS
(v) > r}.

(2) V2(S) is an independent set of GS .

Proof. Let r ≥ 1 be a fixed integer and let G = (V,E) be a graph instance of Up-
per r-EC, i.e., a graph of minimum degree at least r. Let us prove the necessary
conditions: if S ⊆ E is an r-tec solution, then by construction, V = V1(S)∪V2(S)
is a partition of vertices with minimum degree r in S. Now, if uv ∈ S with
u, v ∈ V2(S), then S − uv is also r-tec which is a contradiction of minimality.

Now, let us prove the other direction. Consider a subgraph G′ = (V, S)
induced by edge set S satisfying (1) and (2). By (1) it is clear GS has minimum



6 Harutyunyan et al.

degree at least r. If uv ∈ S, then by (2) one vertex, say u ∈ V1(S) because V2(S)
is an independent set. Hence, the deletion of uv leaves u of degree r − 1 in the
subgraph induced by GS\{uv} and then S is an r-tec solution. ut

Property 2. Let r ≥ 1, for all graphs G = (V,E) of minimum degree at least r,
the following inequality holds:

2ecr(G) ≥ uecr(G) (1)

Proof. For a given graph G = (V,E) with n vertices, let S∗ be an optimal
solution of Upper r-EC, that is |S∗| = uecr(G). Let (V ∗1 , V

∗
2 ) be the asso-

ciated partition related to solution S∗ as indicated in Property 1. Using this
characterization, we deduce uecr(G) ≤ r|V ∗1 | ≤ rn. On the other side, if G′

denotes the subgraph induced by a minimum r-tec solution of value ecr(G), we
get 2ecr(G) =

∑
v∈V dG′(v) ≥ rn. Combining these two inequalities, the results

follows. ut

In particular, inequality (1) of Property 2 shows that any r-tec solution is a
1
2 -approximation of Upper r-EC.
The next property is quite natural for induced subgraphs and indicates that the
size of an optimal solution of a maximization problem does not decrease with
the size of the graph. Nevertheless, this property is false in general when we deal
with partial subgraphs; for instance, for the upper domination number, we get
uds(K3) = 1 < 2 = uds(P3). It turns out that this inequality is valid for the
upper edge cover number.

Property 3. Let G = (V,E) be a graph such that 0 < r ≤ δ(G). For every partial
subgraph G′ ⊆ G with δ(G′) ≥ r, the following inequality holds:

uecr(G) ≥ uecr(G
′) (2)

Proof. Fix an integer r ≥ 1 and a graph G = (V,E) with δ(G) ≥ r. Let G′ =
(V ′, E′) with δ(G′) ≥ r be a partial subgraph of G, i.e., V ′ ⊆ V and E′ ⊆ E.
Consider an upper r-tec solution S′ of G′ with size |S′| = uecr(G

′). We prove
inequality (2) by starting from S = S′ and by iteratively repeating the following
procedure:

1. Select a vertex v ∈ V with dGS
(v) < r and e = uv ∈ E \ S.

2. If u is covered less or more than r times by S, then S := S + e.
3. If vertex u is covered exactly r times by S, consider two cases:

(a) If every vertex u′ ∈ NGS
(u) has degree dGS

(u′) ≤ r, then S := S + e.
(b) Otherwise there exists a vertex u′ ∈ NGS

(u) with dGS
(u′) > r then

S := S + e− u′u.

We repeat this process until every vertex of G is covered at least r times.
Obviously, this algorithm terminates because

∑
v/∈V2(S)

dGS
(v) increase at each

iteration where we recall V2(S) = {v ∈ V : dGS
(v) > r}. Since at each step, the

size of S never decreases, we only need to show that we end the process with a r-
tec solution of the whole graph. In order to prove that, we will show by induction
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that V2(S) is an independent set of GS for each iteration. Using Property 1, we
get an r-tec solution because V1(S) = V \ V2(S). Initially V2(S) = V2(S′) is
an independent set of GS because S′ is a r-tec solution of G′. Assume it is
true for iteration k and consider iteration k + 1. During step 2, V2(S) remains
unchanged in both cases dGS

(u) < r or dGS
(u) > r. So by induction the result is

valid. During step 3.(a), V2(S) := V2(S) + u, but V2(S) ∩NGS
(u) = ∅; so V2(S)

remains an independent set of GS . During step 3.(b), V2(S) remains unchanged
if dGS

(u′) > r + 1, otherwise V2(S) := V2(S) − u′. Thus, V2(S) remains an
independent set of GS by induction. In conclusion, uecr(G) ≥ |S| ≥ |S′| =
uecr(G

′) and the property holds. ut

We can prove a similar property for the size of a partial solution and the
upper edge cover number. More specifically, in a graph G = (V,E) a partial
r-tec defined as a set S ⊆ E such that the set V2(S) = {v ∈ V | dGS

(v) > r} is
an independent set of GS .

Property 4. Let G = (V,E) be a graph such that 0 < r ≤ δ(G). If E′ ⊆ E is a
partial r-tec of G then the following inequality holds:

uecr(G) ≥ |E′| (3)

The proof of the above property is similar to Property’s 3 except that we will
start with S := E′.

Property 5. Let G = (V,E) and E′ ⊆ E be a solution for Upper r-EC of G
then for any 1 ≤ m < r we can find a set E′′ ⊆ E′ such that E′′ is a m-tec of
G. Especially, if m = r − 1 then E′ \ E′′ is a tec of G[V (E′ \ E′′)].

Proof. It is easy to find a m-tec of G that is a subset of E′ if we start from the
graph GE′ which has minimum degree r. Any m-tec of GE′ is a m-tec of G. Now,
if m = r− 1 and G′ = G[V (E′ \E′′)] we will prove that E′ \E′′ is a tec of G′. In
order to do this, we need to show that the set V2 = {v ∈ V | dG′

E′\E′′
(v) > 1} is

an independent set in G′E′\E′′ . Let u, v ∈ V2 be two vertices which are connected

in G′E′\E′′ and they have degree greater than one. Then, because E′′ is a (r−1)-

tec of G, we know that the vertices u and v are covered r−1 so in E′ are covered
at least r + 1 times and they are connected. This is a contradiction because E′

is an a solution for Upper r-EC. So, if m = r − 1 then E′ \ E′′ is a tec of
G[V (E′ \ E′′)]. ut

Property 6. Let r ≥ 1. For all graphs G = (V,E) of minimum degree at least r,
the following inequality holds:

uecr(G) ≤ r · uec(G) (4)

Proof. Let E1 ⊆ E and Er ⊆ E be the solutions of Upper EC and Upper
r-EC. By Property 5 we can have a set E′ ⊆ E such that E′ is a (r − 1)-tec
and Er \ E′ is a TEC of G[V (Er \ E′)]. Then by Property 3 and because E′ is
a (r − 1)-tec we have that:

uecr(G) = |E′|+ |Er \ E′| ≤ uecr−1(G) + uec(G) (5)
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Therefore, by induction to r we will show that uecr(G) ≤ r · uec(G).
• Induction base: for r = 2 we have that uec2(G) ≤ 2uec(G).
• Induction hypothesis: for 0 < r′ < δ(G) we have uecr′(G) ≤ r′ · uec(G).
• Induction step: we will show that uecr′+1(G) ≤ (r′ + 1) · uec(G). The last can
be proved using the inequality 5 and the induction hypothesis:
uecr′+1(G) ≤ uecr′(G) + uec(G) ≤ r′ · uec(G) + uec(G) = (r′ + 1) · uec(G). ut

A well known relation between the domination number and the upper edge
cover number for any graph G with n vertices is the following:

uec(G) = n− γ(G).

The previous equation can not be generalized for the r-domination number
and the r upper edge cover number in any graph. However, we can prove the
next relation.

Property 7. Let r ≥ 1. For all graphs G = (V,E) with n vertices and minimum
degree at least r. The next inequality between uecr(G) and the r-domination
number holds:

uecr(G) ≥ r
(
n− γr(G)

)
Proof. In order to prove this we will start from a minimum r-dominating set S
and we will construct a partial r-tec of G. S dominates all the vertices in V \ S
at least r times so for each v ∈ V \ S we can select u1, . . . , ur ∈ S such that
vui ∈ E, ∀i = 1, . . . , r and we construct the set Ev = {vui | i = 1, . . . , r}. We
will prove that the set E′ =

⋃
v∈V \S Ev is a partial r-tec. Recall that a subset

E′ of edges is a partial r-tec if in the graph GE′ the set V2 = {v ∈ V | dGE′ > r}
is an independent set. This property holds in our set because we selected the
edges in order to be incident to at least one vertex of degree exactly r. So, by
the Property 4 we have that uecr(G) ≥ |E′|. As for the size of E′ we observe
that for each vertex v ∈ V \ S we have used exactly r edges that are incident to
a vertex of S and both of those sets (V \ S and S) are independent in GE′ . So
the size of E′ is equal to r(n− |S|) which implies:

uecr(G) ≥ |E′| = r(n− γr(G)) ut

In the next lemma we are interested in graphs where the equality between uec
and uecr holds.

Lemma 8. Let G = (V,E) be a graph such that 1 < r ≤ δ(G), then the following
are equivalent:

1. γr(G) = γ(G)
2. uecr(G) = r · uec(G)

Proof. Starting from a graph of order n were γr(G) = γ(G) we will prove that
uecr(G) = r · uec(G). In this case we have that:

r · uec(G) = r ·
(
n− γ(G)

)
= r ·

(
n− γr(G)

)
≤ uecr (by Prop. 7)
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In addition, we have that r · uec(G) ≥ uecr(G) (by Prop. 6) so we proved that:

γr(G) = γ(G) =⇒ uecr = r · uec.

For the converse, let G = (V,E) be a graph such that uecr = r · uec, Er be
a maximum r-tec and E1 be a maximum tec. First suppose that there exists a
partition of the vertices V ′1∪V ′2 = V such that for all v ∈ V ′1 we have dGEr

(v) = r
and both of V ′1 , V ′2 are independent in GEr . It is easy to see that V ′2 is a r-
dominating set of G because V ′1 is independent in GEr so each vertex of it is
dominated at least r times by the vertices in V ′2 . Therefore, because V ′1 , V ′2 are
independent in GEr

and for all v ∈ V ′1 we have dGEr
(v) = r we can conclude

that |Er| = r · |V ′1 |. This gives us the following:

uecr(G) = |Er| = r · |V ′1 | = r(n− |V ′2 |) ≤ r(n− γr(G)).

Because in Prop.7 we showed that uecr(G) ≥ r(n− γr(G)) we have that:

r(n− γr(G)) = uecr(G)r · uec = r(n− γ(G))

which implies that:
uecr = r · uec⇒ γr(G) = γ(G).

Thus, in order to complete the proof we have to show that when the values
uec and uecr of a graph are equal then we always have a partition as the one
described in the above assumption. Assuming that there is no such partition
then for any partition V ′1 , V ′2 such that V ′2 is independent, all the vertices v ∈ V ′1
have degree dGEr

(v) = r and V ′1 cannot be independent. First we will show that,
for the previous partition, the following property holds:

if v ∈ V ′1 then NGEr
(v) * V ′1 .

Starting from V ′1 := V1(Er) and V ′2 := V2(Er) (see Prop. 1) we have to remove
vertices u ∈ V ′1 such that NGEr

(v) ⊆ V ′1 until we have the desired condition. So,
we repeat the following:

1. Select a vertex u ∈ V ′1 such that NGEr
(u) ⊆ V ′1 .

2. Set V ′1 := V ′1 − u and V ′2 := V ′2 + u.

We have to show that the previous process terminates when the desired
properties hold for V ′1 and V ′2 . It is easy to see this holds because whenever we
remove a u ∈ V1 vertex such that NGEr

(u) ⊆ V ′1 from it, we reduce, at least by
one, the number of vertices with this property in V ′1 . Therefore, the remaining
vertices u ∈ V ′1 have dGEr

(u) = r and the vertices in V ′2 are independent in GEr .
Now, due to the assumption, we know that V ′1 cannot be independent (in

GEr
) and for all u ∈ V ′1 we have dGEr

(u) = r. This observation combined with
the fact that V ′2 is independent in GEr

gives r · |V ′1 | > Er. Furthermore, because
each vertex in V ′1 has at least one neighbor in V ′2 we can select one edge for each
vertex of V ′1 adjacent to a vertex in V ′2 . The set which consists of this edges is a
partial tec of size |V ′1 | so by the Prop. 4 we have uec ≥ |V ′1 |. This gives us:

Er < r · |V ′1 | ≤ r · uec

which is a contradiction because we have uecr = r · uec. ut
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A known relation between the domination number and the r-domination
number is:

γr(G) ≥ γ(G) + r − 2

so, by the above relation and the lemma 10 we can conclude the following:

Corollary 9. There is no graph G such that uecr = r · uec(G) for any r ≥ 3.

Now, we will present some graphs where the equation uec2 = 2uec holds. It is
easy to see that the smallest graph in which this relation holds is C4. Conversely,
we have the following lemma.

Lemma 10. For any graph G = (V,E) with |V | = n ≥ 4 if uec2(G) = 2uec(G)

then |E(G)| ≤ n(n−2)
2 when n is even and |E(G)| ≤ n(n−2)−1

2 when n is odd.

Proof. By the lemma 8 we know that the eq. uec2(G) = 2uec(G) is equivalent
to γ2(G) = γ(G). So, γ(G) has to be greater than 2 and it deduces that the

maximum number of edges in G can not be greater than n(n−2)
2 , and n(n−2)−1

2
in the even and odd cases respectively. ut

We will now show that the above upper bounds are tight. Let G = (V,E) =
Kn be a clique of size n. First we construct a maximum matching M ⊆ E of G;
if n is even then the graph GM has γ2(GM ) = γ(GM ) and the number of edges

in GM is equal to n(n−1)
2 − |M | = n(n−1)

2 − n
2 = n(n−2)

2 . In the case when n is
odd any maximum matching covers n− 1 vertices. Let v ∈ V be the vertex that
is not covered by the matching M . Then the only dominating set of GM of size
one is the {v}. Therefore if we remove any edge incident to v, let uv ∈ E be
that edge, then in GM−uv we have γ2(GM−uv) = γ(GM−uv) and the number of

edges in GM−uv are equal to n(n−1)
2 − |M | − 1 = n(n−1)

2 − n+1
2 = n(n−2)−1

2 .

4 Hardness of Exact Computation

In this section we provide several hardness results for the Double Upper EC
and the Upper r-EC in some graph classes as regular graphs and split graphs.

Theorem 11. Let G = (V,E) be an (r + 1)-regular graph with r ≥ 2. Then,

uecr(G) = |E| − eds(G). (6)

Proof. In order to prove this equation, first we will show that if S ⊆ E is a
r-tec of G, then S = E \ S is an edge dominating set of G. Let (V1, V2) be
the associated partition related to S. By the Property 1 we know that V2 is
an independent set. Because our graph is (r + 1)-regular, it is easy to see that
∀v ∈ V1, dGS

(v) = r and ∀u ∈ V2, dGS
(u) = r+1. This observation gives us that

the set S covers each vertex of V1 (they have degree r) and that all the edges in
E are incident to a vertex in V1 (because V2 is an independent set). So, S is an
edge dominating set.
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Conversely, let S be a solution of EDS. We will show that there exists a
r-tec of size |S|. Because EDS is equivalent to Lower EM, we consider the edge
set S as a maximal matching. Now, let V ′ = V \ V [S]. Observe that V ′ is an
independent set in G and each vertex v ∈ V ′ has dGS

(v) = r+ 1. The first holds
because if there exists an edge e between two vertices of V ′ then S ∪ {e} will
be a matching with size greater than S, which contradicts the maximality of
S. The second holds because the edges in S are not incident to vertices of V ′

by definition, and thus, all the edges in S are incident to at least one vertex in
V [S]. Finally, because S is a matching we have that all the vertices in V [S] have
degree r in GS so by the property 1, S is a r-tec. So the Eq. (6) holds. ut

Corollary 12. Upper r-EC is NP-hard in (r + 1)-regular bipartite graphs.

Proof. Using the NP-hardness proof of EDS in r-regular bipartite graphs given
in [15], the results follows from Theorem 11. ut

Corollary 13. Double Upper EC is NP-hard in cubic planar graphs.

Proof. Using the NP-hardness proof of EDS for cubic planar graphs given in
[23], the results follows from Theorem 11. ut

Theorem 14. Upper (r + 1)-EC is NP-hard in graphs of maximum degree
∆ + 1 if Upper r-EC is NP-hard in graphs of maximum degree ∆, and this
holds even for bipartite graphs.

Proof. Let G = (V,E) be a bipartite graph of maximum degree ∆, we construct
a new graph G′ = (V ′, E′) by starting from r + 1 copies of G. Then for each
vertex v ∈ V we add a new vertex uv in G′ and connect it to each one of the
r + 1 copies of the vertex v. ut

Remark 15. Observe that the reverse direction of the proof applies to any (r+1)-
tec of G′. So starting from an (r+ 1)-tec of G′ we can construct an r-tec of G by
checking the r-tec of the copies of G in G′. Furthermore, if we select the greater
one we have the following relation:

|r-tec(G)| ≥ 1

r + 1
|(r + 1)-tec(G′)| − n

Theorem 16. Double Upper EC is NP-hard in split graphs.

Proof. The proof is based on a reduction from the 2-tuple dominating set. Let
G = (V,E) be an instance of 2-tuple dominating set; we will construct a split
graph G′: First, for every vertex v ∈ V we make three copies v∗, v′, v′′, and for
each vertex u ∈ N [v] we add the edges v∗u′, v∗u′′. Then we construct a K3,2 and
in the end we add edges in order to make a complete graph with the vertices of
V ∗ and the only two vertices of one side of K3,2. ut
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5 Hardness of Approximation

In the following theorems we provide some inapproximability results for the
Upper EC and the Double Upper EC.

Theorem 17. It is NP-hard to approximate the solution of Upper EC to
within 593

594 and 363
364 in graphs of max degree 4 and 5 respectively.

Proof. In order to prove this we will use a reduction from Min VC. Starting
from an r-regular graph G = (V,E) we will construct a new graph G′; first we
add a P2 to each vertex v ∈ V . Then for each edge e = vu ∈ E we add a new
vertex ve adjacent to v and u. In the end we remove all the starting edges E.
Since Min VC can not be approximated to within a factor 100

99 (resp. 53
52 ) in

3-regular (resp. 4-regular) graphs [11], it deduces the expected results. ut

Theorem 18. It is NP-hard to approximate the solution of Double Upper
EC to within 883

884 in graphs of max degree 6.

Proof. In order to get the inapproximability result, we first make a reduction
from Min VC to Upper EC similar to Theorem 17, then we reduce it to Double
Upper EC using a reduction proposed in Theorem 14. ut

Theorem 19. It is NP-hard to approximate the solution of Double Upper
EC to within 571

572 in graphs of max degree 9.

Proof. Again, we will make a reduction from Vertex Cover problem. Starting
from a 4-regular graph G = (V,E) we construct a new graph by adding a set
of new vertices VE which has one vertex ve for each edge e ∈ E, and then
adding new edges veu if the edge e was incident to u in the original graph G.
Let G′ = (V ′, E′) be the new graph. It is easy to see that |V ′| = |V | + |E| and
∆(G′) = 2∆(G) = 8. Furthermore, we can show that from any V C of G we can
construct a tec of G′ of size |TEC| = |E|+ |V | − |V C| and conversely, from any
tec of G′ we can construct a V C of G of size |V C| = |E|+ |V | − |TEC|. In order
to prove the first direction we will start from a V C of G. Let S be the set of
all the edges veu where u ∈ V C. S is a partial tec of G because it covers only
the vertices in V C ∪VE , any vertex of VE has degree one in G′S and the vertices
of V C are independent in G′S . It is easy to extend S to a tec of G′ by adding
one edge for every vertex v ∈ V \ V C that is adjacent to a vertex in V C (there
exists because v ∈ V and V C is a vertex cover of G). The extended S is a tec
due to the fact that the vertices that may have greater degree than one are all in
V C, which is independent in GS and all the vertices are covered. Now we have
to observe that this tec contains exactly one edge for each vertex in VE and one
for each vertex in V \ V C so the size is exactly

|TEC| = |E|+ |V | − |V C|.

Conversely, we will start from a tec of G′ and we will construct a vertex cover of
G of the wanted size. First we have to show that for any tec S of G′, if there exists
ve ∈ VE such that dG′S (ve) = 2 (it can not be greater because dG′(ve) = 2) then
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there exists an other tec S′ of G′ that has the same size and every vertex ve ∈ VE
has degree dGS′ (ve) = 1. This is easy to prove by repeating the following:

If there exists e = uv ∈ E such that dGS′ (ve) = 2 then S′ := S′ + veu− vev.

This process terminates because it reduces the number of such vertices each time
by one. Except that we have to show that the last set has the same size and
remains a tec. Because ve has degree two in the starting tec this means that the
vertices u and v that were adjacent to it had degree one. In the new set we have
degree two in vertex u and degree one in the two neighbors of it, ve and v. So,
the new set remains a tec and has the same size because we remove one and add
one edge. Now, from S′ we will construct a vertex cover of G. We claim that the
set U = {v ∈ V | NG′

S′
(v) ∩ VE 6= ∅} is a vertex cover of G of the desired size.

Because for each edge e ∈ E there exists a vertex ve ∈ VE , we have that U is a
vertex cover of G (because it dominates the VE). Except that, because we know
that in the modified tec every vertex in VE has degree exactly one and those
edges covers only U (by construction) we need to count the edges that covers
the remaining vertices. Assume that in our tec the remaining vertices (V \ U)
have degree one and are independent, then the size of our tec is

|TEC| = |E|+ |V | − |U | (7)

which gives us the wanted. In order to complete the reduction between Vertex
Cover and Upper Edge Cover we need to prove that the last assumption is
always true. First observe that if two vertices v, u ∈ V \ U are covered by the
same edge in our tec then there exists an edge uv = e ∈ E and a vertex ve ∈ VE .
Then in our tec the vertex ve must be covered by u or v which is a contradiction
because non of them are in U . Now suppose that there exists vertex v ∈ V \ U
such that dG′

S′
(v) ≥ 2. Because v /∈ U we know that there is a u ∈ U such that

uv ∈ S′ and because u must be adjacent to a vertex in VE in our tec this means
that we have two vertices of degree at least two in a tec which is a contradiction.

After that we will do the same reduction between Upper EC and Upper
2-EC as in Theorem 14 so we have uec2(G′′) = 2uec(G′)+2|V ′| and generally by
the remark 15 we have that from any 2-tec, of value |ec2|, of G′′ we can construct
a tec, of value |ec|, of G′ such that the following equation holds,

|ec2| ≤ 2|ec|+ 2|V ′|. (8)

Furthermore we have m = |E| ≤ 4|minV C| and n = |V | ≤ 2|minV C|
(because we started from a 4-regular graph) which implies that from a 2-tec, of
value |ec2|, of G′′ we can construct a vertex cover, U , of G that has the following
property.

|ec2| ≤ 4|E|+ 4|V | − 2U (9)

The previous equation is easy to prove by the equations 7, 8 and the construction
of the graphs. Now we are ready to finish the proof. If we can approximate the
solution of Upper 2-EC within a factor of 1 − a then we can have a solution



14 Harutyunyan et al.

of value |ec2| such that |ec2|uec2
≥ 1 − a. By starting from this solution we can

construct a vertex cover U for the graph G. Then we have that:

|U | − |minV C| ≤ 1

2
(uec2(G′′)− |ec2|) ≤

1

2
a uec2(G′′)

=
1

2
a (4m+ 4n− 2|minV C|)

By the relations between m, n and |minV C| we have the following:

|U | − |minV C| ≤ 1

2
a (4m+ 4n− 2|minV C|) ≤ 11a |minV C|

So, we could have a 1 + 11a approximation for vertex cover in 4-regular graphs.
Because the vertex cover is not 53

52 approximable (see [11]) that gives us that

a cannot be equal or less than 1
11

1
52 so the solution of Double Upper EC is

NP-hard to approximate within a factor 571
572 in graphs of max degree 9. ut

Dedication. This paper is dedicated to the memory of our dear friend and
colleague Jérôme Monnot who sadly passed away while this work was in progress.
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saving. In Rastislav Královic and Damian Niwinski, editors, Proc. of 34th MFCS,
volume 5734 of LNCS, pages 90–101. Springer, 2009.

3. Sandip Banerjee and Sujoy Bhore. Algorithm and hardness results on liar’s dom-
inating set and k-tuple dominating set. In Charles J. Colbourn, Roberto Grossi,
and Nadia Pisanti, editors, Proc. of IWOCA 2019, volume 11638 of Lecture Notes
in Computer Science, pages 48–60. Springer, 2019.

4. Cristina Bazgan, Ljiljana Brankovic, Katrin Casel, Henning Fernau, Klaus Jansen,
Kim-Manuel Klein, Michael Lampis, Mathieu Liedloff, Jérôme Monnot, and Van-
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