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Abstract. In this paper, we point out that explainability is useful but
not sufficient to ensure the legitimacy of algorithmic decision systems.
We argue that the key requirements for high stakes decision systems
should be justifiability and contestability. We highlight the conceptual
differences between explanations and justifications and suggest different
ways to operationalize justifiability and contestability.
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1 Introduction

Algorithms are increasingly used to support decision making. The nature of these
Algorithmic Decision Systems (hereinafter “ADS”) varies: some of them rely on
machine learning while others do not; some of them involve a form of interaction
with human users while others are entirely automatic; some of them are intended
for professionals while others are aimed at the general public. Regardless of these
differences, ADS are often involved in decisions that can have a significant impact
on people: access to credit, employment, medical treatment, judicial sentences,
etc. Entrusting ADS to make or to influence such decisions raises a variety
of legal, ethical, political and technical issues. If these issues are not properly
addressed, the expected benefits of these systems may be offset by unacceptable
risks for individuals (discrimination, loss of autonomy, etc.), the economy (unfair
practices, limited access to markets, etc.) and society as a whole (manipulation,
threat to democracy, etc.). Broad requirements such as transparency, fairness
and accountability are often presented as ways to limit these risks but they are
generally ill defined, seldom required by law and difficult to implement[19, 42].
For example, the terms “transparency”, “explanation” and “justification” are
frequently used without precise definition, sometimes interchangeably, sometimes
with different meanings. On the technical side, a lot of effort has been put on
bias reduction, accuracy improvement and the generation of different types of
explanations with or without access to the code of the system (“white box” versus
“black box” methods) [2, 5, 36, 39]. However, the integration of these technical
results within a responsible approach for the development and deployment of
ADS is rarely discussed.
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The aim of this paper is to contribute clarifying the debate about ADS and
suggesting conceptual and technical instruments to foster a development pro-
cess addressing the potential risks that ADS may pose. First, we propose precise
definitions for the main concepts used in this paper and emphasize the distinc-
tion between explanations and justifications (Section 2). Then, we argue that
the essential conditions to ensure the legitimacy of high stakes ADS are justi-
fiability and contestability rather than explainability (Section 3). Justifiability
and contestability have not received as much attention as explainability in the
computer science community so far. Nevertheless, we show that they can be put
into practice at different stages of the life-cycle of an ADS and suggest ways
to operationalize them in Section 4. We present related work in Section 5 and
conclude with a more general discussion in Section 6.

2 Terminology

In this section, we define the terminology used in this paper. This terminol-
ogy has not yet stabilized in the literature and the same words are sometimes
used with different meanings by different authors. We discuss these variations in
Section 5.

Algorithmic decision system (ADS): We use the expression algorithmic
decision system (ADS) rather than algorithm to stress the fact that algorithms
“should be studied in a general setting that includes their parameters, context
of use and, if they rely on machine learning, their training data” [19]. We do not
make any assumption on the techniques used to implement ADS and the type
of interactions they have with their environment. The impact of these aspects
on the requirements put on ADS is analysed in Section 3.6.

Explanation, explainable, explainability: the goal of an explanation is
to make it possible for a human being (designer, user, affected person, etc.) to un-
derstand (a specific outcome or the whole system). For example, an explanation
for a bank loan application rejection could be that the number of outstanding
loans of the applicant is too high (e.g. greater than a given threshold). This
information helps to understand the logic of the ADS.

Justification, justifiable, justifiability: the goal of a justification is to
convince that a decision is good (or adequate, appropriate)3. A justification of the
above loan rejection could be that applications with many outstanding loans have
a high probability to lead to credit defaults, which is a risk that the bank wants
to reduce. Another justification could be that banking law prohibits granting
new loans when the number of outstanding loans of the applicant exceeds a
given threshold.

Contestation, contestable, contestability: the goal of a contestation is to
convince that the decision is bad (or inadequate, inappropriate). A contestation
of the above decision could rely on the fact that the applicant has a significant
amount of saving.

3 Or, more generally, that the outcomes of an ADS are appropriate (global justifica-
tion).
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Account, accountable, accountability: according to Reuben Binns [12],
“a party A is accountable to a party B with respect to its conduct C, if A has
an obligation to provide B with some justification for C, and may face some
form of sanction if B finds A’s justification to be inadequate.” The accounts
are the pieces of information that must be provided by the accountable party.
We use accountability in the same sense as Binns and therefore consider that
justifications are an essential part of the accounts. Since justifications may not
be considered “adequate” (using Binns’ terminology), contestability is also a key
requirement for accountability. This point is further discussed below.

Legitimate, legitimacy: Many definitions of legitimacy have been pro-
posed by political scientists, lawyers and philosophers. We use Mark Suchman’s
definition here [68], which is general enough to apply to ADS [72]. Suchman de-
fines legitimacy as “a generalized perception or assumption that the actions of
an entity are desirable, proper, or appropriate within some socially constructed
system of norms, values, beliefs, and definitions.”

Our definitions make a clear distinction between explanations and justifica-
tions - two terms that are used interchangeably in some papers. Explanations are
transfers of knowledge (from the ADS to the explainee), they are descriptive and
intrinsic in the sense that they only depend on the system itself4. In contrast,
justifications are normative and extrinsinc in the sense that they depend on a
reference according to which the adequacy or appropriateness of the outcomes
can be assessed. Indeed, in order to claim that an outcome is good (or adequate,
appropriate) it is necessary to refer to an independent definition of what a good
outcome is. In this paper, we use the word “norm” to denote this external ref-
erence, with no legal connotation: a norm can be a legal requirement but it can
also be a corporate objective or an ethical principle for example. In the above
example, the first justification is based on a corporate objective (minimization
of the risks for the bank) while the second one relies on a legal norm (banking
law).

Even if they often support each other, explanations and justifications have
different goals and should not be conflated: a user can understand the logic lead-
ing to a particular outcome without agreeing on the fact that this outcome is
good; vice versa, he/she may want to contest an outcome (being convinced that
it is bad) without knowing or understanding the logic behind the algorithm. The
distinction between the two notions is best illustrated by Mireille Hildebrandt
[40]: “If the decisions of an automated machine learning application indirectly
discriminate on the basis of gender or race they may qualify as prohibited dis-
crimination; explaining why the system so decided may be interesting but will

4 This is also the case for “causal explanations”: even though the notion of cause is very
complex and it is used with a variety of different meanings in the literature, causal
explanations are generally based on relations between ADS inputs and outputs,
without reference to any external norm [3].
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not legally justify the decision. A decision of an automated system should be
justifiable independently of how the system came to its conclusion.”5

A contestation can be seen as the dual of a justification: its goal is to convince
that the decision is bad while the goal of a justification is to convince that the
decision is good. They are also dual in the sense that the source (or issuer)
of a justification is the operator (or designer) of the ADS whereas the source
of a contestation is a user of the ADS or a person affected by its decisions.
Justifications alone would lead to a unilateral process whereas contestations
introduce a dialectic, conversational process.

Last but not least, all the notions introduced here can take two forms: local
or global, meaning that they can apply to individual decisions or to the overall
ADS. For example, different types of explanations can be provided about a
given outcome6 or about the global logic of the ADS7. Similarly, legitimacy
can be considered at the global level (for example in the context of an ex-ante
algorithmic impact assessment, as discussed in Section 6), or regarding a specific
decision.

3 Why contestability should be a requirement

A lot of progress has been made in artificial intelligence (AI) during the last
decades and the promoters of these technologies, in particular machine learn-
ing (ML), have raised high expectations about their applications in many areas.
However, academics, NGOs and civil society in general have expressed concerns
and fears about the impacts of the pervasive deployment of AI, in particular
in the context of ADS. As discussed in [20], this debate is often clouded by
the mix of arguments of a totally different nature such as issues about the le-
gitimacy of the very purpose of the system and more specific questions about
technical choices made for its implementation. In this section, we start with gen-
eral concerns raised about the deployment of ADS and use them as the driving
motivation to define the requirements that these systems should meet.

3.1 Justifiability and contestability are necessary conditions for the
legitimacy of algorithmic decisions

The fact that ADS are increasingly involved in many everyday decisions (shop-
ping recommendations, access to information, targeted advertisements, etc.) but
also in more important instances (health-care coordination, diagnosis, lawsuits,
credit applications, job applications, etc.) has led some authors to raise the

5 Mireille Hildebrandt takes as an illustration the example of courts of justice: “When
a court decides a case, it cannot justify its decision by spelling out the heuristics of
the judge(s) involved, such as their political preferences, what they had for breakfast
or how they prepared the case.”

6 For example, the factors (input values) that had the strongest impact on the out-
come.

7 For example, in the form of a decision tree or a list of rules.
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risks of “algocracy” [27] or “algorithmic governmentality” [66]. As stated by An-
toinette Rouvroy [66], “this ‘algorithmic governmentality’, and its self-enforcing,
implicit, statistically established norms emanating, in real time, from digitalized
reality, contrasts with ‘political governmentality’, and the imperfectly enforced,
explicit, deliberated, character of laws resulting from time consuming political
deliberation.” Ari Ezra Waldman [72] concurs, stating that “The result is a
technologically driven decision-making process that seems to defy interrogation,
analysis, and accountability and, therefore, undermines due process. This should
make algorithmic decision-making an illegitimate source of authority in a liberal
democracy.”

The key question regarding the deployment of ADS is therefore the require-
ments that should be imposed to ensure their legitimacy or the legitimacy of
the decisions based on their outcomes8. Kees Van Kersbergen and Frans Van
Waarden refer to accountability as a condition for input legitimacy9 [45] and
Steven Bernstein highlights the importance of justifications and contestations to
ensure legitimacy [9].

3.2 Justifications and contestations must rely on norms

The need to provide ways to challenge an ADS is recognized by law but legal
requirements are generally expressed as ill-defined rights to obtain explanations
or human intervention. For example, according to Recital 71 of the GDPR, when
an automated processing is used to make a decision about a person10, this per-
son has “the right to obtain human intervention, to express his or her point
of view, to obtain an explanation of the decision reached after such assessment
and to challenge the decision.” 11 As regards ethics, the Ethics Guidelines for
Trustworthy AI published by the High Level Expert Group on Artificial Intelli-
gence (HLEG-AI) [42] also put forward explainability as one of their four main
principles12. This emphasis is motivated as follows: “Explicability is crucial for
building and maintaining users’ trust in AI systems. [. . . ] Without such informa-
tion, a decision cannot be duly contested.” It is interesting to notice that both
in the GDPR and in the HLEG-AI guidelines, explainability requirements are

8 Global versus local legitimacy.
9 A distinction is usually drawn between two ways of ensuring legitimacy, called re-

spectively input legitimacy and output legitimacy. Input legitimacy focuses on proce-
dural aspects (policies and participation of the stakeholders) while output legitimacy
concerns the effectiveness of the policies (quality of the results) [33]. John Danaher
uses the expressions “instrumentalism” and “proceduralism” to denote respectively
output and input legitimacy [27].

10 More precisely “a decision, which may include a measure, evaluating personal aspects
relating to him or her which is based solely on automated processing and which
produces legal effects concerning him or her or similarly significantly affects him or
her.”

11 It should be noted however that the interpretation of the GDPR regarding explain-
ability requirements has stimulated some debate among law experts [54, 71].

12 Together with respect for human autonomy, prevention of harm and fairness.
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immediately followed (and implicitly motivated) by the need to allow affected
people to contest decisions.

However, as argued in the previous section, explanations are not sufficient
to justify or to contest decisions. This point is forcefully argued by Mireille
Hildebrandt [40]: “we must not allow the discourse of explainability to stand in
the way of the question whether a decision is legally justified, which requires a
specific type of legal reasons. Explanation in itself does not imply justification,
and justification does not always require an explanation of the underlying logic
of the decision system.”

In contrast with explanations, justifications rely on norms, that is to say re-
quirements that are generally outside the algorithmic system13. Law is obviously
a prime example of norm, but, as discussed below, different sources of norms can
apply to a given system. The key point is that justifications make it possible to
avoid the “self-production” of norms (norms emanating from the system itself,
without external reference or control) pointed out by Antoinette Rouvroy [66,
67].

Norms are varied, they can have different sources of legitimacy and can be
expressed in different ways (e.g. through law or jurisprudence for legal norms).
When several norms apply, they may be in tension, or even in contradiction.
In some cases, it is possible to rely on priority rules to establish precedence of
a norm over another one (e.g., international law usually prevails over domestic
law, constitution prevails over ordinary laws, which prevail over decrees, etc.);
in other cases, such rules may not exist and the conflicts between them must be
solved on a case by case basis.

3.3 Eliciting applicable norms is, in itself, a sound discipline

The elicitation of norms justifying the outcomes of an ADS and their use in a
particular context is not only useful to enable contestability: it is also a sound
discipline to increase the chances that the ADS has a legitimate objective and is
used in an appropriate way. In practice, critical assumptions about the ultimate
goal of an ADS and the reasons to believe that it is well-suited to address them,
are often left implicit or unclear. This seems to be a typical cause of misuse of
these systems and mistrust about them. An instructive example is the use of
ADS by certain courts of justice to assess the risk of recidivism of defendants or
detainees (or failure to appear in the case of pretrial assessments). As stressed
by Angèle Christin and her co-authors [23], the “more problematic is the theory
of justice implicitly embedded in the algorithms. Punishment is usually said
to have four main justifications: retribution14, deterrence15, incapacitation16,

13 We discuss in Section 5 contexts, such as autonomous agents, in which an ADS can
incorporate certain norms.

14 The punishment must fit the crime and be proportionate to the severity of the
infraction.

15 The punishment discourages people from committing crimes.
16 The punishment positively prevents someone from offending, for example through

imprisonment.
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and rehabilitation17. Risk-assessment tools emphasize one major justification
at the detriment of the others: incapacitation.” The authors conclude with key
questions about the role that algorithms should play in criminal justice decision-
making, how to ensure that they are used appropriately and how to challenge
their decisions. 18

As the example of fairness teaches us, the choices of values embedded in ADS
should be subject to a broad debate, which can be facilitated by the elicitation
of the (possibly conflicting) norms at stake. Indeed, fairness can be defined in
many ways and some of these definitions are incompatible with one another and
may be in tension with the accuracy objective. As noticed by Richard Berk and
his co-authors [8], the trade-offs may be challenging and application dependent.
For example, technically speaking, age and gender are critical factors to predict
recidivism (young men having the highest level of risk) as well as to anticipate
the development of certain diseases. However, the use of this information by
a judge could be considered as a form of discrimination while it goes without
saying that a doctor would take it into account to make a decision about a
patient. As Richard Berk and his co-authors conclude, “in the end, it will fall to
stakeholders – not criminologists, not statisticians and not computer scientists
– to determine the trade-offs. How many unanticipated crimes are worth some
specified improvement in conditional use accuracy equality ? [. . . ] These are
matters of values and law, and ultimately, the political process. They are not
matters of science.” In a sense, this shift from facts to values is precisely the shift
from explanations, which reflect the logic of the ADS, to justifications, which
refer to external, debatable norms.

3.4 Justifications and contestations are essential parts of
accountability

As suggested in Section 3.1 and Section 3.2, accountability is a key component
of legitimacy. The significance of accountability has been highlighted by many
authors. For example, according to Black [17], accountability relationships “are
a critical element in the construction and contestation of legitimacy claims by
both regulators and legitimacy communities, as they are the means by which
legitimacy communities seek to ensure that their legitimacy claims are met, and
that their evaluations of the legitimacy of regulators are valid.” In the same vein,
Mark Bovens [18] sees accountability as “a route through which pragmatic and
moral/normative legitimacy claims in particular are validated” and posits that
“public accountability is indirectly of importance because ultimately, it can help

17 Which emphasizes instead the potential recovery of offenders and their inclusion in
the social body.

18 John Monahan and Jennifer L. Skeem argue in the same direction in their analysis of
risk assessment in criminal sentencing [59]. Chelsea Barabas and her co-authors go
further, suggesting that machine learning should not be used for risk prediction but
for risk mitigation because empirical analysis has demonstrated that it is “ineffective
at lowering near-term risks (failure to appear and new criminal activity) and long-
term recidivism rates.”
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to ensure that the legitimacy of the public administration remains intact or is
increased.”

The definition provided in Section 2 (taken from [12]) characterizes account-
ability as the obligation to provide justifications and the possibility to challenge
them19. In the same spirit, Mark Bovens [18] defines accountability as “the obli-
gation to explain and justify conduct” and considers that it “usually involves
not just the provision of information about performance, but also the possibility
of debate, of questions by the forum and answers by the actor, and eventually of
judgment of the actor by the forum.” Ingrid Opdebeek and Stephanie De Somer
[63] develop a similar argument in the context of administrations.

3.5 Contestability ensures a balanced and mutually beneficial
collaboration between ADS and humans

In addition to being essential components of accountability and legitimacy, jus-
tifications and contestations have the potential to bring a radical change to the
integration of ADS within human environments. As firmly asserted by Daniel N.
Kluttz and his co-authors [47], “Contestability fosters engagement rather than
passivity, questioning rather than acquiescence. [...] Contestability can support
critical, generative, and responsible engagement between users and algorithms,
users and system designers, and ideally between users and those subject to de-
cisions (when they are not the users), as well as the public.” In that sense, con-
testability contributes to preserve the autonomy of the human decision maker.
Indeed, even if the human decision maker does not have any formal obligation
to follow the suggestion of the ADS, his/her autonomy is questionable if he/she
does not have any possibility to contest it. This has led Daniel N. Kluttz and his
co-authors to call for an evolution of the regulation to emphasize contestability
rather than explainability: “Regulatory approaches should seek to put profes-
sionals and decision support systems in conversation, not position professionals
as passive recipients of system wisdom who must rely on out-of-system mecha-
nisms to challenge them. For these reasons, calls for explainability fall short and
should be replaced by regulatory approaches that drive contestable design.”

3.6 When should justifiability and contestability be required ?

It should be clear, however, that justifiability and contestability cannot be im-
posed to any ADS in any context. Therefore, the next question to be addressed

19 Reuben Binns’ example [12] illustrates the fact that justifications and contestations
are essential parts of accountability : “For instance, a bank deploying an automated
credit scoring system might be held accountable by a customer whose loan applica-
tion has been automatically denied. Accountability in this scenario might consist of
a demand by the customer that the bank provide justification for the decision; [. . . ]
and a final step, in which the customer either accepts the justification, or rejects it,
in which case the bank might have to revise or reprocess their decision with a human
agent, or face some form of sanction.”
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is the identification of the conditions in which they should be required. The
first criterion to take into account is the potential impacts of the decisions on
individuals and on society in general. In this regard, the conditions set out in
the GDPR are clearly insufficient as they refer to persons “subject to a decision
based solely on automated processing, including profiling, which produces legal
effects concerning him or her or similarly significantly affects him or her.” They
are too restrictive for at least two reasons: they seem to exclude decisions taken
on the basis of an ADS (but not “based only” on it) and decisions that would not
have a significant impact on individuals. For example, an ADS used to suggest
shopping recommendations, to target political ads, or to select route choices can
have a strong impact on economic players or on society without significantly
affecting any particular individual. Therefore, the general rule should be that an
ADS must be accountable, and therefore justifiable and contestable, as soon as it
can have an impact on any stakeholder (citizen, professional, economic operator,
etc.), any social group or on society as a whole (social impact, political impact,
etc.).

The next, and more complex questions about this accountability requirement
are : accountable towards whom and how ? The operationalization of justifiabil-
ity and contestability are discussed in the next section. As far as the beneficiary
is concerned, the answer depends primarily on the type of system and its mode
of interaction with its environment. Let us consider, at one end of the spec-
trum, decision components embedded into critical systems such as automatic
metro control systems or a car braking systems. This type of components can
undoubtedly be considered as ADS that can have a major impact on human
lives. However, they make decisions automatically without any interaction with
any individual. No metro passenger or car driver would obviously require justi-
fications about such components, which does not mean that they should not be
subject to accountability requirements. For this type of ADS, the beneficiary of
the justifications and the potential issuer of contestations could be an auditor
or an expert working for a certification body.

Another type of system to be considered are the ADS used by professionals
(bank officers, lawyers, judges, clinicians, etc.) to obtain information (predic-
tions, recommendations, diagnosis, etc.) falling within their area of expertise.
In this context, it is critical that the professional gets appropriate justifications
and has means to contest the outcomes of the ADS. It is a key condition to
ensure that the ADS is used appropriately and to foster “engagement rather
than passivity, questioning rather than acquiescence” [47]. This type of justifi-
cation should come in addition to accountability requirements towards auditors
or certification bodies in critical sectors such as health-care, justice and bank-
ing. It should also facilitate the accountability of the professional himself/herself
towards the people affected by the decisions (patient, litigant, customer, etc.).

At the other end of the spectrum, some ADS are involved in everyday services
such as recommendation systems, sometimes even without the knowledge of
the users (targeted ads, information feeds, etc.). Like other types of critical
systems, such ADS should be accountable towards independent auditors (for
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example regulation authorities) to ensure that they are not misleading and they
do not lead to unfair practices, discriminations or manipulations. In addition,
justifications and possibilities of contestation should be provided to lay users in a
very simple and accessible way (for example, by refusing certain types of ads). In
fact, these obligations may become legal requirements if the Digital Services Act
(DSA) proposed by the European Commission in December 2020 [30] is adopted
as currently drafted. In its summary of its consultations, the DSA observes
that “several stakeholders, in particular civil society and academics, pointed out
the need for algorithmic accountability and transparency audits, especially with
regard to how information is prioritized and targeted. Similarly, regarding online
advertising, stakeholder views echoed the broad concerns around the lack of user
empowerment and lack of meaningful oversight and enforcement.” Needless to
say, justifications and contestations must take very different forms depending on
the beneficiary. We present a range of technical solutions to implement them in
the next section.

4 Operationalization of justifiability and contestability

Different types of justifications and different modes of contestation are appro-
priate depending on the level of expertise of the stakeholders and the nature of
their involvement in the ADS. We can distinguish four main types of situations:

1. Stakeholders involved in an ex-ante algorithmic impact assessment of the
ADS.

2. Experts who intervene either upstream (e.g. certification bodies) or down-
stream (e.g. control authorities or auditors).

3. Professionals involved in the operational phase of the ADS (for example
doctors, bank officers or judges) and making decisions potentially based on
its outcomes. No assumption can be made about the level of expertise of
these professionals regarding algorithmic techniques.

4. Laypersons affected by the outcomes of the ADS20.

Each type of situation calls for specific types of justifications and contesta-
tions which can be supported by different combinations of organizational and
technical instruments. The first case is different in nature since it occurs be-
fore the start of the design of the system. Furthermore, algorithmic impact as-
sessments constitute a specific task in themselves; therefore, we postpone their
discussion until Section 6 and present successively the support to be provided
to experts in Section 4.1 and to non experts (professionals and laypersons) in
Section 4.2.

4.1 Justifications and contestations for experts

The justifications to be provided to experts should include all the documents typ-
ically expected in a certification or audit process: requirements, documentation

20 Because they use it, explicitly or implicitly, or they are subject to decisions taken
by professionals.
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about the design and the implementation of the ADS, testing procedure, test
results, execution logs, etc. In addition, any ADS relying on machine learning
should be accompanied with details about the learning dataset (the conditions
of its creation, the collection, cleaning, labeling processes, etc.) and the model
(intended use, relevant factors, performances, etc.). In order to facilitate com-
munication and to ensure comprehensiveness, the information could be provided
in standardized formats such as Datasheets for Data Sets [34] and Model Cards
[57]. Justifications are complete only if they establish a continuous link between
the high-level objectives of the ADS (the applicable norms, for example non-
discrimination, reduction of recidivism rate, or compliance with a given legal
requirement) and its implementation, with arguments about the fact that the
implementation complies with the objectives. These arguments can take different
forms, which can be more or less conclusive, from high-level testing, to detailed
and systematic testing or even formal proofs in certain situations21. For example,
certain high-level certification schemes require or favour formal (mathematical)
proofs of consistency between different levels of refinement of the system. Such
proofs have been provided for critical code embedded in transport systems [7] and
smart cards [22], for example. In general, compliance is established through sev-
eral levels of refinements including at least the requirements (applicable norms),
the specification (characterization of the means used to meet the requirements)
and the code itself (implementation of the system). For instance, in the case of
an automatic metro, the most important norm should be to protect the lives of
the passengers; the specification should include constraints on the operation of
the trains (speed, acceleration, deceleration, distance between two trains, etc.)
and the code should comply with these constraints. It should be clear, however,
that formal proofs are only possible (and required) in extreme situations where
the specifications of the system (or the essential properties that it must satisfy)
can be defined in a precise way and the implementation itself is amenable to
automatic or semi-automatic verification. These conditions are not met for most
ADS relying on machine learning since their specifications can generally not be
characterized by logical formulas22 and their performances are better assessed
through statistical means. A lot of work has been done in the computer science
community to address this issue, in particular to define and evaluate different
metrics of fairness and accuracy [19].

As discussed in the previous section, contestations and justifications are dual.
Therefore, experts can use the same means to challenge the justifications pro-
vided by the operator (further testing, verification of further properties, etc.).

21 As stated by Finale Doshi-Velez and Been Kim [28], “for complex tasks, the end-to-
end system is almost never completely testable; one cannot create a complete list of
scenarios in which the system may fail. Enumerating all possible outputs given all
possible inputs be computationally or logistically infeasible, and we may be unable
to flag all undesirable outputs.”

22 For example, as mentioned in [28], “the human may want to guard against cer-
tain kinds of discrimination, and their notion of fairness may be too abstract to be
completely encoded into the system”
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4.2 Justifications and contestations for professionals and laypersons

In contrast to experts, professionals and affected people are involved in the oper-
ational phase of the ADS and they have to cope with particular situations (their
own situation for affected people; the situation of the persons they have to serve
- patients, litigants, or customers - for professionals). Therefore, they have a
different focus (more “local” than “global”) and they require different modali-
ties for justifications and contestations (more interactive and less demanding in
terms of expertise). This type of interaction should be supported by appropriate
tools. However, little work has been done so far to facilitate justifications and
contestations for non experts. One of the rare examples is the Algocate tool [37,
38], which can be illustrated on the fictive example of a national vaccine allo-
cation system. The inputs of this ADS are medical data (previous diseases, risk
factors, etc.) and demographic data (age, region, profession, etc.). The outcomes
are individual vaccine attribution decisions.

1. Regional equality rule: regions should receive a number of vaccine doses in propor-
tion to the size of their population.

2. Death limitation: vaccine allocation should minimize the global number of deaths
in the country (e.g. over a three-month time span).

3. Spread limitation: vaccine allocation should minimize the global spreading of the
disease in the country (e.g. over a three-month time span).

Fig. 1. Examples of norms for a vaccine allocation ADS

Such allocation systems give rise to various ethical considerations [64]. For
the sake of our example, we consider a simplified situation with three princi-
ples elicited as norms in Fig. 1. These norms have different sources of legitimacy
(based on fairness or utilitarian considerations) and can be in tension. For exam-
ple, even if death and spread limitations seem to support each other in the long
term, they result in different vaccination strategies. The first one prioritizes peo-
ple with high death risk (for instance the elderly and people with co-morbidities)
while the second one prioritizes people with a high potential of spreading the
virus (e.g. medical staff, teachers and professionals with many contacts). Norms
can be hierarchical. In this example, we assume that the first norm, which is
subject to a decree, prevails over the two other norms (which have the same
priority). Technically speaking, Algocate includes three types of norms (rule,
objective and reference) [38]. The first norm in Fig. 1 is an example of rule while
the two others are examples of objectives.

Algocate does not take for granted that the legitimacy of a norm is accepted
by all parties. For instance, an utilitarian may challenge the first norm of Fig.
1 while a Kantian may consider that the second norm should prevail. In such
situations, if a party refers to a norm or hierarchy that is not accepted by the
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other party, the contestation-justification protocol requires the intervention of
the human decision maker. The benefit of the protocol in such cases is that a
party relying on a norm is compelled to elicit it and to submit it to the approval
of the other party (or the human decision maker as a last resort). Contestations
can take different forms depending on the status of the disputed norm (e.g. legal
proceedings for a legal norm).

U1 I challenge the decision because I am older than 60 and I am practicing as nurse,
so I think that I should receive a vaccine.

A1 First, candidates (as you) who are older than 60 and who practice as nurses have
an average spreading factor of 2.3, which is significantly above the average of 1.2.

A2 However, providing you a vaccine would breach the regional equality decree.

Fig. 2. First example of interaction with Algocate

Fig. 2 presents an example of interaction of a user with Algocate in which
statements are expressed in a restricted natural language23. The statements of
the user are labelled with Ui and Algocate answers are labelled with Ai :

– In U1, the user challenges the rejection of his/her vaccine application and
expresses the reasons why he/she believes that his/her application should be
accepted.

– In A1, Algocate provides a piece of evidence to support the user’s challenge
based on the spread limitation norm. This evidence is generated from a
spread factor database, which has been built using a spread risk estimation
model.

– In A2, Algocate provides a justification of the decision based on the regional
equality rule.

– Because the regional equality rule prevails, the interaction may stop here as
Algocate has provided evidence which, according to its settings, is sufficient
to justify the decision. The contestation may still proceed but it should then
take the form of legal proceedings to challenge the regional equality decree.

Fig. 3 presents another example of interaction with Algocate:

– In U1, the user challenges the rejection of his/her vaccine application.
– In A1, Algocate provides evidence of non application of the regional equality

rule.
– In A2, Algocate provides evidence based on the death limitation norm to

support the user’s challenge. The evidence is a refinement of the challenge
including an additional attribute, disease D. The evidence is generated from
a death risk database, which has been built with a death risk estimation
model.

23 With standard keywords, such as first, furthermore, however, etc.
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U1 I challenge the decision because I am older than 70, so I think that I should receive
the vaccine.

A1 First, you belong to region R which has not yet reached its quota of vaccine.
A2 Furthermore, candidates (as you) who are older than 70 and who have disease D

have a death risk of 5 %, which is significantly above the average of 0.1 %.
A3 However, candidates (as you) who are older than 70 and who do not practice in

the medical sector have a an average spreading factor of 0.8, which is significantly
below the average of 1.2.

Fig. 3. Second example of interaction with Algocate

– In A3, Algocate provides a justification for the rejection decision based on
the spread limitation norm.

– The justification shows that the system has prioritized the spread limitation
objective over the death limitation objective. If he/she thinks he/she has
other ways to contest the decision, the user may initiate another iteration
step of Algocate with another challenge. Otherwise, he/she must either ac-
cept the justification or contest the legitimacy of the prevalence of spread
limitation norm.

The interactions presented in Fig. 2 and Fig. 3 show that Algocate is useful
both for users contesting the decisions of the ADS (e.g. individuals affected
by the decisions or professionals who are not sure about the suggestion of the
ADS) and for users who want to justify them (usually the operator of the ADS).
Algocate is neutral, in the sense that it is designed to find the best arguments
(i.e. statements with evidence supporting them) for both parties. This neutrality
is of prime importance, given the usual imbalance of powers between individuals
who are affected by the decisions and the designers or operators of the ADS. As
stated by Reuben Binns [12], “Giving absolute primacy to either the decision-
maker or the decision-subject would render algorithmic accountability too one-
sided, allowing one party to hold the other to standards that they could not
reasonably accept.”

Algocate shows that justifiability and contestability are possible also for non-
experts, provided that they are supported by appropriate tools. Another project
going in the same direction is described in [41]: the paper acknowledges the need
“to provide mechanisms for users to challenge model predictions” and states that
“doing so may require users to marshal evidence and create counter narrative
that argue precisely why they disagree with a conclusion drawn by an AI sys-
tem.” However, it does not describe precise mechanisms to support this type of
contestation.
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5 Related work

In the field of explainable AI, the distinction between explanations and justi-
fications is sometimes blurred. For example, [14] refers to explanations “which
are presumed to be justifying” and [50] considers that justifications are ways to
make understandable the inner operations of a complex system (in a white-box
setting). However, a series of works [13, 15, 16, 55, 61, 69], refer to justifications
as ways of ensuring that a decision is good (in contrast to understanding a deci-
sion), which is in line with the definition proposed in this paper. Also, even if the
word “justification” is not used in the paper, [25] introduces an “explicability”
principle for AI taken “both in the epistemological sense of ’intelligibility’ and
in the ethical sense of ’accountability’”. The normative nature of justifications
was also mentioned in the field of intelligent systems [48]: “an intelligent system
exhibits justified agency if it follows society’s norms and explains its activities
in those terms.” However, these norms are not characterized precisely in [48].
On this matter, [49] qualifies explanations as “unjustified” when there are not
supported by training data. Therefore, justifiability applies to explanations in
this context rather than to the decisions themselves. From a different perspec-
tive, [24], distinguishes different types of justifications but they concern only the
performances of inductive machine learning techniques.

The term “justification” is sometimes used in the field of autonomous agents
to refer to motivations to perform a specific action. In this context, norms are
made available to autonomous agents to make their decisions. For example, the
framework introduced in [51] relies on norms (called “principles”) inferred from
ethical judgments using inductive logic programming. In a nutshell, a value-
driven agent refers to an ethical preference ordering of the actions before making
any decision. It is worth noting that it is appropriate to present justifications as
a type of explanation in this setting since norms are in internalised in agents.

The interest for more interactions with humans in the design and exploitation
phases of machine learning systems takes different forms [1]. The need to conceive
explanations as an interactive process has been argued by several authors [56,
58]. The “human-in-the-loop” approach leverages on human feedback during
the training process to obtain more accurate classifiers [46]. A lot of work has
also been done on argumentation and dialog games [6, 11, 51, 53] but the focus
in these areas is generally the logical structure of the framework to express
and to relate arguments or the protocol to exchange arguments. Closer to the
notion of justification, [43] relies on “debates” between two competing algorithms
exchanging arguments and counterarguments to convince a human user that
their classification is correct. However, the goal of this work is to “align an
agent’s actions with the values and preferences of humans” which is seen as a
“training-time problem”.

The limitations of transparency (seen as “looking inside the black box”) for
accountability has already been argued in [4]. In the area of administration, [63]
concludes that “the process of giving a proper justification for an administrative
decision involves more than just transparency for the sake of transparency. It
is an argumentative process that provides targeted information.” The need to
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provide appropriate justifications of judicial decisions has also been analyzed
by several authors [26, 29, 73]24. For example, [26] refers to justifications “as a
powerful preventive of wrong decisions to encourage uniformity across decision-
making bodies and to make decisions somewhat more acceptable to a losing
claimant.”

The advantages of justifications over explanations (in the sense used in this
paper) to enhance trust in ADS has also been analyzed by Karl de Fine Licht
and Jenny de Fine Licht [32] who argue that “a limited form of transparency
that focuses on providing justifications for decisions has the potential to provide
sufficient grounds for perceived legitimacy in AI decision-making.”

As far as operationalization is concerned, the notion of “design transparency”
proposed by Michele Loi and his co-authors [52] is close to what we described as
“justifications for experts” in Section 4.1. Design transparency “requires giving
information on various elements: the goal that the algorithm pursues, the math-
ematical constructs into which the goal or its proxy is translated in order to be
implemented in the algorithm, and the tests and the data with which the perfor-
mance of the algorithm was verified.” The authors coin the expressions “value
transparency”, “translation transparency” and “performance transparency” to
denote these three elements.

6 Conclusion

AI and ADS can bring great benefits to society but there is strong risk of public
backlash if ethical issues are not considered seriously [10, 21, 32, 62]25. As firmly
asserted by Mariarosaria Taddeo and Luciano Floridi [70], “Ethical regulation
of the design and use of AI is a complex but necessary task. The alternative may
lead to devaluation of individual rights and social values, rejection of AI-based
innovation, and ultimately a missed opportunity to use AI to improve individual
well-being and social welfare.” In this paper, we have argued that justifiability
and contestability are key conditions to ensure the legitimacy of ADS that can
have a significant impact on individuals’ lives or on society in general. In this
regard, it is worth noting that the proposal for a regulation “on a Single Mar-
ket For Digital Services (Digital Services Act)” [30] published by the European
Commission in December 2020 also emphasises the ability for users of online
platforms to contest decisions. For example, Recital 44 states that “Recipients
of the service should be able to easily and effectively contest certain decisions of
online platforms that negatively affect them. Therefore, online platforms should
be required to provide for internal complaint-handling systems, which meet cer-
tain conditions aimed at ensuring that the systems are easily accessible and lead
to swift and fair outcomes.”

24 Note that the word “explanation” is used in the sense of “justification” by the authors
of [29], or “motivation” in legal parlance.

25 As an illustration, a recent survey [10] conducted by BEUC across nine EU coun-
tries shows that in all of them, a majority of people “agree or strongly agree that
companies are using AI to manipulate consumer decisions.”
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In this paper, we have also shown that justifiability and contestability are
not illusory objectives: they can be operationalized in different ways for differ-
ent types of recipients. Even though we have focused on technical means in this
paper, we do not want to suggest that justifiability and contestability could be
reduced to technical issues. The role of the technical means presented here is to
support an overall combination of legal, political and organizational framework
to enhance the legitimacy of ADS. Also, it should be clear that the deployment
of any critical ADS should be preceded by a multistakeholder algorithmic impact
assessment [19, 20, 44, 60, 65]. The means presented in Section 4 (in particular,
in Section 4.1) and the mere elicitation of applicable norms (as argued in Sec-
tion 3.3) can provide useful inputs to the deliberation about the legitimacy of
the ADS but they should obviously not overshadow the debate, which must in-
volve subjective (political, philosophical, ethical) considerations. As stated by
Richard Berk and his co-authors [8], “ these are matters of values and law, and
ultimately, the political process. They are not matters of science.” In return,
the algorithmic impact assessment should provide guidance about the level of
requirements to be imposed to the ADS, in particular in terms of justifiability
and contestability. A good illustration of this approach is the Canadian Directive
on Automated Decision-Making [35] which introduces four “Impact Assessment
Levels” associated with different “Impact Level Requirements”. Even though
it applies only to administrative decisions of the federal government, it shows
the way to the integration of algorithmic impact assessment into the develop-
ment cycle of all critical ADS. In Europe, the recent recommendations of the
European Parliament [31] points in the same direction, considering “that the de-
termination of whether artificial intelligence, robotics and related technologies
should be considered high-risk, and thus subject to mandatory compliance with
legal obligations and ethical principles as set out in the regulatory framework
for AI, should always follow from an impartial, regulated and external ex-ante
assessment based on concrete and defined criteria.”
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