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• We propose a framework for the automatic QC of 3D T1w brain MRI

for a clinical data warehouse.

• We manually labeled 5500 images to train/test different convolutional

neural networks.

• The automatic approach can identify images which are not proper T1w

brain MRIs (e.g. truncated images).

• It is able to identify acquisitions for which gadolinium was injected.

• It can also accurately identify low quality images.
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Abstract

Many studies on machine learning (ML) for computer-aided diagnosis have so

far been mostly restricted to high-quality research data. Clinical data ware-

houses, gathering routine examinations from hospitals, offer great promises

for training and validation of ML models in a realistic setting. However, the

use of such clinical data warehouses requires quality control (QC) tools. Vi-

sual QC by experts is time-consuming and does not scale to large datasets.

In this paper, we propose a convolutional neural network (CNN) for the au-

tomatic QC of 3D T1-weighted brain MRI for a large heterogeneous clinical

data warehouse. To that purpose, we used the data warehouse of the hospitals

of the Greater Paris area (Assistance Publique-Hôpitaux de Paris [AP-HP]).

Specifically, the objectives were: 1) to identify images which are not proper



T1-weighted brain MRIs; 2) to identify acquisitions for which gadolinium

was injected; 3) to rate the overall image quality. We used 5000 images for

training and validation and a separate set of 500 images for testing. In order

to train/validate the CNN, the data were annotated by two trained raters

according to a visual QC protocol that we specifically designed for applica-

tion in the setting of a data warehouse. For objectives 1 and 2, our approach

achieved excellent accuracy (balanced accuracy and F1-score >90%), sim-

ilar to the human raters. For objective 3, the performance was good but

substantially lower than that of human raters. Nevertheless, the automatic

approach accurately identified (balanced accuracy and F1-score >80%) low

quality images, which would typically need to be excluded. Overall, our

approach shall be useful for exploiting hospital data warehouses in medical

image computing.

Keywords: Quality control, Clinical data warehouse, Brain MRI, Deep

learning

1. Introduction

Structural T1-weighted (T1w) magnetic resonance imaging (MRI) is use-

ful for diagnosis of various brain disorders, in particular neurodegenerative

diseases (Frisoni et al., 2010; Harper et al., 2016). They have thus often

been used as inputs of machine learning (ML) algorithms for computer-aided

diagnosis (CAD) (Falahati et al., 2014; Koikkalainen et al., 2016; Rathore

et al., 2017; Burgos and Colliot, 2020).
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Most ML methods are trained and validated on high-quality research data

(Noor et al., 2019; Choi et al., 2019; Punjabi et al., 2019): protocols for image

acquisition are standardized and a strict quality control is applied (Jack et al.,

2008; Littlejohns et al., 2020). However, to be applied in the clinic, ML

methods need to be validated on clinical routine images. In recent years,

hospitals have constituted clinical data warehouses that can contain medical

images from 100,000-1,000,000 patients (Daniel and Salamanca, 2020; Amara

et al., 2020). The quality of such images can greatly vary (see Figure 2), since

the acquisition protocols are not standardized, scanners may not be recent

and patients may have moved during the acquisition. All these factors can

prevent algorithms from working properly (Reuter et al., 2015; Gilmore et al.,

2019). Quality control (QC) is thus a fundamental step before training and

evaluating ML approaches on clinical routine data.

Manual QC takes time and is thus not always doable, especially in the con-

text of ML-based CAD, where a large number of training samples is needed.

Typically, clinical data warehouses can contain hundreds of thousands of

samples. Even if web-based systems facilitate annotation (Kim et al., 2019;

Keshavan et al., 2018), the task remains unfeasible for very large datasets.

In this context, automatic QC is needed.

Several works have been proposed to enable automatic QC of cerebral

MR images. The Preprocessed Connectomes Project developed a Quality

3



Figure 1: Examples of T1w brain images from the clinical data warehouse and the corre-
sponding labels. A1: Image of good quality (tier 1), without gadolinium; A2: Good quality
(tier 1), with gadolinium; B1: Medium quality (tier 2), without gadolinium (noise grade
1); B2: Medium quality (tier 2), with gadolinium (contrast grade 1); C1: Bad quality (tier
3), without gadolinium (contrast grade 2, motion grade 2); C2: Bad quality (tier 3), with
gadolinium (contrast grade 2, motion grade 1); D1: Straight rejection (segmented); D2:
Straight rejection (cropped).

Assessment Protocol1. The package enables the extraction of several image

quality metrics (IQMs) such as the signal-to-noise ratio, the contrast-to-noise

ratio or the volume of the gray and white matter. IQMs are then compared

to a normative distribution obtained from three research datasets, ABIDE

(Di Martino et al., 2014), CoRR2 and NFB3. In the same spirit, we find (Es-

teban et al., 2017; Alfaro-Almagro et al., 2018; Raamana et al., 2020). These

approaches propose to use the IQMs as input of a classifier for automatic QC.

1http://preprocessed-connectomes-project.org/quality-assessment-protocol
2http://fcon_1000.projects.nitrc.org/indi/CoRR/html/index.html
3http://fcon_1000.projects.nitrc.org/indi/enhanced/
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Esteban et al. (2017) and Alfaro-Almagro et al. (2018) developed a pipeline

for the automatic QC of 3D brain T1w MRI, the first has the advantage to be

an open source software (called MRIQC). Raamana et al. (2020) developed

another open source software called VisualQC whose aim is the visualisation

and the rating of the Freesurfer cortical segmentation output. The pipelines

proposed by these works are very extensive as they require registration and

segmentation steps to extract features. It is not possible to assume a priori

that these steps will perform well with a new unseen clinical dataset. On

the contrary, it is likely that the segmentation will fail for the lowest quality

images, thus making it impossible to apply the QC tool. Moreover, the ex-

tracted features may not be representative of the problems affecting clinical

routine data. As proposed by Sujit et al. (2019), convolutional neural net-

works (CNNs) are a good option for automatic QC because they can learn

features without knowing a priori which are the most adapted. A further

limitation of these works is that they rely on images acquired following a

well-defined research protocol. The pipeline presented in (Alfaro-Almagro

et al., 2018) was developed for the large, but well-standardized, UK Biobank

dataset containing mostly healthy volunteers. Esteban et al. (2017) and Su-

jit et al. (2019) trained their algorithms on ABIDE, a research multicenter

study including patients with autism and control subjects and used another

research dataset for testing. These datasets are both smaller and less real-

istic than a clinical dataset. In particular, Sujit et al. (2019) used 2D slices

as input for the model and they classified their images only in two classes:

5



acceptable or not acceptable.

More studies can be found if we enlarge the scope to other body parts

or imaging sequences. Deep learning models have been developed for dif-

ferent modalities, different organs and different QC tasks: for the QC of

mammograms (Kretz et al., 2020), fetal ultrasound cardiac images (Dong

et al., 2019), and brain diffusion MRI (Graham et al., 2018), for the de-

tection of artefacts on cardiac MRI (Oksuz et al., 2019) and blurring on

histological images (Campanella et al., 2018). Several works used a classifier

trained on image quality metrics (IQM) extracted from the images: Küstner

et al. (2018); Sadri et al. (2020) used this approach with a research dataset

composed of different body parts and MRI sequences, Tayari et al. (2019)

applied it to 3D 1H MR spectroscopy of the prostate and Janowczyk et al.

(2019) developed a tool called HistoQC for the QC of histological images.

Finally, some works focused on the QC of post-processing results, mainly

segmentation results. It can be done extracting IQMs from the segmented

images, as proposed by Alba et al. (2018) for cardiac images, or using deep

learning models as done by Robinson et al. (2018, 2019) for cardiac images

from the UK Biobank dataset, which contains more than 10,000 samples,

and Sunoqrot et al. (2020) for prostate images.

To the best of our knowledge, there is currently no automatic QC ap-

proach dedicated to large clinical datasets of brain MRI. Our work was done

using a clinical data warehouse that assembles all MRI data from all hospitals

of the greater Paris area. Images come from different sites and different ma-
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chines with no homogenization on the parameters, and their acquisition cover

several decades. The patient may have any disease for which a brain MRI

exam is required. All these factors are not present in the approaches already

proposed in the literature: even when images come from different sites, the

acquisition protocol is harmonized, the number of machines is limited and

they are usually acquired within a few years, avoiding intrinsic problems of

quality due to the progress in the technology. Additionally, the presence of

different diseases such as neurodegenerative diseases, stroke, multiple sclero-

sis, or brain tumours, is typical of clinical datasets: they can strongly alter

the structure of the brain and it may be difficult to use a specific set of

features to characterize the quality of the images independently of the dis-

ease. In addition, due to security reasons, images from the data warehouse

cannot be uploaded to a web server and we had to work in a restricted IT

environment (Daniel and Salamanca, 2020).

The objective of our work was to develop a method for the automatic QC

of T1w brain MRI in large clinical data warehouses. The specific objectives

were to: 1) discard images which are not proper T1w brain MRI; 2) iden-

tify images with gadolinium; 3) recognise images of bad, medium and good

quality. We used 5000 images for training/validation and 500 for testing. To

train/validate the models, the data were annotated by two trained raters. To

that purpose, we introduced an original visual QC protocol that is applicable

to clinical data warehouses. Figure 2 presents an overview of our work.

7



Central 
Hospital 

PACS
❌

⚠

❌

⚠

⚠

Research
PACS

Anonymisa9on

Remote 
Access

Us

Figure 2: General workflow of the proposed QC framework. Images were acquired as part
of the routine clinical care in different hospital sites and gathered in a central hospital
PACS. Images relevant to our research project were copied to the research PACS and
anonymized. They always remain within the hospital network that we accessed remotely.
Thanks to the connection to the hospital IT network, we manually labeled the images
before training and testing our deep learning models.

2. Materials and methods

2.1. Dataset description

This work relies on a large clinical routine dataset containing all the

T1w brain MR images of adult patients scanned in hospitals of the Greater

Paris area (Assistance Publique-Hôpitaux de Paris [AP-HP]). The data were

made available by the data warehouse of the AP-HP and the study was

approved by the Ethical and Scientific Board of the AP-HP. According to

French regulation, consent was waived as these images were acquired as part

of the routine clinical care of the patients.

All the images were already stored in a single central clinical PACS. Then,

the data warehouse team of the AP-HP made a query on the central clinical
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PACS and copied the images to the so-called “research PACS”. Note that,

in spite of its name, the research PACS is also within the hospital network.

The images were then pseudonymized: the DICOM fields that contained in-

formation about the patient or the physician who performed the exam, such

as their name or identifier were erased. For further anonymization, the date

of the exam and the date of birth were also erased from the DICOM fields.

Nevertheless, as mentioned below, this information was available from an-

other database (but not for all patients). In this other database, to increase

anonymization, the date of the exam and the date of birth were also changed

(they were shifted by a constant in order to keep the age information ac-

curate). Note that data were accessed remotely and that all the analyses

(including training and inference of deep learning models on GPUs) were

performed within the hospital network, as exporting data outside of this

network is not allowed. This is summarized in Figure 2.

The images were selected according to DICOM attributes. A first query

on the PACS was performed to list the DICOM attributes corresponding to

MRI. For all the MR images, we listed the “series descriptions”, “body parts

examined”, and “study descriptions” DICOM attributes. A neuroradiologist

manually selected all the attribute values that may refer to 3D T1w brain

MRI (e.g. “T1 EG 3D MPR”, “SAG 3D BRAVO”, “3D T1 EG MPRAGE”,

“IRM cranio”, “Brain T1W/FFEGADO”). He selected 3736 relevant at-

tribute values. In case of a doubt, the neuroradiologist kept the value to

avoid discarding potential images of interest. Relevant attribute values were
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manually selected since some of the information present in the DICOM fields

is filled manually by the radiology department or even by the radiographer

who is performing the exam. Standardization exists within a given hospi-

tal but our data came from 39 different hospitals, which all have different

conventions. Even within a hospital, there was still a large variability, prob-

ably because different MRI protocols for a head/brain examination exist and

there was no specific effort to name the body part in a consistent way across

them. It could also be that these had spelling errors or that they were not

changed during an exam (resulting in the annotation of gadolinium injection

even when it is not present or the opposite).

Among all the 3D T1w brain MRI of the AP-HP, a first batch of about

11,000 images was delivered by the data warehouse. We excluded all the

images having less than 40 slices because they correspond to 2D brain images

even if the corresponding DICOM attribute refer to 3D. For the present study,

we randomly selected 5500 images, corresponding to 4177 patients. The

images were acquired on various scanners from four manufacturers: Siemens

Healthineers (n = 3752), GE Healthcare (n = 1710), Philips (n = 33) and

Toshiba (n = 5). Among all the images, 3229 images were acquired with

3 Tesla machines and 2271 with 1.5 Tesla. From the 5500 images, age and

gender information was known only for 4274 images, corresponding to 3169

patients. This is explained by the fact that, while images are stored on the

PACS, socio-demographic and clinical data are stored using another software

system that had been installed later in the different hospitals. Furthermore,
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age and sex in the DICOM header were erased during the pseudonymization

process. Among the 4274 images, we have 2297 women, 1968 men and 9

patients with unknown sex, with an average age of 55.15 ± 7.89 (min: 18,

max: 95). Table 1 reports all the scanner models present in our dataset

with the corresponding magnetic field strength for the 5500 images and the

corresponding age range and sex for the images for which this information is

available.

2.2. Image preprocessing

The T1w MR images were converted from DICOM to NIfTI using the

software dicom2niix (Li et al., 2016) and organized using the Brain Imaging

Data Structure (BIDS) standard (Gorgolewski et al., 2016). Images with

a voxel dimension smaller than 0.9 mm were resampled using a 3rd-order

spline interpolation to obtain 1 mm isotropic voxels. To facilitate annota-

tions, we applied the following pre-processing using the ‘t1-linear’ pipeline

of Clinica (Routier et al., 2021), which is a wrapper of the ANTs software

(Avants et al., 2014). Bias field correction was applied using the N4ITK

method (Tustison et al., 2010). An affine registration to MNI space was

performed using the SyN algorithm (Avants et al., 2008). The registered

images were further rescaled based on the min and max intensity values

(y = (x − min(x))/(max(x) − min(x)), where x is the T1w brain MRI in

the MNI space). Images were then cropped to remove background result-

ing in images of size 169×208×179, with 1 mm isotropic voxels (Wen et al.,
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Table 1: Model name of all the scanners, grouped by manufacturer, with the corresponding
magnetic field strength (T) and the number of images. Age (mean ± std[range]) and sex
(number of females [F] / males [M]) are reported when available for each model. As
indicated in the text, from the 5500 images, age and gender information were available
only for 4274 images. Thus, this information was left blank when it was available for none
of the images of a given scanner model.

Model Name T
N

images
Age (mean ± std

[range])
Sex

(F/M)

S
ie

m
e
n

s

Aera 1.5 489 53.53 ± 18.00 [18, 95] 223 / 142
Amira 1.5 29 47.81 ± 13.57 [19, 68] 6 / 10
Avanto 1.5 603 52.79 ± 15.39 [18, 88] 164 / 125

Avanto fit 1.5 81 56.06 ± 16.64 [19, 88] 34 / 28
Biograph mMR 3 12 - -

Espree 1.5 1 - -
Magnetom Vida 3 3 - -

Magnetom Essenza 1.5 11 37.2 ± 15.93 [22, 69] 1 / 9
Sempra 1.5 3 45 ± 0 [45] 1 / 0
Skyra 3 1851 54.31 ± 17.56 [18, 95] 708 / 692

Spectra 3 23 55.13 ± 18.87 [22, 66] 2 / 6
Symphony 1.5 3 - -

Verio 3 643 55.65 ± 17.75 [18, 92] 310 / 294

G
E

H
e
a
lt

h
c
a
re

Discovery MR450 1.5 4 40.67 ± 23.57 [24, 74] 1 / 2
Discovery MR750(w) 3 675 55.52 ± 17.49 [18, 93] 240 / 256

Optima MR360 1.5 2 63 ± 0 [63] 0 / 1
Optima MR450w 1.5 284 59.80 ± 18.0 [18, 95] 160 / 97
Signa Architect 1.5 243 52.14 ± 18.63 [19, 92] 128 / 99

Signa Artist 1.5 4 88.0 ± 1.41 [86, 89] 2 / 2
Signa Excite 1.5 3 30.5 ± 4.5 [26, 35] 2 / 0

Signa Explorer 1.5 1 76 ±0 [76] 1 / 0
Signa HDx(t) 1.5 489 61.53 ±18.34 18, 94 250 / 166
Signa Pioneer 3 1 76 ±0 [76] 0 / 1
Signa Voyager 1.5 1 - -

Unknown 1.5 3 - -

P
h

il
ip

s

Achieva 3 21 51.0 ± 14.0 [27, 70] 5 / 2
Ingenia 1.5 5 81.13 ± 12.20 [64, 92] 1 / 2
Intera 1.5 7 61 ± 0 [61] 2 / 0

T
o
sh

ib
a

Titan 1.5 2 54.5 ± 1.5 [53, 56] 2 / 0
Vantage Elan 1.5 3 55.5 ± 3.5 [52, 59] 1 / 112



2020). One should note that we only aimed to obtain a rough alignment and

intensity rescaling to facilitate annotation.

2.3. Manual labeling of the dataset

In this section, we introduce the visual QC protocol. We describe the

different characteristics noted on the images and how we created the final

label for the automatic QC. Images were labeled by two trained raters and

the annotation protocol was designed with the help of a radiologist.

2.3.1. Quality criteria

Five characteristics were manually annotated. The first two (straight

rejection and gadolinium) are binary flags, while the other three (motion,

contrast and noise) are assessed with a three-level grade.

• Straight rejection (SR): images not containing a T1w MRI of the

whole brain (for instance images of segmented tissues or truncated im-

ages). Note that these images still have DICOM attributes correspond-

ing to T1w brain MRI and thus were not removed through the selection

step based on DICOM attributes.

• Gadolinium: presence of gadolinium-based contrast agent.

• Motion 0: no motion, 1: some motion but the structures of the brain

are still distinguishable, 2: severe motion, the cortical and subcortical

structures are difficult to distinguish.
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• Contrast 0: good contrast, 1: medium contrast (gray matter and

white matter are difficult to distinguish in some parts of the image), 2:

bad contrast (gray matter and white matter are difficult to distinguish

everywhere in the brain).

• Noise 0: no noise, 1: presence of noise that does not prevent identifying

structures, 2: severe noise that does prevent identifying structures.

Gadolinium injection, motion, contrast and noise were noted for all the im-

ages which were not defined as SR. According to the grades given to the

motion, contrast and noise characteristics, we determined three tiers corre-

sponding to images of good, medium and bad quality. The tiers, along with

the rules used to defined them, are described in Table 2.

Tier Description Determination rule

Tier 1
3D T1w brain MRI of
good quality

Grade 0 for motion, contrast and
noise

Tier 2
3D T1w brain MRI of
medium quality

At least one characteristic among
motion, contrast and noise with
grade 1 and none with grade 2

Tier 3
3D T1w brain MRI of
bad quality

At least one characteristic among
motion, contrast and noise with
grade 2

Table 2: Description and determination rules of the proposed quality control tiers.
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2.3.2. Annotation set-up

Our aim was to annotate the largest possible number of images in an

efficient manner while being restricted to the environment of the data ware-

house which only included a Jupyter notebook and a command-line interface.

We thus implemented a graphical interface in a Jupyter notebook. This in-

terface displayed only the central axial, sagittal and coronal slices of the

brain. Indeed, loading the whole 3D volume for inspecting all the slices in

the data warehouse environment was unfeasible due to the above mentioned

restrictions. Specifically, from the NIfTI format, we saved a screenshot of

the central slice of each view (sagittal, coronal, axial) in PNG format. This

allowed a fast loading of the image to annotate. Each image was labeled by

two trained raters. The interface was flexible: it was possible to go back and

label again an image, and after the labelling all the characteristics noted were

displayed. The procedure was optimized to reduce the workload of the raters

to a minimum. The implementation is available on a GitHub repository:

https://github.com/SimonaBottani/Quality_Control_Interface.

2.3.3. Consensus label

The final label used to train and validate the automatic QC is a consensus

between the two raters. If the users labeled different image characteristics,

we determined a procedure to define a consensus label. We distinguished two

types of disagreement: one regarding the SR status and the other one regard-

ing the other characteristics based on which the tiers are assigned. When the
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two raters disagreed on the SR status, we manually set the consensus label:

the two raters reviewed the images and decided together to keep the SR label

or assign the alternative label. In case of disagreement regarding the other

characteristics, the consensus was chosen as follows. The objective was to be

as conservative as possible: we wanted to retain all the imperfections that

may have been seen by one annotator and not by the other. For a given

characteristic, the consensus grade was chosen as the maximum of the two

grades of the observers. The tier was recomputed accordingly.

2.4. Automatic quality control method

We developed an automatic QC method based on CNNs trained to per-

form several classification tasks: 1) discard images which were not proper

T1w brain MRI (SR: yes vs no)); 2) identify images with gadolinium (gadolin-

ium: yes vs no); 3) differentiate images of bad quality from images of medium

and good quality (tier 3 vs tiers 2-1); 4) differentiate images of medium qual-

ity from images of good quality (tier 2 vs tier 1).

2.4.1. Network architecture

The network proposed was composed of five convolutional blocks and of

three fully connected layers. The convolutional blocks were made of one

convolutional layer, one batch normalization layer, one ReLU and one max

pooling. Details about architecture are represented on Figure 3. All the

details about the parameters of the layers, i.e. the filter size, the number

of filters/neurons, the stride and the padding size and the dropout rate are
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169x208x179

Label 1
Label 2

Convolu9onal layer

Max Pooling

Fully connected

Dropout

ReLU

Batch Normaliza9onConvolu9onal 
block

Figure 3: Architecture of the 3D CNN called Conv5 FC3. Five convolutional blocks
(composed sequentially of a convolutional layer, a batch normalization layer, a ReLU and
a max pooling layer) are followed by a dropout and three fully connected layers.

in the Supplementary Materials in table S2. In the following, we refer to

this architecture as Conv5 FC3. The models were trained using the cross

entropy loss, which was weighted according to the proportion of images per

class for each task. We used the Adam optimizer with a learning rate of 1e-

4. We implemented early stopping and all the models were evaluated with

a maximum of 50 epochs. The batch size was set to 2. The model with

the lowest loss was saved as final model. Implementation was done using

Pytorch. This architecture has previously been used and validated in (Wen

et al., 2020). It is available through the ClinicaDL software available on

GitHub: https://github.com/aramis-lab/ClinicaDL.

We compared this network to more sophisticated CNN architectures.

In particular, we implemented a modified 3D version of Google’s incarna-

tion of the Inception architecture (Szegedy et al., 2016). In addition we
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also implemented a 3D ResNet (CNN with residual blocks) inspired from

(Jónsson et al., 2019). More details about the architectures are given Fig-

ures S1 and S2. Both the Inception and the ResNet models were trained

using the cross entropy loss weighted according to the proportion of im-

ages per class, the Adam optimizer with a learning rate of 1e-4 and the

batch size was set to 2. These two models have been used in (Couvy-

Duchesne et al., 2020) to predict brain age from 3D T1w MRI. For that

specific task, they achieved a higher performance than the 5-layer CNN men-

tioned above. Their implementation is openly available on GitHub https:

//github.com/aramis-lab/pac2019 and all the parameters of the CNNs

are listed in the supplementary materials of (Couvy-Duchesne et al., 2020).

2.4.2. Experiments

Before starting the experiments, we defined a test set by randomly select-

ing 500 images which respected the same distribution of tiers as the images

in the training/validation set. We also verified that the distribution of the

manufacturers and the different scanner models was respected. The remain-

ing 5000 images were split into training and validation using a 5-fold cross

validation (CV). The separation between training, validation and test sets

was made at the patient level to avoid data leakage. For each of the four

tasks considered (SR, gadolinium, tier 3 vs 2-1, tier 2 vs 1), the five models

trained in the CV were evaluated on the test set. We also studied the influ-

ence of the size of the training set on the performance by computing learning
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Characteristics Weighted Cohen’s kappa

SR (yes vs no) 0.88

Gadolinium injection (yes vs no) 0.89

Contrast (0 vs 1 vs 2) 0.79

Motion (0 vs 1 vs 2) 0.68

Noise (0 vs 1 vs 2) 0.70

Table 3: Weighted Cohen’s kappa between the two annotators

curves. We compared the output of each classifier with the consensus label.

To set the automatic QC results in perspective, we computed the balanced

accuracy (BA) for the raters (defined as the average of the BAs between each

rater and the consensus).

3. Results

3.1. Manual quality control

The inter-rater agreement was evaluated using the weighted Cohen’s

kappa (Watson and Petrie, 2010) between the two annotators for each of the

characteristics. Results are presented in Table 3. The agreement is strong

for the SR label and the gadolinium injection (0.88 and 0.89) and moderate

for the other characteristics (from 0.68 to 0.79).

The distribution of the consensus labels for the 5500 patients is shown in

Figure 4. 26% of the images are labeled as SR, 16% as tier 1, 28% as tier

2, and 30% as tier 3. Table S1 reports the exact number of images for each
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Tier 1: 873

SR: 1455

Tier 2: 1533

Tier 3: 1639

Gado

Not Gado

Contrast

0 1 2

Grade

Mo=on

Noise

Figure 4: Distribution of the consensus labels for the whole dataset of 5500 images. Out-
ermost circle: images in SR and in the different tiers. For every tier, we divide between
images with and without gadolinium injection. For each injection status we see the grade
distribution of the contrast, motion and noise characteristics. This is also presented as
a table (Table S1) in supplementary material so that the reader can have access to the
exact numbers.

category. Figure 2 shows some representative examples of T1w brain images

with the corresponding labels.

As expected, the proportion of images with gadolinium increased when

the quality decreased (proportion of images with gadolinium: 41% in Tier 1,

53% in tier 2, 76% in tier 3; p < 2.13e−8; χ2 test). A vast majority of tier 3

images had a contrast of 2 (90%) and were with gadolinium (70%).

If we analyse the relationships between characteristics, we note that 73%

of images with a grade 2 for motion have also a grade 2 for contrast. Un-

surprisingly, a strong motion has a severe impact on contrast. On the other

hand, images with a grade 2 for contrast present a closer distribution of grade

0, 1 and 2 for motion (40%, 34%, and 26%, respectively).
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Manufacturer
(%Siemens,

%GE,
% Philips,
% Toshiba)

Field strength
(%1.5T, %3T)

Age
(mean ± std

[range])

Sex
(%F, %M)

(Tier 1
(n=702)

90%, 10%,
0%, 0%**

9%, 91% **
47.51 ± 16.27

[18 - 88]
52%, 48%

Tier 2
(n=117)

78%, 22%,
0.2%, 0.01% **

44%, 56%
54.42 ± 17.79

[18 - 95]
59%, 41%

Tier 3
(n=1323)

38%, 62%,
0%, 0.2%**

60%, 40% **
59.97 ± 17.13

[18 - 85]
57%, 43%

SR
(n=1132)

67%, 32%,
1%, 0%

28%, 72% **
54.95 ± 18.01

[18 - 93]
47%, 53%

Total
(n=4274)

65%, 35%,
0.2%, 0%

39%, 61%
55.15 ± 17.89

[18 - 95]
53%, 46%

Table 4: Distribution of the manufacturers, field strength, sex and age according to QC
grading (performed by the human raters) and on the overall population. We report the
percentage of each manufacturer, field strength and sex, and the mean ± standard devi-
ation with the range for age. The analysis was restricted to the sub-population for which
demographic information was available (4274 of 5500 images). Results with ** mean that
the distributions between the overall population and a specific QC class were statistically
significantly different (corrected p <0.05).

We studied the influence of the age, sex, manufacturer and field strength

for the SR images or the different tiers for which demographic information

was available (4274 out of 5500). In Table 4, we report the percentage of

each manufacturer, field strength and sex, and the mean, standard deviation

and range for the age according to the QC grading performed by the human

raters (SR, tier 1, tier 2 or tier 3). We compared the distribution of the

four overall quality classes to the overall population using a χ2 test for the

manufacturer, field strength and sex, and with a t-test for the age. P-values

were corrected for multiple comparisons using Bonferroni correction. We
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found statistically significant differences (corrected p-value <0.05) for the

manufacturer for tier 1, tier 2 and tier 3 and for the field strength for tier 1,

tier 3 and SR. Specifically, in tier 1 and tier 2, there was a majority of Siemens

machines (especially of 3T for tier 1), while in tier 3 there was a majority

of GE Healthcare machines. In addition, the SR category contained many

3T images that are actually segmented images, as such processed images are

usually available with the most recent machines (that come equipped with

segmentation software). For age and sex, there was no significant difference.

DICOM attributes often contain information regarding the injection of

gadolinium. However, it is well-known to radiologists that such information

is often unreliable because it is manually entered by the MRI radiographer.

We aimed to assess the extent to which such information was unreliable.

We thus analysed the “study description” and “series description” DICOM

attributes of the images to check if the presence of gadolinium injection was

noted. We considered that it was noted if at least one of the words ‘gado’,

‘inj’ or ‘iv’ was present in the value of one of the attributes. Among the 2416

images that were manually annotated as with gadolinium, 2033 images had

the information in the DICOM attributes. Among the 1629 images that were

manually annotated as without gadolinium, 987 were noted as images with

gadolinium injection according to the DICOM attributes. Since our manual

annotation of gadolinium injection is highly reproducible and was designed

with the guidance of an experienced neuroradiologist, we conclude that, as

expected, DICOM attributes do not provide reliable information regarding
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Metric
SR

(yes vs no)
Gadolinium injection

(yes vs no)
Tier 3 vs
tiers 2-1

Tier 2 vs
tier 1

BA annotators 97.13 96.10 91.56 88.27

BA classifiers 93.76 ± 0.57 97.14 ± 0.34 83.51 ± 0.93 71.65 ± 2.15

F1 score 94.85 ± 0.41 97.04 ± 0.31 84.07 ± 1.02 74.10 ± 1.35

MCC 85.71 ± 1.11 94.00 ± 0.64 67.38 ± 2.13 42.10 ± 3.25

AUC 93.76 ± 0.57 97.14 ± 0.34 83.51 ± 0.93 71.65 ± 2.15

Sensitivity 91.83 ± 1.18 96.45 ± 0.34 79.88 ± 3.06 77.39 ± 4.29

Specificity 95.69 ± 0.53 97.82 ± 0.62 87.14 ± 3.14 65.92 ± 7.47

PPV 86.44 ± 1.43 98.33 ± 0.46 81.93 ± 3.36 83.20 ± 2.31

NPV 97.51 ± 0.35 95.39 ± 0.42 85.83 ± 1.49 57.78 ± 2.63

Table 5: Results of the CNN classifier for all the tasks. We report the BA of the annotators
and for every metric of the CNN we report the mean and the empirical standard deviation
across the five folds. BA: balanced accuracy; MCC: Matthews correlation coefficient; AUC:
area under the receiver operator characteristic curve; PPV: positive predictive values;
NPV: negative predictive values

the presence of gadolinium. This highlights the importance of being able to

detect it using an automatic QC tool.

3.2. Automatic quality control

Results obtained for the four tasks of interest by the proposed Conv5 FC3

classifier are presented in Table 5. We report the BA of the annotators

for comparison. For the recognition of SR images, we used all the images

available in the training/validation set (n = 5000); for the gadolinium and

tier 3 vs tiers 2-1 tasks, the training/validation set does not include SR

images (n = 3770); and for the tier 2 vs tier 1 task, the training/validation

set does not include SR and tier 3 images (n = 2182).

Balanced accuracy for SR and gadolinium is excellent (94% and 97%).

For SR, the CNN is slightly less good than the annotators. For gadolinium,
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Figure 5: Learning curves for the SR (yes vs no), gadolinium injection (yes vs no), tier 3
vs tier 2-1 and tier 2 vs tier 1 tasks. Blue: balanced accuracy of the classifier across the
five folds. Violet: balanced accuracy of the annotators on the testing set.

the CNN is as good as the raters. For tier 3 vs 2-1, the classifier BA is good

but lower than that of the annotators. For tier 2 vs 1, CNN BA is low (71%)

and much lower than that of the raters (88%).

The influence of the size of the training set on the performance is shown

in Figure 5. For SR, the performance increases with sample size, even if it is

also good with few examples (90% for 500 images) because of the easiness of

the task. For gadolinium, performance is very high regardless of the sample

size. For tier 3 vs tiers 2-1, adding more training samples helps the classifier
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while this is not the case for tier 2 vs 1.

For tier 3 vs tiers 2-1 and tier 2 vs tier 1, we compared the proposed

architecture, Conv5 FC3, with the Inception and ResNet architectures. For

both tasks, the balanced accuracy obtained with the different networks is

comparable: while for tier 3 vs tiers 2-1 it is slightly higher with the ResNet

(85.82 ± 0.95) than the Conv5 FC3 (83.51 ± 0.93) and the Inception (82.40

± 1.2 ), for tier 2 vs 1 it is slightly higher with the Conv5 FC3 (71.65 ± 2.15)

than the ResNet (68.08 ± 1.6) or Inception (69.27 ± 2.05) architectures. For

both tasks, the performance of the different classifiers were not statistically

different (for tier 3 vs tiers 2-1: p>0.21, McNemar’s test; for tier 2 vs tier 1:

p>0.12, McNemar’s test). All the metrics are reported in Table 6. For the

images in the test set having information about age and sex (372 out of 500

images) we studied the influence of age, sex, manufacturer and field strength

of the scanner on the classification performance of all the models of our work.

Specifically, we tested for differences in balanced accuracy using the Mann-

Whitney U rank test and p-values were corrected for multiple comparisons

using Bonferroni correction. No factor had a statistically significant influence

on the classification performance (all corrected p-values >0.05).
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A. Tier 3 vs tiers 2-1

Metric Conv5 FC3 Inception ResNet

BA 83.51 ± 0.93 82.41 ± 1.28 85.82 ± 0.95

Sensitivity 79.88 ± 3.06 75.53 ± 2.68 80.75 ± 3.24

Specificity 87.14 ± 3.14 89.29 ± 3.45 90.89 ± 2.22

F1 score 84.07 ± 1.02 83.38 ± 1.44 86.57 ± 0.81

MCC 67.38 ± 2.13 66.08 ± 3.02 72.52 ± 1.70

AUC 83.51 ± 0.93 82.41 ± 1.28 85.82 ± 2.81

PPV 81.93 ± 3.36 83.80 ± 3.93 86.58 ± 2.43

NPV 85.83 ± 1.49 83.58 ± 1.20 86.85 ± 1.76

B. Tier 2 vs tier 1

Metric Conv5 FC3 Inception ResNet

BA 71.65 ± 2.15 69.28 ± 2.81 68.08 ± 1.63

Sensitivity 77.39 ± 4.29 76.86 ± 4.76 82.35 ± 2.90

Specificity 65.92 ± 7.47 61.69 ± 10.01 53.80 ± 4.99

F1 score 74.10 ± 1.35 72.28 ± 1.13 72.94 ± 1.18

MCC 42.10 ± 3.25 37.74 ± 4.10 37.13 ± 2.73

AUC 71.65 ± 2.15 69.28 ± 2.81 68.08 ± 1.62

PPV 83.20 ± 2.32 81.51 ± 3.08 79.40 ± 1.34

NPV 57.78 ± 2.63 55.49 ± 1.70 58.77 ± 2.40

Table 6: Results of three 3D CNN architectures (Conv5 FC3, Inception and ResNet) for
the rating of the overall image quality. We report the mean and the empirical standard
deviation across the five folds for all the metrics. BA: balanced accuracy; MCC: Matthews
correlation coefficient; AUC: area under the receiver operator characteristic curve; PPV:
positive predictive values; NPV: negative predictive values
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4. Discussion

In this work, we developed a method for the automatic QC of T1w brain

MRI for a large clinical data warehouse. Our approach allows: i) discarding

images which are of no interest (SR), ii) recognizing gadolinium injection ,

iii) rating the overall image quality. To this aim, different CNN were trained

and evaluated thanks to the manual annotation of 5500 images by two raters.

In the last decades, many computer-aided diagnosis systems using ma-

chine learning methods have been proposed for the detection of lesions or

tumours, or for the classification of neurodegenerative or psychiatric diseases

(Rathore et al., 2017; Işın et al., 2016; Burgos et al., 2021). Algorithms were

mainly developed and tested using research images (Samper-González et al.,

2018; Noor et al., 2019; Cuingnet et al., 2011), or clinical datasets of lim-

ited size (Morin et al., 2020; Zhang et al., 2019; Campese et al., 2019; Oh

et al., 2019). Their validation on large realistic clinical datasets is crucial.

To that aim, clinical data warehouses, which may gather millions of clinical

routine images, offer fantastic opportunities. They also provide considerable

challenges. In particular, selecting adequate images for a given analysis task

can be very difficult: DICOM attributes may be unreliable, images may be

of the wrong type, truncated and their quality is extremely variable. There-

fore, automatic curation and QC methods are needed to fully exploit the

potential of clinical data warehouses. Important efforts and achievements

have been made by the scientific community to propose protocols and auto-

matic tools for QC. MRIQC (Esteban et al., 2017) and VisualQC (Raamana
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et al., 2020) are two tools developed for the QC of T1w brain MRI data:

they propose the extraction of image quality metrics for the detection of out-

liers, and a graphical interface to check the images. Alfaro-Almagro et al.

(2018) proposed a pipeline for the UK Biobank dataset. Sujit et al. (2019)

trained a CNN using the research dataset ABIDE. Other works focused on

QC of processing results (segmentation) rather than raw data (Keshavan

et al., 2018; Klapwijk et al., 2019). However, all these tools were designed

for research data. Even if the data came from multiple sites, they do not

cover all the images existing in a clinical PACS: they did not cover images

with gadolinium and the patients presented with a limited number of dis-

eases. Indeed, research datasets do not contain SR or tier 3 images and they

may have very few tier 2 images. Protocols for the acquisition of research

data are often different (in particular, scanning time is often longer) and a

systematic visual QC is often performed. If the quality of an image is poor, a

second scan can be acquired and information about the image quality is pro-

vided. In addition, DICOM fields are standardized among a research dataset,

meaning that from the modality name it is possible to recognise whether a

gadolinium-based contrast agent has been injected or not. On the contrary,

in a clinical data warehouse, we may find images with or without gadolinium

injection, “research quality” images, and images segmented, cropped or with

so much motion that it is impossible to distinguish the brain. This hetero-

geneity makes it impossible to use other QC tools present in the literature.

In particular, software tools such as MRIQC Esteban et al. (2017) propose
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an extensive image pre-processing pipeline before the calculation of image

quality metrics. Classical neuroimaging software tools, such as SPM, ANTS

or FSL, are typically validated only on T1w brain MRI of a good quality and

without gadolinium. The quality of our data, in particular of SR images that

represent 25% of our dataset and the fact that we have about 44% of images

with gadolinium injection, does not allow us to trust the metrics extracted

from segmentations. To the best of our knowledge, we are the first to propose

an automatic QC framework for clinical data warehouses.

To train our automatic QC algorithm, we had to manually annotate a

large sample of images from the data warehouse. It was not possible to

use existing protocols and software tools. In addition to the limitations

mentioned above, we were also constrained by the environment of the data

warehouse which only included a Jupyter notebook and a command-line in-

terface. While constraints may vary from a data warehouse to another, it is

very common that the data cannot be downloaded and thus have to be used

within a specific informatics set-up (Daniel and Salamanca, 2020). We thus

developed a dedicated visual QC protocol, with the assistance of a resident

radiologist. We compared the annotation using 3D images and 2D slices, and

we concluded that three 2D slices were sufficient and could represent a good

compromise to fulfil our objectives: one being the exclusion of bad quality

images that would compromise further analyses. Manual annotation results

showed that our protocol is reproducible across all tasks, even though agree-

ment was weaker for more challenging characteristics. Inter-rater agreement
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was strong for the SR label and the gadolinium injection and moderate for

other characteristics. Manual annotation also provides interesting informa-

tion on the variability of image quality in a clinical routine data warehouse.

As much as 25% are totally unusable (SR), and almost a third has a very low

quality (Tier 3). We also confirmed that gadolinium has a strong impact on

image quality, hence the critical importance of detecting it accurately, the

DICOM attributes being unreliable in that regard.

For detecting straight reject, our CNN had excellent performance (BA

greater than 90%). Even though the task is relatively easy, this is very im-

portant in order to automatically discard images in a very large scale study.

This was also the case for detection of gadolinium, an important characteris-

tic that strongly impacts the behavior of many image analysis methods. For

the rating of image quality, the situation was different for identifying Tier

3 (low quality) images and for separating Tier 2 (medium quality) and Tier

1 (high quality). The proposed CNN classifier identified low quality images

(Tier 3) with a high accuracy (83%). This is important because these are

typically the images on which image processing algorithms could fail. Dif-

ferentiating images of high and medium quality could also be useful but is

less important as both categories can likely lead to reliable diagnostic pre-

dictions. We thus believe that these tools can be reliably used on the rest of

this large data warehouse and already have an important practical impact.

We compared several more sophisticated CNN architectures to our simple

network based on five convolutional and three fully connected layers. How-
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ever, these more complex networks (3D Inception and 3D ResNet) did not

provide any significant improvement in performance. We could not compare

our approach with the more standard ones based on the extraction of the

image quality metrics since the software tools are not adapted to our data:

we can trust the results of a classifier based on these types of features only if

we trust the segmentation results. Our aim was to propose a framework for

the QC that can be re-used on a clinical platform and so must be adapted

to different tasks and have a preprocessing as light as possible. This is the

reason why we developed a CNN for all the tasks.

Thanks to the large number of hospitals in the AP-HP consortium (39

hospitals) and to the huge amount of images collected over the years (1980–

now), we strongly believe that this dataset is representative of 3D T1w brain

MRI that may be acquired in other hospitals. Consequently, the use of our

QC framework could be generalized and it represents a first important step for

the use of clinical data warehouses for the design of computer-aided diagnosis

systems. Indeed, this work on quality control can help researchers to conduct

studies, from observational studies that include MRI-based measurements to

the development of CAD systems. First, obviously, the system will help

save time by excluding SR images since they are not usable at all, both for

training and testing. Even a neuroradiologist would not rely on these images

for diagnostic purposes. Thereafter, the graded quality is also useful: either

by controlling this confounding factor that can impact classification results

or results of correlative studies, or by excluding images of bad quality (i.e.
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tier 3) when training the CAD. The quality grade could also contribute to

building a confidence score for a classifier: when performing inference on a

bad quality image we could lower the confidence in the classifier’s result. Our

study is going to be useful when performing research studies of different kinds

(from training machine learning models to observational clinical retrospective

studies). It is true that, beyond research, it could potentially be useful in

a clinical routine setting. However, several steps would be needed towards

that aim. First, it would obviously need to be approved as a medical device

(e.g. FDA or CE approval). The most natural way to integrate it would

probably be within the software provided by the MRI vendor. The computer

hardware associated with the MRI machine is certainly powerful enough to

perform the inference steps of our models. In a clinical routine setting, there

are several potential usages of the approach. The most natural may be to

associate it to automatic quantification algorithms which are more and more

commonly available within the radiologist console. This would help flag

exams for which, due to image quality, quantification cannot be considered

reliable.

The main limitations of our study concern the annotation process. With

the analysis of only three slices, we limit the chances to notice localised arte-

facts. Another consequence is that it may be difficult to properly distinguish

the characteristics when an image is degraded: in particular the motion and

the noise may be confused. This is also reflected by moderate values of the

weighted Cohen’s kappa obtained for these two characteristics. Additionally,
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even if we believe that the CNN models that were trained on data from the

AP-HP data warehouse can be applied to other clinical datasets due to the

large numbers of hospitals and scanner models involved in study and to the

extended period of time, it would be beneficial to apply them on a public

dataset for benchmarking. Furthermore, it would be interesting to study the

potential association between the diagnoses of the patients and the quality

of the images and the performance of the automatic QC. However, such a

study is not straightforward to conduct due to the multiplicity of diagnostic

codes for a given inpatient and the absence of any diagnostic information for

outpatients. This is left for future work.

5. Conclusion

In this work, we proposed a framework for the automatic quality control of

3D brain T1w MRI for a large clinical data warehouse. Thanks to the manual

annotation of 5500 images, we trained and validated different convolutional

neural networks on 5000 images with a 5-fold CV and we tested them on an

independent test set of 500 images. The classifier was as efficient as manual

rating for the classification of images which are not proper 3D T1w brain

MRI (i.e. truncated or segmented images) and for the images for which

gadolinium was injected. In addition, the classifier was able to recognise low

quality images with good accuracy.
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16 AP-HP, Hôpital Avicenne, Department of Radiology, F-93000, Bobigny, France
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bSorbonne Université, Paris, 75013, France

cInstitut du Cerveau - Paris Brain Institute - ICM, Paris, 75013, France
dInserm, Paris, 75013, France
eCNRS, Paris, 75013, France
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QC
grading

N
Gadolinium

injection
N

Contrast
Grade

N
Motion
Grade

N
Noise
Grade

N

Tier 1 873
With gado 358 - - - - - -

Without gado 515 - - - - - -

Tier 2 1533

With gado 812
0 342 0 409 0 431

1 470 1 403 1 381

Without gado 721
0 237 0 441 0 445

1 484 1 280 1 276

Tier 3 1639

With gado 1246

0 40 0 451 0 683

1 56 1 425 1 549

2 1150 2 370 2 14

Without gado 393

0 27 0 147 0 271

1 43 1 86 1 120

2 323 2 160 2 2

SR 1455 - - - - - - - -

Table S1: For each QC grading, we report the total number of images, the number of
images with or without gadolinium injection and the number of images per grade for the
contrast, motion and noise characteristics.
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Figure S1: Architecture of the Inception 3D CNN. More information regarding the hyper-
parameters can be found in (Couvy-Duchesne et al., 2020).
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Figure S2: Architecture of the ResNet 3D CNN. More information regarding the hyper-
parameters can be found in (Couvy-Duchesne et al., 2020).
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