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Abstract

Many studies on machine learning (ML) for computer-aided diagnosis are restricted to
high-quality research data. Clinical data warehouses, gathering routine examinations from
hospitals, offer great promises for training and validation of ML models in a realistic setting.
However, the use of such clinical data warehouses requires quality control (QC) tools. Visual
QC by experts is time-consuming and does not scale to large datasets. The aim of this work
is to develop a convolutional neural network (CNN) for the automatic QC of 3D T1w brain
MRI for a large heterogeneous clinical data warehouse. Specifically, the objectives were:
1) to identify images which are not proper T1w brain MRIs; 2) to identify acquisitions
for which gadolinium was injected; 3) to rate the overall image quality. We used 5000
images for training and validation and a separate set of 500 images for testing. In order
to train/validate the CNN, the data were annotated by two trained raters according to a
visual QC protocol that we specifically designed for application in the setting of a data
warehouse. For objectives 1 and 2, our approach achieved excellent accuracy, similar to
the human raters. For objective 3, the performance was good but substantially lower to
that of human raters.

Keywords: Quality control, Neuroimaging, MRI, Brain, Deep learning

1. Introduction

Structural T1-weighted (T1w) magnetic resonance imaging (MRI) is useful for diagnosis
of various brain disorders, in particular neurodegenerative diseases (Frisoni et al., 2010;
Harper et al., 2016). They have thus often been used as inputs of machine learning (ML)
algorithms for computer-aided diagnosis (CAD) (Koikkalainen et al., 2016).

Most ML methods are trained and validated on high-quality research data: protocols
for image acquisition are standardized and a strict quality control is applied (Jack Jr et al.,
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Figure 1: Examples of T1w brain images from the clinical data warehouse and the corre-
sponding labels. A1: Image of good quality (tier 1), without gadolinium; A2:
Good quality (tier 1), with gadolinium; B1: Medium quality (tier 2), without
gadolinium, noise grade 1; B2: Medium quality (tier 2), with gadolinium, con-
trast grade 1; C1: Bad quality (tier 3), without gadolinium, contrast grade 2,
motion grade 2; C2: Bad quality (tier 3), with gadolinium, contrast grade 2, mo-
tion grade 1; D1: Straight rejection, segmented; D2: Straight rejection, cropped.

2008; Littlejohns et al., 2020). However, to be applied in the clinic, ML methods need
to be validated on clinical routine images. The quality of such images can greatly vary
(see Figure 1), since the acquisition protocols are not standardized, scanners may not be
recent and patients may have moved during the acquisition. All these factors can prevent
algorithms from working properly (Reuter et al., 2015; Gilmore et al., 2019). Quality control
(QC) is thus a fundamental step before training and evaluating ML approaches on clinical
routine data.

Manual QC takes time and is thus not always doable, especially in the context of ML-
based CAD, where a large number of training samples is needed. Typically, clinical data
warehouses can contain hundreds of thousands of samples. Even if web-based systems
facilitate annotation (Kim et al., 2019; Keshavan et al., 2018), the task remains unfeasible
for very large datasets. In this context, automatic QC is needed. The works of (Alfaro-
Almagro et al., 2018; Esteban et al., 2017) propose a set of QC metrics automatically
extracted from T1w brain MRI data, such as the signal-to-noise ratio or the volume of
the gray and white matters, to use as input for a classifier. The pipelines proposed by
these works are very extensive: registration and segmentation steps are used for the feature
extraction. It is not possible to assume a priori that these steps will perform well with a
new unseen clinical dataset. On the contrary, it is likely that the segmentation will fail for
the lowest quality images, thus making it impossible to apply the QC tool. Moreover, the
extracted features may not be representative of the problems affecting clinical routine data.
As proposed by (Sujit et al., 2019), convolutional neural networks (CNNs) are a good option
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for automatic QC because they can learn features without a priori knowledge on which are
the most adapted. A further limitation of these works is that they rely on images acquired
following a well-defined research protocol. The pipeline presented in (Alfaro-Almagro et al.,
2018) was developed for the large, but well-standardized, UK Biobank dataset containing
mostly healthy volunteers. (Esteban et al., 2017) and (Sujit et al., 2019) trained their
algorithms on ABIDE, a research multicenter study including patients with autism and
control subjects and used another research dataset for testing.

Our work was done using a clinical data warehouse. It assembles all MRI data from all
hospitals of the greater Paris area. Images come from different sites and different machines
with no homogenization on the parameters. Their acquisition cover several decades. The
patient may have any disease for which a brain MRI exam is required. All these factors
are not present in the approaches already proposed in the literature: even when images
come from different sites, the acquisition protocol is harmonized, the number of machines
is limited and they are usually acquired within a few years, avoiding intrinsic problems
of quality due to the progress in the technology. Additionally, the presence of different
diseases such as neurodegenerative diseases, stroke, multiple sclerosis, brain tumours, or
metastases, is typical of clinical dataset: they can strongly alter the structure of the brain
and it may be difficult to use a specific set of features to characterize the quality of the
images independently of the disease. In addition, due to security reasons, images from the
data warehouse cannot be uploaded to a web server and we had to work in a restricted IT
environment.

The objective of our work was to develop a method for the automatic QC of T1w brain
MRI in large clinical data warehouses. The specific objectives were: 1) to discard images
which are not proper T1w brain MRI; 2) identify images with gadolinium; 3) to recognise
images of bad, medium and good quality. We used 5000 images for training/validation and
500 for testing. To train/validate the models, the data was annotated by two trained raters.
To that purpose, we introduced an original visual QC protocol that is applicable to clinical
data warehouses.

2. Materials and methods

2.1. Dataset description

This work relies on a large clinical routine dataset containing all the T1w brain MR images of
adult patients scanned in hospitals of the Greater Paris area (Assistance Publique-Hopitaux
de Paris [AP-HP]). The images were selected according to DICOM fields. A first query
on the PACS was performed to list the DICOM fields (series, modality and body part
description) corresponding to MRI. A neuroradiologist then selected the fields referring to
3D T1w brain images. These fields were used to automatically select the images. The data
were made available by the data warehouse of the AP-HP and the study was approved by
the Ethical and Scientific Board of the AP-HP. According to French regulation, consent was
waived as these images were acquired as part of the routine clinical care of the patients.
For the present study, we randomly selected 5500 images. These corresponded to 4177
patients. The images were acquired on various scanners from four manufacturers: Siemens
Healthineers (n = 3752), GE Healthcare (n = 1710), Philips (n = 33) and Toshiba (n = 5).
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2.2. Image preprocessing

The T1w MR images were converted from DICOM to NIfTI using the software dicom2niix
(Li et al., 2016) and organized using the Brain Imaging Data Structure (BIDS) standard
(Gorgolewski et al., 2016). Images with a voxel dimension smaller than 0.9 mm were resam-
pled using a 3rd-order spline interpolation to obtain 1 mm isotropic voxels. To facilitate
annotations, we applied the following pre-processing using the ‘t1-linear’ pipeline of Clinica
(Routier et al., 2019), which is a wrapper of the ANTs software (Avants et al., 2014). Bias
field correction was applied using the N4ITK method (Tustison et al., 2010). An affine
registration to MNI space was performed using the SyN algorithm (Avants et al., 2008).
The registered images were further rescaled based on the min and max intensity values,
and cropped to remove background resulting in images of size 169×208×179, with 1 mm
isotropic voxels (Wen et al., 2020). One should note that we only aimed to obtain a rough
alignment and intensity rescaling to facilitate annotation.

2.3. Manual labeling of the dataset

In this section, we introduce the visual QC protocol. We describe the different characteristics
noted on the images and how we created the final label for the automatic QC.

2.3.1. Quality criteria

Five characteristics were manually annotated. The first two (straight rejection and gadolin-
ium) are binary flags, while the other three (motion, contrast and noise) are assessed with
a three-level grade.

• Straight rejection (SR): images not containing a T1w MRI of the whole brain (for
instance images of segmented tissues or truncated images). Note that these images
still have DICOM fields corresponding to T1w brain MRI and thus were not removed
through the selection step based on DICOM fields.

• Gadolinium: presence of gadolinium-based contrast agent.

• Motion 0: no motion, 1: some motion but the structures of the brain are still dis-
tinguishable, 2: severe motion, the cortical and subcortical structures are difficult to
distinguish.

• Contrast 0: good contrast, 1: medium contrast (gray matter and white matter are
difficult to distinguish in some parts of the image), 2: bad contrast (gray matter and
white matter are difficult to distinguish everywhere in the brain).

• Noise 0: no noise, 1: presence of noise that does not prevent identifying structures,
2: severe noise that does prevent identifying structures.

Gadolinium injection, motion, contrast and noise were noted for all the images which were
not defined as SR. According to the grades given to the motion, contrast and noise char-
acteristics, we determined three tiers corresponding to images of good, medium and bad
quality. The tiers, along with the rules used to defined them, are described in Table 1.
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Table 1: Description and determination rules of the proposed quality control tiers.

Tier Description Determination rule
Tier 1 3D T1w brain MRI of good quality Grade 0 for motion, contrast and noise

Tier 2 3D T1w brain MRI of medium quality
At least one characteristic among mo-
tion, contrast and noise with grade 1 and
none with grade 2

Tier 3 3D T1w brain MRI of bad quality
At least one characteristic among mo-
tion, contrast and noise with grade 2

2.3.2. Annotation set-up

Our aim was to annotate the largest possible number of images in an efficient manner.
Moreover, we were restricted to the environment of the data warehouse which only included a
Jupyter notebook and a command-line interface. We thus implemented a graphical interface
in a Jupyter notebook displaying only the central axial, sagittal and coronal slices of the
brain. Loading the whole 3D volume or inspecting all the slices would have been too time
consuming. Each image was labeled by two trained raters.

2.3.3. Consensus label

The final label used to train and validate the automatic QC is a consensus between the two
raters. If the users labeled different image characteristics, we determined a procedure to
define a consensus label. We distinguished two types of disagreement: one regarding the
SR status and the other one regarding the other characteristics based on which the tiers are
assigned. When the two raters disagreed on the SR status, we manually set the consensus
label: the two raters reviewed the images and decided together to keep the SR label or
assign the alternative label. In case of disagreement regarding the other characteristics, the
consensus was chosen as follows. The objective was to be as conservative as possible: we
wanted to retain all the imperfections that may have been seen by one annotator and not
by the other. For a given characteristic, the consensus grade was chosen as the maximum
of the two grades of the observers. The tier was recomputed accordingly.

2.4. Automatic quality control method

We developed an automatic QC method based on CNNs trained to perform several classi-
fication tasks: 1) discard images which were not proper T1w brain MRI (SR: yes vs no));
2) identify images with gadolinium (gadolinium: yes vs no); 3) differentiate images of bad
quality from images of medium and good quality (tier 3 vs tiers 2-1); 4) differentiate images
of medium quality from images of good quality (tier 2 vs tier 1).

2.4.1. Network architecture

The network was composed of five convolutional and max pooling layers and of three fully
connected layers. The models were trained using the cross entropy loss, which was weighted
according to the proportion of images per class for each task. We used the Adam optimizer
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with a learning rate of 1e-4. We implemented early stopping and all the models were
evaluated with a maximum of 50 epochs. The batch size was set to 2. The model with the
lowest loss was saved as final model. Implementation was done using Pytorch.

2.4.2. Experiments

Before starting the experiments, we defined a test set by randomly selecting 500 images
which respected the same distribution of tiers as the images in the training/validation set.
The remaining 5000 images were split into training and validation using a 5-fold cross
validation (CV). The separation between training, validation and test sets was made at the
patient level in order to avoid data leakage. For each of the four tasks considered (SR,
gadolinium, tier 3 vs 2-1, tier 2 vs 1), the five models trained in the CV were evaluated on
the test set. We also studied the influence of the size of the training set on the performance
by computing learning curves. We compared the output of each classifier with the consensus
label. To set the automatic QC results in perspective, we computed the balanced accuracy
(BA) for the raters (defined as the average of the BAs between each rater and the consensus).

3. Results

3.1. Manual quality control

The inter-rater agreement was evaluated using the weighted Cohen’s kappa (Watson and
Petrie, 2010) between the two annotators for each of the characteristics. Results are pre-
sented in Table 2. The agreement is strong for the SR label and the gadolinium injection
(0.88 and 0.89) and moderate for the other characteristics (from 0.68 to 0.79).

The distribution of the consensus labels for the 5500 patients is shown in Figure 2.
26% of the images are labeled as SR, 16% as tier 1, 28% as tier 2, and 30% as tier 3. As
expected, the proportion of images with gadolinium increased when the quality decreased.
A vast majority of tier 3 images had a contrast of 2 and were with gadolinium. Figure 1
shows some representative examples of T1w brain images with the corresponding labels.

3.2. Automatic quality control

The BAs obtained for the four tasks of interest by the CNN classifiers and by the annotators
are presented in Table 3. For the recognition of SR images, we used all the images available
in the training/validation set (n = 5000); for the gadolinium and tier 3 vs tiers 2-1 tasks,

Table 2: Weighted Cohen’s kappa between the two annotators

Characteristics Weighted Cohen’s kappa
SR (yes vs no) 0.88
Gadolinium injection (yes vs no) 0.89
Contrast (0 vs 1 vs 2) 0.79
Motion (0 vs 1 vs 2) 0.68
Noise (0 vs 1 vs 2) 0.70
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Figure 2: Distribution of the consensus labels for the whole dataset of 5500 images. Out-
ermost circle: images in SR and in the different tiers. For every tier, we divide
between images with and without gadolinium injection. For each injection status
we see the grade distribution of the contrast, motion and noise characteristics.

the training/validation set does not include SR images (n = 3770); and for the tier 2 vs tier
1 task, the training/validation set does not include SR and tier 3 images (n = 2182).

Balanced accuracies for SR and gadolinium are excellent (94% and 97%). For SR, the
CNN is slightly less good than the annotators. For gadolinium, the CNN is as good as the
raters. For tier 3 vs 2-1, the classifier BA is good but lower than that of the annotators.
For tier 2 vs 1, CNN BA is low (71%) and much lower than that of the raters (88%).

The influence of the size of the training set on the performance is shown in Figure Fig-
ure 3. For SR, the performance increases with sample size, even if it is also good with
few examples (90% for 500 images) because of the easiness of the task. For gadolinium,

Table 3: Results of the CNN classifier for all the tasks. For the balanced accuracy of the
classifier, we report the mean and the empirical standard deviation across the five
folds.

Task BA classifiers BA annotators
SR (yes vs no) 93.76 ± 0.57 97.13
Gadolinium injection (yes vs no) 97.14 ± 0.34 96.10
Tier 3 vs tiers 2-1 83.51 ± 0.93 91.56
Tier 2 vs tier 1 71.65 ± 2.15 88.27
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Figure 3: Learning curves for the SR (yes vs no), gadolinium injection (yes vs no), tier 3 vs
tier 2-1 and tier 2 vs tier 1 tasks. Blue: balanced accuracy of the classifier across
the five folds. Violet: balanced accuracy of the annotators on the testing set.

performance is very high regardless of the sample size. For tier 3 vs tiers 2-1, adding more
training samples helps the classifier while this is not the case for tier 2 vs 1.

4. Discussion and conclusion

In this work, we developed a method for the automatic QC of T1w brain MRI for a large
clinical data warehouse. In order to achieve this goal, we devised a manual QC protocol to
build the training/validation/test sets of 5500 images in total.

Manual annotation results showed that our protocol is reproducible across all tasks, even
though agreement was less for more challenging characteristics. They also provide inter-
esting information on the variability of image quality in a clinical routine data warehouse.
As much as 25% are totally unusable (SR), and almost a third has a low quality (tier 3).
We also confirmed that gadolinium has a strong impact on image quality, hence the critical
importance of detecting it accurately, the DICOM fields being unreliable in that regard.

For detecting straight reject, our CNN had excellent performance. Even though the
task is relatively easy, this is very important in order to automatically discard images in a
very large scale study. This was also the case for gadolinium, an important characteristic
that strongly impacts the behavior of many image analysis methods. We thus believe that
these tools can be reliably used on the rest of this large data warehouse and already have
an important practical impact for researchers in deep learning for medical imaging.

For detecting low quality data (tier 3), the performance was good even though lower
than that of manual raters. On the other hand, it was substantially lower for differentiating
between high and medium quality images. Nevertheless, such tools still seem useful for
analysing the failure modes of CAD systems or other ML approaches, as such correlative
work is still doable with an imperfect tool. More work is nevertheless needed in order to
use them for a strict rating of MRI quality.
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Aurélien Maire, Stéphane Bréant, Christel Daniel, Martin Hilka, Yannick Jacob, Julien Du-
biel, Cyrina Saussol 13

Florence Tubach, Jacques Ropers, Antoine Rozès, Camille Nevoret 14

1 Paris Brain Institute (ICM), Inserm U 1127, CNRS UMR 7225, Sorbonne Université,
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2 AP-HP, Hôpital de la Pitié Salpêtrière, Department of Neuroradiology, F-75013, Paris,
France
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