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RECONSTRUCTING MEASURES ON MANIFOLDS: AN OPTIMAL
TRANSPORT APPROACH

Vincent Divol ∗

Abstract. Assume that we observe i.i.d. points lying close to some unknown d-dimensional
Ck submanifold M in a possibly high-dimensional space. We study the problem of reconstruct-
ing the probability distribution generating the sample. After remarking that this problem is
degenerate for a large class of standard losses (Lp, Hellinger, total variation, etc.), we focus on
the Wasserstein loss, for which we build an estimator, based on kernel density estimation, whose
rate of convergence depends on d and the regularity s ≤ k− 1 of the underlying density, but not
on the ambient dimension. In particular, we show that the estimator is minimax and matches
previous rates in the literature in the case where the manifold M is a d-dimensional cube. The
related problem of the estimation of the volume measure of M for the Wasserstein loss is also
considered, for which a minimax estimator is exhibited.

1 Introduction

Density estimation is one of the most fundamental tasks in non-parametric statistics. If efficient
methods (from both a theoretical and a practical point of view) exist when the ambient space
is of low dimension, minimax rates of estimation become increasingly slow as the dimension
increases. To overcome this so-called curse of dimensionality, some structural assumptions on
the underlying probability are to be made in moderate to high dimensions, which may take
different forms, including e.g. the existence of a parametric component [LLW07], the single-
index model [LZZL13], sparsity assumptions [Tib96], or constraints on the shape of the support.
We focus in this work on the latter, namely on the case where the probability distribution µ
generating the observations is assumed to be concentrated around a submanifold M of RD,
of dimension d smaller than D. This assumption, known as the manifold assumption, has
been fruitfully studied, with an emphasis put on reconstructing different geometric quantities
related to the manifold, such as M itself [GPPVW12, AL18, AL19, Div20], its homology groups
[NSW08, BRS+12], its dimension [HA05, LJM09, KRW16] or its reach [AKC+19, BHHS20]. The
topic of density estimation in the manifold setting has itself been studied for over thirty years,
with the emphasis initially being put on reconstructing the density in the case where the manifold
M is given—think for instance of datasets lying on the space of orthogonal matrices—notable
works including [Hen90, Pel05, CGK+20]. Less attention has been dedicated to the more general
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setting where the manifold M is unknown and acts as a nuisance parameter. Kernel density
estimators on manifolds are designed in [BS17, WW20], where rates are exhibited, respectively
in the case where the manifold has a boundary and in the case where the density is Hölder
continuous. In [BH19], kernel density estimators are shown to be minimax, and an adaptive
procedure is designed, based on Lepski’s method, to estimate the unknown density in a point
x ∈ RD which is known to belong to the unknown (and possibly nonsmooth) manifold M .

To go beyond the pointwise estimation of µ, even the choice of a relevant loss is nontrivial.
Indeed, most standard losses between probability measures (e.g. the Lp distance, the Hellinger
distance or the Kullback-Leibler divergence) are degenerate when comparing mutually singular
measures, which will typically be the case for measures on two distinct manifolds, even if they are
very close to each other with respect to the Hausdorff distance. This implies that the estimation
problem is degenerate from a minimax perspective when choosing such losses (see Theorem
2.13). On the contrary, the Wasserstein distances Wp, 1 ≤ p ≤ ∞ are particularly adapted to
this problem, as they are by design robust to small metric perturbations of the support of a
measure.

Apart from this first motivation, the use of Wasserstein distances, and more generally
of the theory of optimal transport, has shown to be an efficient tool in widely different re-
cent problems of machine learning, with fast implementations and sound theoretical results (see
e.g. [PC19] for a survey). From a statistical perspective, most of the attention has been ded-
icated to studying rates of convergence between a probability distribution µ and its empirical
counterpart µn [Dud69, DSS13, FG15, SP18, WB19a, L+20]. Unsurprisingly, if more regularity
is assumed on µ, then it is possible to build estimators with smaller risks than the empirical
measure µn. Assume for instance that µ is a probability distribution on the cube [−1, 1]D, with
density f of regularity s (measured through the Besov scale Bs

p,q). In this setting, it has been
shown in [WB19b] that, given n i.i.d. points of law µ, the minimax rate (up to logarithmic
factors) for the estimation of µ with respect to the Wasserstein distance Wp is of order

n−
s+1

2s+D if D ≥ 3
n−

1
2 logn if D = 2

n−
1
2 if D = 1,

(1.1)

and that this rate is attained by a modified linear wavelet density estimator. Our main contri-
bution consists in extending the results of [WB19b] by allowing the support of the probability to
be any d-dimensional compact Ck submanifold M ⊂ RD for k ≥ 2. More precisely, assume that
some probability µ on M has a lower and upper bounded density f which belongs to the Besov
space Bs

p,q(M) for some 0 < s ≤ k − 1, 1 ≤ p < ∞, 1 ≤ q ≤ ∞ (see Section 2 for details). We
first show (Theorem 3.1) that some weighted kernel density estimator that we integrate against
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the volume measure volM on M attains, for the Wp distance, the rate of estimation
n−

s+1
2s+d if d ≥ 3

n−
1
2 (logn)

1
2 if d = 2

n−
1
2 if d = 1.

(1.2)

In the case where the manifold M is unknown, we do not have access to the volume measure
volM , so that the latter estimator is not computable. We therefore propose to estimate the
volume measure volM in a preliminary step. Such an estimator v̂olM is defined by using local
polynomial estimation techniques from [AL19]. We show that this estimator is a minimax
estimator of the volume measure up to logarithmic factors (Theorem 3.6), with a risk of order
(logn/n)k/d. We then show (Theorem 3.7) that a weighted kernel density estimator integrated
against v̂olM attains the rate (1.2). Those rates are significantly faster than the rates of (1.1) if
d� D and are shown to be minimax up to logarithmic factors.

In Section 2, we define our statistical model and give some preliminary results on Wasser-
stein distances. In Section 3, we define kernel density estimators on a manifoldM , and state our
main results. Proofs of the main theorems are then given in Section 4 while additional proofs
are found in the Appendix.

2 Preliminaries

2.1 Regularity of manifolds

For any d > 0, we write · for the dot product and |v| for the norm of a vector v ∈ Rd. The
ball centered at x ∈ Rd of radius h > 0 is denoted by B(x, h). For Ω ⊂ Rd a set and x ∈ Rd,
we let d(x,Ω) := inf{|x − y|, y ∈ Ω} be the distance from x to Ω and we write BΩ(x, h) for
B(x, h) ∩ Ω. Also, we let Ωh := {x ∈ Rd, d(x,Ω) < h} be the h-tubular neighborhood of
Ω. Given a tensor A : (Rd1)i → Rd2 of order i ≥ 0, the operator norm ‖A‖op is defined as
‖A‖op := max{A[v1, . . . , vi], |v1|, . . . , |vi| ≤ 1}. Also, we let A∗ : Rd2 → Rd1 denote the adjoint
of the operator A : Rd1 → Rd2 .

Let D > 0 and let Md be the set of all smooth d-dimensional connected submanifolds
in RD without boundary, endowed with the metric induced by the standard metric on RD. We
denote by dg the geodesic distance on M . The tangent space at a point x ∈ M is denoted by
TxM . It is identified with a d-dimensional subspace of RD, and the orthogonal projection on
TxM is denoted by πx. We also let π̃x : RD → TxM be defined by π̃x(y) = πx(y−x). We denote
by TxM⊥ the normal space at x ∈ M . If M1 ∈ Md1 , M2 ∈ Md2 , x ∈ M1 and f : M1 → M2
is a Cl function, then we let dlf(x) : (TxM1)l → Tf(x)M2 be the lth differential of f at x and
‖f‖Cl(M1) := max0≤i≤l supx∈M1

∥∥dif(x)
∥∥

op . For i = 1, we write df for d1f , and if d1 ≤ d2, then
we define the Jacobian of f at x ∈ M1 as Jf(x) =

√
det(df(x)∗df(x)). We let Cl(M) be the

3



space of all Cl functions f : M → R (with possibly l =∞) and for f ∈ C1(M), we let ∇f denote
the gradient of f . We also denote by ∇· the divergence operator on M .

Let volM be the volume measure associated with the Riemannian metric on M (or
equivalently volM is the d-dimensional Hausdorff measure restricted to M). We will denote
the integration with respect to dvolM (x) by dx when the context is clear. For 1 ≤ p ≤ ∞,
we let Lp(M) be the set of measurable functions f : M → R with finite p-norm ‖f‖Lp(M) :=
(
∫
fdvolM )1/p (and usual modification if p = ∞). We say that a locally integrable function is

weakly differentiable if there exists a measurable section ∇f of the tangent bundle TM (uniquely
defined almost everywhere) such that for all smooth vector fields w onM with compact support,
we have ∫

f(∇ · w) dvolM = −
∫

(∇f) · w dvolM .

Furthermore, we will denote by p∗ ∈ [1,∞] the number satisfying 1
p + 1

p∗ = 1.
The key quantity used to describe the regularity of a manifold M is its reach τ(M).

It is defined as the distance between M and its medial axis, that is the set of points x ∈ RD
for which there are at least two points of M which attain the distance from x to M . In
particular, the projection πM on the manifold M is defined on M τ(M). Originally introduced in
[Fed59], the reach τ(M) measures both the local regularity of M (namely its curvature) and its
global regularity, see e.g. [AKC+19, BHHS20] or [DZ01, Section 6.6] for precise results on the
relationships between the reach of a manifold and its geometry. We then measure the regularity
of M through the regularity of local parametrizations of M (see [AL19]).

Definition 2.1. Let M ∈ Md, and τmin, L > 0, k ≥ 2. Let r0 = (τmin ∧ L)/4. We say that M
is in Mk

d,τmin,L
if M is closed, of reach larger than τmin and if, for all x ∈ M , the projection

π̃x : M → TxM is a local diffeomorphism in x, with inverse Ψx defined on BTxM (0, r0), satisfying
‖Ψx‖Ck(BTxM (0,r0)) ≤ L.

Remark 2.2. (i) For the sake of convenience, we use a definition slightly different from the
definition of [AL19], where authors assume the existence of local parametrizations Ψ̃x

having controlled Ck norms, with Ψ̃x not necessarily equal to the inverse Ψx of the or-
thogonal projection. However, our definition is not restrictive. Indeed, on can write
Ψx = Ψ̃x ◦ (π̃x ◦ Ψ̃x)−1, where the Ck norm of (π̃x ◦ Ψ̃x)−1 is controlled by the inverse
function theorem. Therefore, the Ck norm of Ψx can always be controlled by the Ck norms
of other parametrizations Ψ̃x. Both definitions can also be proven to be equivalent to
assuming that the function d2(·,M) has a controlled Ck norm on M τ(M), see e.g. [PR84].

(ii) The value of the scale parameter r0 is used for convenience. Other small scales could be
used, or the radius r0 could also be added as another parameter of the model, without any
substantial gain in doing so.
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2.2 Besov spaces on manifolds

Let M ∈ Mk
d,τmin,L

for some k ≥ 2, τmin, L > 0. As stated in the introduction, minimax rates
for the estimation of a given probability will depend crucially on the regularity of its density f ,
which is assumed to belong to some Besov space Bs

p,q(M). We first introduce Sobolev spaces
H l
p(M) onM for l ≤ k an integer, and Besov spaces onM are then defined by real interpolation.

Definition 2.3 (Sobolev space on a manifold). Let 0 ≤ l ≤ k , 1 ≤ p <∞ and let f ∈ C∞(M)
function. We let

‖f‖Hl
p(M) := max

0≤i≤l

(∫ ∥∥∥dif(x)
∥∥∥p

op
dvolM (x)

)1/p
. (2.1)

The space H l
p(M) is the completion of C∞(M) for the norm ‖ · ‖Hl

p(M).

Remark 2.4 (On the case p = ∞). The previous definition cannot be extended to the case
p = ∞. Indeed, the completion of C∞(M) for the norm ‖ · ‖Hl

∞(M) is equal to Cl(M), whereas
for instance H0

∞(M) should be equal to L∞(M). For l = 1, the space H1
p (M) can equivalently

be defined as the space of weakly differentiable functions f with ‖f‖H1
p(M) < ∞, while this

definition can be easily extended to the case p = ∞. In particular, if f ∈ H1
∞(M), then one

can verify that f ◦ Ψx ∈ H1
∞(BTxM (0, r0)) for any x ∈ M . It follows from standard results

on Sobolev spaces on domains that f ◦Ψx is Lipschitz continuous (see e.g. [Bre10, Proposition
9.3]). Hence, f is also locally Lipschitz continuous. By Rademacher theorem, f is therefore
almost everywhere differentiable, and its differential coincides with the weak differential. As a
consequence, a function f ∈ H1

∞(M) is Lipschitz continuous, with Lipschitz constant for the
distance dg equal to ‖f‖H1

∞(M).

For 1 ≤ p < ∞, we introduce the negative homogeneous Sobolev norm ‖ · ‖Ḣ−1
p (M),

defined, for f ∈ Lp(M) with
∫
fdvolM = 0, by

‖f‖Ḣ−1
p (M) := sup

{∫
fgdvolM , ‖∇g‖Lp∗ (M) ≤ 1

}
, (2.2)

where the supremum is taken over all functions g ∈ H1
p∗(M). For f ∈ Lp(M), the negative

Sobolev norm is defined by

‖f‖H−1
p (M) := sup

{∫
fgdvolM , ‖g‖H1

p∗ (M) ≤ 1
}
, (2.3)

and the corresponding Banach space is denoted by H−1
p (M).

Proposition 2.5. Let 1 ≤ p <∞ and f ∈ H−1
p (M) with

∫
fdvolM = 0.

(i) We have Cd,τmin |volM |
d−1
p
−d‖f‖Ḣ−1

p (M) ≤ ‖f‖H−1
p (M) ≤ ‖f‖Ḣ−1

p (M) for some positive con-
stant Cd,τmin depending on d and τmin.
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(ii) We have ‖f‖Ḣ−1
p (M) = inf{‖w‖Lp(M), ∇ · w = f}, where the infimum is taken over all

measurable vector fields w on M with finite p-norm, and where ∇ · w = f means that∫
fgdvolM = −

∫
w · ∇gdvolM for all g ∈ C∞(M).

Following [Tri92], Besov spaces on a manifold M are defined as real interpolation of
Sobolev spaces.

Definition 2.6 (Real interpolation of spaces). Let A0, A1 be two Banach spaces, which con-
tinuously embed into some Banach space A. We endow the space A0 ∩ A1 with the norm
‖x‖A0∩A1 = max{‖x‖A0 , ‖x‖A1} for x ∈ A0 ∩ A1 and the space A0 + A1 with the norm K(x, 1)
for x ∈ A0 +A1, where

K(x, λ) := inf{‖x0‖A0 + λ‖x1‖A1 , x = x0 + x1, x0 ∈ A0, x1 ∈ A1}, λ ≥ 0. (2.4)

For θ ∈ [0, 1] and 1 ≤ q ≤ ∞, we let

‖x‖(A0,A1)θ,q :=
(∫ ∞

0
λ−θqK(x, λ)q dλ

λ

)1/q
, x ∈ A0 +A1, (2.5)

and (A0, A1)θ,q := {x ∈ A0 + A1, ‖x‖(A0,A1)θ,q < ∞} (with usual modification if q = ∞). The
pair (A0, A1) is called a compatible pair, and (A0, A1)θ,q is the real interpolation between A0 and
A1 of exponents θ and q.

For A,B two Banach spaces and F : A→ B a bounded operator, we let ‖F‖A,B be the
operator norm of F . Let (A0, A1) and (B0, B1) be two compatible pairs. Let F : A0 + A1 →
B0 + B1 be a linear map such that the restriction of F to Aj is a bounded linear map into Bj
(j = 0, 1). Then, the following interpolation inequality holds [Lun18, Theorem 1.1.6]

‖F‖(A0,A1)θ,q ,(B0,B1)θ,q ≤ ‖F‖
1−θ
A0,B0

‖F‖θA1,B1 . (2.6)

Definition 2.7 (Besov space on a manifold). Let 1 ≤ p < ∞ and 0 < s < k. The Besov space
Bs
p,q(M) is defined as Bs

p,q(M) := (Lp(M), Hk
p (M))s/k,q.

Basic results from interpolation theory then imply that ‖ · ‖Bsp,q(M) ≤ ‖ · ‖Bs′p,q(M) if
0 < s ≤ s′ < k (see e.g. [Lun18]).

2.3 Wasserstein distances and negative Sobolev distances

Let P be the set of finite Borel measures µ on RD, with |µ| the total mass of µ. Let P1 be the
set of measures in P with |µ| = 1. For 1 ≤ p ≤ ∞, let Pp be the set of measures µ ∈ P satifying
(
∫
|x|pdµ(x))1/p <∞ (usual modification if p =∞) and let Pp1 = Pp ∩ P1. The pushforward of

a measure µ by a measurable application φ : RD → RD is defined by

φ#µ(A) := µ(φ−1(A)) (2.7)
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for any Borel set A ⊂ RD. For ρ : RD → [0,∞) a measurable function, we denote by ρ · µ the
measure having density ρ with respect to µ.

Definition 2.8 (Wasserstein distance). Let 1 ≤ p ≤ ∞ and let µ, ν ∈ Pp with the same total
mass. Let Π(µ, ν) be the set of transport plans between µ and ν, i.e. probability measures on
RD ×RD with first marginal π1 (resp. second marginal π2) equal to µ (resp. ν). The cost Cp(π)
of π ∈ Π(µ, ν) is defined as

∫
|x − y|pdπ(x, y). The p-Wasserstein distance between µ and ν is

defined as
Wp(µ, ν) := inf

π∈Π(µ,ν)
Cp(π)1/p, (2.8)

with usual modification if p =∞.

A crucial point in the study conducted in the next sections is the relation between
Wasserstein distances and negative Sobolev norms.

Proposition 2.9 (Wasserstein distances and negative Sobolev norms). Let 1 ≤ p < ∞. Let
M ∈ Md be a manifold with reach τ(M) ≥ τmin, and let µ, ν ∈ Pp1 be two probability measures
supported on M , absolutely continuous with respect to volM . Assume that µ, ν ≥ fmin · volM for
some fmin > 0. Then, identifying measures with their densities, we have

Wp(µ, ν) ≤ p−1/pf
1/p−1
min ‖µ− ν‖Ḣ−1

p (M)

≤ p−1/pCd,τmin,fmin‖µ− ν‖H−1
p (M),

(2.9)

for some constant Cd,τmin,fmin depending on d, τmin and fmin.

In particular, if p = 1, then the first inequality in (2.9) is actually an equality by the
Kantorovitch-Rubinstein duality formula [Vil08, Particular Case 5.16]. This inequality appears
in [Pey18] for p = 2 and in [San15, Section 5.5.1] for measures having density with respect to
the Lebesgue measure. We carefully adapt their proofs in Appendix B.

2.4 Statistical models

Let (Y,H), (X ,G) be measurable spaces and let Q be a subset of the space of probability
measures on (Y,H). Assume that there is a measurable function ι : (Y,H)→ (X ,G) such that
we observe i.i.d. variables X1, . . . , Xn ∼ ι#ξ for some ξ ∈ Q. Those random variables are all
defined on some probabilistic space (Ω,F ,P), and the integration with respect to P is denoted
by E. Let ϑ be a functional of interest defined on P, taking its value in some measurable space
(E, E). The tuple (Y,H,Q, ι, ϑ) is a statistical model. Given i.i.d. observations with law ι#ξ

where ξ ∈ Q, the goal is to produce an estimator ϑ̂ (depending on the observations and the
parameters defining Q) such that its risk EL(ϑ̂, ϑ) is as small as possible, where L is some
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measurable loss function L : E × E → [0,∞]. The infimum of the risk over the estimators ϑ̂ is
called the minimax risk for the estimation of ϑ on Q with respect to the loss L:

Rn(ϑ,Q,L) := inf
ϑ̂

sup
µ∈Q

EL(ϑ̂, ϑ), (2.10)

where ϑ̂ = ϑ̂(ι(X1), . . . , ι(Xn)) and X1, . . . , Xn is an i.i.d. sample with law ξ. We consider the
following models, where points are sampled on a manifold, with possibly tubular noise. We fix
in the following some parameters τmin, Ls, Lk > 0, 1 ≤ q ≤ ∞ and 0 < fmin < fmax < ∞. We
also writeMk

d instead ofMk
d,τmin,Lk

.

Definition 2.10 (Noise free model). Let d ≤ D be integers, k ≥ 2, 0 ≤ s < k and 1 ≤ p <∞.
Let M ∈Mk

d. For s = 0, the set Q0(M) is the set of probability distributions µ on RD absolutely
continuous with respect to the volume measure volM , with a density f satisfying fmin ≤ f ≤ fmax
almost everywhere. For s > 0, the set Qs(M) is the set of distributions µ ∈ Q0(M), with density
f ∈ Bs

p,q(M) satisfying ‖f‖Bsp,q(M) ≤ Ls. The model Qs,kd is equal to the union of the sets Qs(M)
for M ∈Mk

d. The statistical model is completed by letting (Y,H) be RD endowed with its Borel
σ-algebra and ι and ϑ be the identity.

Remark 2.11. If µ ∈ Qs(M), then, as µ ≥ fminvolM , one has diam(M) ≤ Cd/(fminτ
d−1
min ) for

some constant Cd depending only on d [AL18, Lemma 2.2]. In particular, the manifold M is
automatically compact.

Definition 2.12 (Tubular noise model). Let d ≤ D be integers, k ≥ 2, 0 ≤ s < k, 1 ≤ p < ∞
and γ ≥ 0. The set Qs,kd (γ) is the set of probability distributions ξ of random variables (Y,Z)
where Y ∼ µ ∈ Qs,kd and Z ∈ B(0, γ) is such that Z ∈ TYM⊥. The statistical model is completed
by letting (Y,H) be RD×RD endowed with its Borel σ-algebra, ι be the addition RD×RD → RD
and ϑ(ξ) be the first marginal µ of ξ.

Concretely, a n-sample in the tubular noise model is given by X1, . . . , Xn, where Xi is
equal to Yi + Zi with Yi supported on some manifold M and Zi ∈ TYiM⊥ is of norm smaller
than γ. The goal is then to reconstruct the law µ of Yi. We first show that such a task
is impossible if the loss function L is larger than the total variation distance TV, which is
defined by TV(µ, ν) := supA |µ(A)− ν(A)| for µ, ν ∈ P1, where the supremum is taken over all
measurable sets A ⊂ RD.

Theorem 2.13. Let d ≤ D be integers, k ≥ 2, 0 ≤ s < k, 1 ≤ p <∞. Let L : P×P → [0,∞] be
a measurable map with respect to the Borel σ-algebra associated to the total variation distance on
P × P. Assume that L(µ, ν) ≥ g(TV(µ, ν)) for a convex nondecreasing function g : R→ [0,∞]
with g(0) = 0. Then, for any τmin > 0, if fmin is small enough and Lk, Ls, fmax are large enough,
we have

Rn(µ,Qs,kd ,L) ≥ g(cd), (2.11)

for some constant cd > 0.
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Examples of such losses include the total variation distance, the Hellinger distance (with
g(x) = x), the Kullback-Leibler divergence (with g(x) = x2/2), and the Lp distance with
respect to some dominating measure (with g(x) = xp). We give a proof of Theorem 2.13, based
on Assouad’s lemma, in Appendix G. A simple example of loss L which is not degenerate for
mutually singular measures is given by the Wp distance. As stated in the introduction, we will
therefore choose this loss, and study Rn(µ,Qs,kd (γ),Wp), the minimax rate of estimation for µ
with respect to Wp, where ϑ(ξ) = µ is the first marginal of ξ ∈ Qs,kd (γ).

Remark 2.14. For γ > 0, the statistical model Qs,kd (γ) is not identifiable, in the sense that
there exist ξ, ξ′ in the model for which ι#ξ = ι#ξ

′. Having such an equality implies that
Wp(ϑ(ξ), ϑ(ξ′)) ≤Wp(ϑ(ξ), ι#ξ)+Wp(ι#ξ′, ϑ(ξ′)) ≤ 2γ. This inequality is tight up to a constant.
Indeed, take Y an uniform random variable on the unit sphere, let ξ be the law of (Y, 0) and ξ′
be the law of ((1 + γ)Y,−γY ). Then, ξ and ξ′ are in Qs,kd (γ) and ι#ξ = ι#ξ

′, whereas, by the
Kantorovitch-Rubinstein duality formula,

Wp(ϑ(ξ), ϑ(ξ′)) ≥W1(ϑ(ξ), ϑ(ξ′)) ≥ E[φ((1 + γ)Y )− φ(Y )]

for any 1-Lipschitz function φ. Letting φ be the distance to the unit sphere, we obtain that this
distance is larger than γ. In that sense, γ represents the maximal precision for the estimation
of ϑ(ξ).
Remark 2.15. For ease of notation, we will write in the following a . b to indicate that there
exists a constant C depending on the parameters p, k, τmin, Ls, Lk, fmin, fmax, but not on s and
D, such that a ≤ Cb, and write a � b to indicate that a . b and b . a. Also, we will write cα
to indicate that a constant c depends on some parameter α.

3 Kernel density estimation on an unknown manifold

Before building an estimator in the model Qs,kd (γ), let us consider the easier problem of the
estimation of µ in the case where γ = 0 (noise free model) and the support M is known. Let
µ ∈ Qs(M) and Y1, . . . , Yn be a n-sample of law µ. Let µn = 1

n

∑n
i=1 δYi be the empirical measure

of the sample. Identify Rd with Rd × {0}D−d and consider a kernel K : RD → R satisfying the
following conditions:

• Condition A: The kernel K is a smooth radial function with support B(0, 1) such that∫
Rd K = 1.

• Condition B(m): The kernel K is of order m ≥ 0 in the following sense. Let |α| :=∑d
j=1 αj be the length of a multiindex α = (α1, . . . , αd). Then, for all multiindexes α0, α1

with 0 ≤ |α0| < m, 0 ≤ |α1| < m+ |α0|, and with |α1| > 0 if α0 = 0, we have∫
Rd
∂α

0
K(v)vα1dv = 0, (3.1)

9



where vα =
∏d
j=1 v

αj
j and ∂αK is the partial derivative of K in the direction α.

• Condition C(β): The negative part K− of K satisfies
∫
Rd K− ≤ β.

We show in Appendix H that for every integer m ≥ 0 and real number β > 0, there exists a
kernel K satisfying conditions A, B(m) and C(β). Define the convolution of K with a measure
ν ∈ P as

K ∗ ν(x) :=
∫
K(x− y)dν(y), x ∈ RD, (3.2)

and, for h > 0, let Kh := h−dK(·/h). Let ρh := Kh ∗ volM and let µn,h be the measure with
density Kh ∗ (µn/ρh) with respect to volM . Dividing by ρh ensures that µn,h is a measure of
mass 1. Remark that the computation of µn,h requires to have access to M , that is µn,h is an
estimator on Qs(M) but not on Qs,kd . By linearity, the expectation of µn,h is given by µh, the
measure having for density Kh ∗ (µ/ρh) on M .

Theorem 3.1. Let d ≤ D be integers, 0 < s ≤ k − 1 with k ≥ 2 and 1 ≤ p <∞. Let M ∈ Mk
d

and µ ∈ Qs(M) with Y1, . . . , Yn a n-sample of law µ. There exists a constant β depending on
the parameters of the model such that, if K is a kernel satisfying conditions A, B(k) and C(β),
then the measure µn,h satisfies the following:

(i) If (logn/n)1/d . h . 1, then, with probability larger than 1 − cn−k/d, the density of µn,h
is larger than fmin/2 and smaller than 2fmax everywhere on M .

(ii) If n−1/d . h . 1, then we have

E‖µ− µn,h‖H−1
p (M) ≤ ‖µ− µh‖H−1

p (M) + E‖µn,h − µh‖H−1
p (M) (3.3)

. hs+1 + h1−d/2Id(h)√
n

, (3.4)

where Id(h) = 1 if d ≥ 3, (− log(h))1/2 if d = 2 and h−1/2 if d = 1.

(iii) Let h � n−1/(2s+d) if d ≥ 3, h � (logn/n)1/d if d ≤ 2. Define µ0
n,h = µn,h if µn,h is a

probability measure and µ0
n,h = δX1 otherwise. Then,

EWp(µ0
n,h, µ) .


n−

s+1
2s+d if d ≥ 3,

n−
1
2 (logn)

1
2 if d = 2,

n−
1
2 if d = 1.

(3.5)

(iv) Furthermore, for any 0 ≤ s < k and τmin > 0, if fmin is small enough and if fmax and Ls
are large enough, then there exists a manifold M ∈Mk

d such that

Rn(µ,Wp,Qs(M)) &

n−
s+1
2s+d if d ≥ 3,

n−
1
2 if d ≤ 2.

(3.6)
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Remark 3.2. The condition C(β) on the kernel is only used to ensure that the measure µn,h has
a lower and upper bounded density onM . An alternative possibility to ensure this property is to
assume that the density of µ is Hölder continuous of exponent δ for some δ > 0. Techniques from
[BH19] then imply that ‖µn,h−µ‖L∞(M) . hδ+n−1/2h−d/2 � 1 with high probability, ensuring in
particular that the density is lowerbounded. If sp > d, then every element of Bs

p,q(M) is Hölder
continuous (by [Tri92, Theorem 7.4.2]), and condition C(β) is no longer required. However,
Theorem 3.1 also holds for non-continuous densities.
Remark 3.3. Let K be a nonnegative kernel satisfying conditions A, B(0) and C(β). It is
straightforward to check that Wp(µn, µn,h) . h. Therefore, Theorem 3.1(ii) and Proposition
2.9 imply in particular that Wp(µn, µ) . h + h1−d/2Id(h)√

n
. By choosing h of the order n−1/d, we

obtain that

Wp(µn, µ) .


n−

1
d if d ≥ 3

n−
1
2 (logn)

1
2 if d = 2

n−
1
2 if d = 1.

(3.7)

Such a result was already shown for p =∞ [TGHS20] with additional logarithmic factors, with
a proof very different than ours. See also [Div21] for a short proof of this result when M is the
flat torus.

In (3.4), a classical bias-variance trade-off appears. Namely, the bias of the estimator
is of order hs+1, whereas its fluctuations are of order h1−d/2/

√
n (at least for d ≥ 3). This

decomposition can be compared to the classical bias-variance decomposition for a kernel density
estimator of bandwidth h, say for the pointwise estimation of a function of class Cs on the cube
[0, 1]d. It is then well-known (see e.g. [Tsy08, Chapter 1]) that the bias of the estimator is
of order hs whereas its variance is of order h−d/2/

√
n. The supplementary factor h appearing

both in the bias and fluctuation terms can be explained by the fact that we are using a norm
H−1
p (M) instead of a pointwise norm to quantify the risk of the estimator: in some sense, we are

estimating the antiderivative of the density rather than the density itself. This is particularly
true if d = 1 and p = 1, where the Wasserstein distance between two measures is given by the L1
distance between the cumulative distribution functions of the two measures [San15, Proposition
2.17].

Before giving a proof of Theorem 3.1, let us explain how to extend it to the case where
the manifold M is unknown and in the presence of tubular noise. The measure µn,h is the
measure having density Kh ∗ (µn/ρh) with respect to volM . Of course, if M is unknown, then
so is volM , and we therefore propose the following estimation procedure of volM , using local
polynomial estimation techniques from [AL19]. Let X1, . . . , Xn be a n-sample in the model with
tubular noise Qs,kd (γ), with Xi = Yi +Zi, Yi of law µ and Zi ∈ TYiM⊥ with |Zi| ≤ γ. Let ν(i)

n be
the empirical measure 1

n−1
∑
j 6=i δXj−Xi . For two positive parameters `, ε, the local polynomial
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estimator (π̂i, V̂2,i, . . . , V̂m−1,i) of order m at Xj is defined as an element of

arg min
π,sup2≤j≤m−1‖Vj‖op≤`

ν(i)
n


∣∣∣∣∣∣x− π(x)−

m−1∑
j=2

Vj [π(x)⊗j ]

∣∣∣∣∣∣
2

1{x ∈ B(0, ε)}

 , (3.8)

where the argmin is taken over all orthogonal projectors π of rank d and symmetric tensors
Vj : (RD)j → RD of order j. Let T̂i be the image of π̂i and Ψ̂i : v ∈ RD 7→ Xi+v+

∑m−1
j=2 V̂j,i[v⊗j ].

Let ∠(T1, T2) denote the angle between two d-dimensional subspaces, defined by ‖πT1 − πT2‖op,
where πTi is the orthogonal projection on Ti for i = 1, 2. We summarize the results of [AL19] in
the following proposition (see Appendix A for details).

Proposition 3.4. With probability at least 1 − cn−k/d, if m ≤ k, (logn/n)1/d . ε . 1, γ . ε
and 1 . ` . ε−1, then,

max
1≤i≤n

∠(TYiM, T̂i) . εm−1 + γε−1 (3.9)

and, for all 1 ≤ i ≤ n, if v ∈ T̂i with |v| ≤ 3ε, we have

|Ψ̂i(v)−ΨYi ◦ πYi(v)| . εm + γ (3.10)∥∥∥dΨ̂i(v)− d(ΨYi ◦ πYi)(v)
∥∥∥

op
. εm−1 + γε−1. (3.11)

Hence, if γ is of order at most εk, then it is possible to approximate the tangent space
at Yi with precision εk−1 and the local parametrization with precision εk. In particular, authors
in [AL19] show that, with high probability,

⋃n
i=1 BΨ̂i(T̂i)(Xi, ε) is at Hausdorff distance less than

εk + γ from M (up to a constant). We now define an estimator v̂olM of volM by using an
appropriate partition of unity (χj)j , which is built thanks to the next lemma. For A,B ⊂ RD,
introduce the asymmetric Hausdorff distance dH(A|B) := supx∈A d(x,B) and the Hausdorff
distance dH(A,B) := dH(A|B) ∨ dH(B|A). We say that a set S is δ-sparse if |x− y| ≥ δ for all
distinct points x, y ∈ S.

Lemma 3.5 (Construction of partitions of unity). Let δ . 1. Let S ⊂ M δ be a set which is
7
3δ-sparse, with dH(M δ|S) ≤ 4δ. Let θ : RD → [0, 1] be a smooth radial function supported on
B(0, 1), which is equal to 1 on B(0, 1/2). Define, for y ∈M δ and x ∈ S,

χx(y) =
θ
(
y−x
8δ

)
∑
x′∈S θ

(
y−x′

8δ

) . (3.12)

Then, the sequence of functions χx : M δ → [0, 1] for x ∈ S, satisfies (i)
∑
x∈S χx ≡ 1, with at

most cd non zero terms in the sum at any given point of M δ, (ii) ‖χx‖Cl(Mδ) ≤ Cl,dδ
−l for any

l ≥ 0 and, (iii) χx is supported on BMδ(x, 8δ).
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A proof of Lemma 3.5 is given in Appendix A. Given a set S0 ⊂M δ with dH(M δ|S0) ≤
5δ/3, the farthest sampling algorithm with parameter 7δ/3 (see e.g. [AL18, Section 3.3]) ouputs
a set S ⊂ S0 which is 7δ/3-sparse and 7δ/3-close from S: the set S then satisfies the hypothesis
of Lemma 3.5. The next proposition describes how we may define a minimax estimator v̂olM of
the volume measure on M (up to logarithmic factors) using such a partition of unity.

Theorem 3.6 (Minimax estimation of the volume measure on M). Let d ≤ D be integers and
k ≥ 2. Let ξ ∈ Q0,k

d (γ) and let X1, . . . , Xn be a n-sample of law ι#ξ. Let (logn/n)1/d . ε . 1,
γ . ε, 1 . ` . ε−1.

(i) Let {Xi1 , . . . , XiJ} be the output of the farthest point sampling algorithm with parameter
7ε/24 and input {X1, . . . , Xn}. With probability larger than 1 − cn−k/d, there exists a
sequence of smooth nonnegative functions χj : M ε/8 → [0, 1] for 1 ≤ j ≤ J , such that χj
is supported on BMε/8(Xij , ε), ‖χj‖C1(Mε/8) . ε−1 and

∑J
j=1 χj(z) = 1 for z ∈M ε/8, with

at most cd non-zero terms in the sum.

(ii) Let Ψ̂i be the local polynomial estimator of order m ≤ k with parameter ε and `, and T̂i the
associated tangent space. Let v̂olM be the measure defined by, for all continuous bounded
functions f : RD → R,∫

f(x)dv̂olM (x) =
J∑
j=1

∫
Ψ̂ij (T̂ij )

f(x)χj(x)dx, (3.13)

where the integration is taken against the d-dimensional Hausdorff measure on Ψ̂ij (T̂ij ).
Then, for 1 ≤ r ≤ ∞, with probability larger than 1− cn−k/d, we have, for γ . ε2,

Wr

(
v̂olM
|v̂olM |

,
volM
|volM |

)
. γ + εm. (3.14)

(iii) In particular, if m = k, ε � (logn/n)1/d and γ . ε2, we obtain that

EWr

(
v̂olM
|v̂olM |

,
volM
|volM |

)
. γ +

( logn
n

) k
d

. (3.15)

Also, for any τmin > 0 and 0 ≤ s < k, if fmin is small enough, and if fmax, Lk, Ls are large
enough, then

Rn
( volM
|volM |

,Qs,kd (γ),Wr

)
& γ +

( 1
n

) k
d

. (3.16)

Let ρ̂h := Kh ∗ v̂olM . We define ν̂n,h as the measure having density Kh ∗ (νn/ρ̂h) with
respect to the measure v̂olM , where νn = 1

n

∑n
i=1 δXi is the empirical measure of the sample

(X1, . . . , Xn).
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Theorem 3.7. Let d ≤ D be integers, 0 < s ≤ k−1 with k ≥ 2 and 1 ≤ p <∞. Let ξ ∈ Qs,kd (γ),
with µ the first marginal of ξ and let X1, . . . , Xn be a n-sample of law ι#ξ. There exists a
constant β depending on the parameters of the model such that the following holds. Assume that
K is a kernel satisfying conditions A, B(k) and C(β), that (logn/n)1/d . ε . h . 1, γ . ε2,
1 . ` . ε−1 and consider the estimator v̂olM defined in (3.13) with parameters m, ε and `.
Then,

(i) The measure ν̂n,h is a nonnegative measure with probability larger than 1− cn−k/d.

(ii) Define ν̂0
n,h = ν̂n,h if ν̂n,h is a nonnegative measure and ν̂0

n,h = δX1 otherwise. Then, with
probability larger than 1− cn−k/d,

Wp(ν̂0
n,h, µ

0
n,h) . γ + εm. (3.17)

(iii) In particular, let m = ds + 1e, ε � (lnn/n)1/d, ` � ε−1 and h � n−1/(2s+d) if d ≥ 3,
h � (logn/n)1/d if d ≤ 2. Then,

EWp(ν̂0
n,h, µ) . γ +


n−

s+1
2s+d if d ≥ 3

n−
1
2 (logn)

1
2 if d = 2

n−
1
2 if d = 1.

(3.18)

(iv) Furthermore, if 0 ≤ s < k and τmin > 0, for any fmin small enough and fmax, Ls, Lk large
enough, we have

Rn(µ,Qs,kd (γ),Wp) & γ +

n−
s+1
2s+d + n−

k
d if d ≥ 3,

n−
1
2 if d ≤ 2.

(3.19)

Remark 3.8 (Numerical considerations). There are several considerations worth of interest con-
cerning the numerical implementations of the estimators v̂olM and ν̂n,h. In a preprocessing step,
one must first solve the optimization problem (3.8) for each element Xij of the output of the
farthest point sampling algorithm. Let Nj be the number of points of the sample at distance
less than ε from Xij (which is with high probability of order nεd � logn). For k = 2, minimiz-
ing (3.8) is equivalent to performing a PCA on the Nj neighbors of Xij , with a corresponding
time complexity of order O(N3

j ) with high probability. For k ≥ 3, as the space of orthogonal
projectors of rank d is a non-convex manifold, the minimization of the objective function is more
delicate. In [ZJRS16], a Riemannian SVRG procedure is proposed to minimize a functional de-
fined on some Riemannian manifold. Their procedure outputs values whose costs are provably
close to the minimal value of the objective function, even for non-convex smooth functions. The
implementation of such an algorithm is a promising way to minimize (3.8) in practice.

The uniform measure on M can be approximated by considering the empirical measure
(ÛM )N of a N -sample of law ÛM := v̂olM/|v̂olM |. To create such a sample, we may use
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importance sampling techniques to sample according to the measure with density χj on Ψ̂ij (T̂ij ).
Eventually, the measure ν̂(N)

n,h with density Kh ∗ (νn/ρ̂h) with respect to (ÛM )N may be used as
a proxy for ν̂n,h.

4 Proofs of the main theorems

4.1 Bias of the kernel density estimator

The first step to prove Theorem 3.1 is to study the bias of the estimator, given by the distance
‖·‖H−1

p (M) between µh and µ. Write φ̃ for φ/ρh. Introduce the operator Ah : Bs
p,q(M)→ H−1

p (M)
defined for φ ∈ L1(M) and x ∈M by

Ahφ(x) := Kh ∗
(
φ(x)
ρh(x)

)
− φ(x) =

∫
M
Kh(x− y)

(
φ̃(y)− φ̃(x)

)
dvolM (x). (4.1)

Then,

‖µh − µ‖H−1
p (M) = ‖Ahf‖H−1

p (M) ≤ ‖Ah‖Bsp,q(M),H−1
p (M)‖f‖Bsp,q(M)

≤ ‖Ah‖Bsp,q(M),H−1
p (M)Ls.

(4.2)

Proposition 4.1. Let 0 < s ≤ k − 1, 1 ≤ p <∞, and assume that the kernel K is of order k.
Then, if h . 1,

‖Ah‖Bsp,q(M),H−1
p (M) . hs+1. (4.3)

The proof of Proposition 4.1 consists in using the Taylor expansion of a function φ ∈
Bs
p,q(M), and by using that all polynomial terms of low order in the Taylor expansion disappear

when integrated against K, as the kernel K is of sufficiently large order. Namely, we have the
following property, whose proof is given in Appendix C.

Lemma 4.2. Assume that the kernel K is of order k and let B : (RD)j → R be a tensor of
order 1 ≤ j < k. Then, for all x ∈M ,∣∣∣∣∫

M
Kh(x− y)B[(x− y)⊗j ]dy

∣∣∣∣ . ‖B‖op h
k (4.4)

|ρh(x)− 1| . hk−1 and ‖ρh‖Cj(M) . hk−1−j (4.5)

Let us now give a sketch of proof of Proposition 4.1 in the case 0 < s ≤ 1. The H−1
p (M)-

norm of Ahφ is by definition equal to

‖Ahφ‖H−1
p (M) = sup

{∫
(Ahφ)gdvolM , ‖g‖H1

p∗ (M) ≤ 1
}
.
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Let g ∈ H1
p∗(M) with ‖g‖H1

p∗ (M) ≤ 1. We use the following symmetrization trick:

∫
Ahφ(x)g(x)dx =

∫∫
Kh(x− y)(φ̃(y)− φ̃(x))g(x)dydx

=
∫∫

Kh(y − x)(φ̃(x)− φ̃(y))g(y)dydx (by swapping the indexes x and y)

= 1
2

∫∫
Kh(x− y)(φ̃(y)− φ̃(x))(g(x)− g(y))dydx (4.6)

where, at the last line, we averaged the two previous lines and used that K is an even function.
Informally, as Kh(x−y) = 0 if |x−y| ≥ h, and as ρh is roughly constant, we expect |φ̃(y)− φ̃(x)|
to be of order hs and |g(x) − g(y)| to be of order h, leading to a bound of

∫
Ahφ(x)g(x)dx of

order hs+1. For l ≥ 1, the following analogue of the symmetrization trick holds.

Lemma 4.3 (Symmetrization trick). There exists h0 . 1 such that the following holds. Let
0 ≤ l ≤ k − 1 be even and let K(l)(x) =

∫ 1
0 Kλ(x) (1−λ)l−1λ−l

(l−1)! dλ for x ∈ RD. Fix x0 ∈ M and
let φ ∈ C∞(M) be a function supported in BM (x0, h0). Define φ̃l := dl(φ̃ ◦ Ψx0) ◦ π̃x0. Let
g ∈ Lp∗(M) with ‖g‖Lp∗ (M) ≤ 1. Then, for h . 1,

∫
Ahφ(x)g(x)dx is equal to

1
2

∫∫
BM (x0,h0)2

K
(l)
h (x− y)(φ̃l(y)− φ̃l(x)) [πx0(x− y)]⊗l (g(x)− g(y)) dydx+R, (4.7)

where R is a remainder term satisfying |R| . ‖φ̃‖Hl
p(M)h

l+1. Furthermore, if l ≤ k − 2 is even,
we have |R| . ‖φ̃‖Hl+1

p (M)h
l+2.

Lemma 4.4. Let η ∈ C∞(M) and let 0 ≤ l ≤ k − 2. Assume that either l = 0 or that η is
supported on BM (x0, h0). Let ηl = dl(η ◦Ψx0) ◦ π̃x0. Then, for any h . 1,(

h−d
∫∫
BM (x0,h0)2

1{|x− y| ≤ h}
‖ηl(x)− ηl(y)‖pop
|x− y|p

dxdy
)1/p

.

(∫
BM (x0,h0)

‖ηl+1(x)‖pop dx
)1/p

. ‖η‖Hl+1
p (M).

(4.8)

Proofs of Lemma 4.3 and Lemma 4.4 are found in Appendix C. Let φ ∈ C∞(M) be a
function supported in BM (x0, h0) and g ∈ H1

p∗(M) with ‖g‖H1
p∗ (M) ≤ 1.

Case 1: s is even Let l = s. Assume first that p > 1 and that g is smooth. We have∫∫
BM (x0,h0)2

|Kλh(x− y)|
∥∥∥φ̃l(y)− φ̃l(x)

∥∥∥
op
|g(x)− g(y)||x− y|ldxdy (4.9)
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≤ ‖K‖C0(RD)(λh)l+1−d
∫∫
BM (x0,h0)2

1{|x− y| ≤ λh}
∥∥∥φ̃l(y)− φ̃l(x)

∥∥∥
op

|g(x)− g(y)|
|x− y|

dxdy

≤ ‖K‖C0(RD)(λh)l+1
(

(λh)−d
∫∫
BM (x0,h0)2

1{|x− y| ≤ λh}
∥∥∥φ̃l(y)− φ̃l(x)

∥∥∥p
op

dxdy
)1/p

×
(

(λh)−d
∫∫
BM (x0,h0)2

1{|x− y| ≤ λh}|g(x)− g(y)|p∗

|x− y|p∗
dxdy

)1/p∗

. (λh)l+1
(

2p(λh)−d
∫
x∈BM (x0,h0)

∥∥∥φ̃l(x)
∥∥∥p

op
volM (BM (x, λh))dx

)1/p

‖g‖H1
p∗ (M)

. ‖φ̃‖Hl
p(M)(λh)l+1 . ‖φ‖Hl

p(M)(λh)l+1, (4.10)

where at the last line, we used Lemma A.1(iii) to control the volume of BM (x, λh) and, at the
second to last line, we used Lemma 4.4. Furthermore, it follows from Leibniz formula for the
derivative of a product and Lemma 4.2 that ‖φ̃‖Hl

p(M) . ‖φ‖Hl
p(M).

As C∞(M) is dense in H1
p∗(M), inequality (4.10) actually holds for every g ∈ H1

p∗(M).
If p = 1, then every function g ∈ H1

p∗(M) with ‖g‖H1
p∗ (M) ≤ 1 is Lipschitz continuous for the

distance dg (see Remark 2.4). Using that dg(x, y) ≤ 2|x − y| if |x − y| ≤ τmin/4 (see [AL18,
Proposition 30]), a similar computation than in the case p < ∞ shows that inequality (4.10)
also holds if p =∞.

By integrating inequality (4.10) against λ ∈ (0, 1) and by using Lemma 4.3, we obtain
the inequality ‖Ahφ‖H−1

p (M) . hs+1‖φ‖Hs
p(M).

Case 2: s is odd Similarly, we treat the case where s ≤ k − 1 is odd. Let l = s − 1. Once
again, assume first that p > 1 and that g is smooth. Then,∫∫

BM (x0,h0)2
|Kλh(x− y)|

∥∥∥φ̃l(y)− φ̃l(x)
∥∥∥

op
|g(x)− g(y)||x− y|ldxdy

≤
∫∫
BM (x0,h0)2

|Kλh(x− y)|

∥∥∥φ̃l(y)− φ̃l(x)
∥∥∥

op
|x− y|

|g(x)− g(y)|
|x− y|

|x− y|l+2dxdy

≤ ‖K‖C0(RD)(λh)l+2−d
∫∫
BM (x0,h0)2

1{|x− y| ≤ λh}

∥∥∥φ̃l(y)− φ̃l(x)
∥∥∥

op
|x− y|

|g(x)− g(y)|
|x− y|

dxdy

≤ ‖K‖C0(RD)(λh)l+2

(λh)−d
∫∫
BM (x0,h0)2

1{|x− y| ≤ λh}

∥∥∥φ̃l(y)− φ̃l(x)
∥∥∥p

op
|x− y|p

dxdy


1/p

×
(

(λh)−d
∫∫
BM (x0,h0)2

1{|x− y| ≤ λh}|g(x)− g(y)|p∗

|x− y|p∗
dxdy

)1/p∗

17



. (λh)l+2‖φ‖Hs
p(M), (4.11)

where at last line we used Lemma 4.4 and the inequality ‖φ̃‖Hl
p(M) . ‖φ‖Hl

p(M). As in the
previous case, the same inequality holds for g ∈ H1

p∗(M) non necessarily smooth and if p = 1.
By using Lemma 4.3 and by integrating (4.11) against λ ∈ (0, 1), we obtain that ‖Ahφ‖H−1

p (M) .

hs+1‖φ‖Hs
p(M).

So far, we have proven that

‖Ahφ‖H−1
p (M) . hs+1‖φ‖Hs

p(M) (4.12)

for all integers 0 ≤ s ≤ k − 1 and φ a smooth function supported on BM (x0, h0). To obtain the
result when φ is not supported on some ball BM (x0, h0), we use an appropriate partition of unity.
Indeed, for δ = h0/8, standard packing arguments show the existence of a set S0 of cardinality
N ≤ cd|volM |δ−d with dH(M δ|S0) ≤ 5δ/3. By the remark following Lemma 3.5, the output S of
the farthest point sampling algorithm with parameter 7δ/3 satisfies the assumption of Lemma
3.5, and is of cardinality smaller than N . 1. We consider such a covering (BM (x, h0))x∈S , with
associated partition of unity (χx)x∈S given by Lemma 3.5. Then, ‖Ahφ‖H−1

p (M) is bounded by∑
x∈S
‖Ah(χxφ)‖H−1

p (M) . hs+1 ∑
x∈S
‖χxφ‖Hs

p(M) . hs+1 ∑
x∈S
‖χx‖Cs(M)‖φ‖Hs

p(M) . hs+1‖φ‖Hs
p(M),

where the second to last inequality follows from Leibniz rule for the derivative of a product.
Also, the last inequality follows from the fact that (χx)|M = χx ◦ iM , where iM : M →M δ is the
inclusion, which is a Ck function with controlled Ck-norm. Hence, ‖χx‖Cs(M) . ‖χx‖Cs(Mδ) . 1
by the chain rule.

As C∞(M) is dense in Hs
p(M), this gives the desired bound on the operator norm of

Ah : Hs
p(M) → H−1

p (M) for 0 ≤ s ≤ k − 1 an integer. To obtain the conclusion for Besov
spaces Bs

p,q(M), we use the interpolation inequality (2.6). By the reiteration theorem [Lun18,
Theorem 1.3.5], for 0 < s < k − 1, Bs

p,q(M) = (Lp(M), Hk−1
p (M))s/(k−1),q, with an equivalent

norm. Hence, we have, for 0 < s < k − 1,

‖Ah‖Bsp,q(M),H−1
p (M) . ‖Ah‖

1−θ
Lp(M),H−1

p (M)‖Ah‖
θ
Hk−1
p (M),H−1

p (M)

. h1− s
k−1hk

s
k−1 . hs+1,

so that Proposition 4.1 is proven for s < k − 1. It remains to prove the inequality in the case
s = k− 1. By Fatou’s lemma and the definition of interpolation spaces (2.5), we have, for some
constant C not depending on s,

‖Ahf‖Bk−1
p,q (M) ≤ lim inf

s→k−1
s<k−1

‖Ahf‖Bsp,q(M) ≤ lim inf
s→k−1
s<k−1

(
Chs+1‖f‖Bsp,q(M)

)
≤ Chk‖f‖Bk−1

p,q (M),

where we used that ‖f‖Bsp,q(M) ≤ ‖f‖Bk−1
p,q (M). This concludes the proof of Proposition 4.1.
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4.2 Fluctuations of the kernel density estimator

The purpose of this section is to prove the following bound on the fluctuations of the kernel
density estimator.

Proposition 4.5. Let µ ∈ Qs(M) with Y1, . . . , Yn a n-sample of law µ. Assume that h . 1 and
that nhd & 1. Then,

E‖µn,h − µh‖H−1
p (M) . n−1/2h1−d/2Id(h), (4.13)

where Id(h) is defined in Theorem 3.1.

Let ∆ be the Laplace-Beltrami operator on M and G : UM → R be a Green’s function,
defined on {(x, y) ∈ M ×M, x 6= y} (see [Aub82, Chapter 4]). By definition, if f ∈ C∞(M),
then the function Gf : x ∈ M 7→

∫
G(x, y)f(y)dy is a smooth function satisfying ∆Gf = f ,

with ∇Gf(x) =
∫
∇xG(x, y)f(y)dy for x ∈ M . Hence, if w = ∇Gf , then ∇ · w = f , so that,

Proposition 2.5 yields
‖f‖H−1

p (M) ≤ ‖f‖Ḣ−1
p (M) ≤ ‖∇Gf‖Lp(M).

By linearity, we have

‖µn,h − µh‖H−1
p (M) = ‖Kh(µn − µ)‖H−1

p (M)

≤
∥∥∥∥∥ 1
n

n∑
i=1
∇G

(
Kh ∗

(
δYi

ρh(Yi)

))
− E

[
∇G

(
Kh ∗

(
δYi

ρh(Yi)

))]∥∥∥∥∥
Lp(M)

.
(4.14)

The expectation of the Lp-norm of the sum of i.i.d. centered functions is controlled thanks to
the next lemma.

Lemma 4.6. Let U1, . . . , Un be i.i.d. functions on Lp(M). Then, E
∥∥∥ 1
n

∑n
i=1(Ui − EUi)

∥∥∥p
Lp(M)

is smaller thann−p/2
∫ (

E
[
|U1(z)|2

])p/2 dz if p ≤ 2,
Cpn

−p/2 ∫ (E|U1(z)|2
)p/2 dz + Cpn

1−p ∫
M E [|U1(z)|p] dz if p > 2.

(4.15)

Proof. If p ≤ 2, one has by Jensen’s inequality

E
∣∣∣∣∣
n∑
i=1

(Ui(z)− EUi(z))
∣∣∣∣∣
p

≤

E ∣∣∣∣∣
n∑
i=1

(Ui(z)− EUi(z))
∣∣∣∣∣
2
p/2 ≤ np/2 (E|U1(z)|2

)p/2
and (4.15) follows by integrating this inequality against z ∈ M . For p > 2, we use Rosenthal
inequality [Ros70, Theorem 3] for a fixed z ∈ M , and then integrate the inequality against
z ∈M .
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It remains to bound E
[∣∣∣∇G (Kh ∗

(
δY

ρh(Y )

))
(z)
∣∣∣p] where Y ∼ µ, z ∈M and p ≥ 2.

Lemma 4.7. Let p ≥ 2. Then, for all z ∈M and h . 1,

E
[∣∣∣∣∇G(Kh ∗

(
δY

ρh(Y )

))
(z)
∣∣∣∣p] .


1 if d = 1
− log h if p = d = 2
hp+d−dp else.

(4.16)

A proof of Lemma 4.7 is found in Appendix D. From (4.14), Lemma 4.6 and Lemma 4.7,
we obtain, in the case p ≥ 2 and d ≥ 3

E‖µn,h − µh‖H−1
p (M) ≤

(
E‖µn,h − µh‖pH−1

p (M)

)1/p

≤ Cpn−1/2

∫ (E ∣∣∣∣∇G(Kh ∗
(

δY
ρh(Y )

))
(z)
∣∣∣∣2
)p/2

dz

1/p

+ Cpn
1/p−1

(∫
E
[∣∣∣∣∇G(Kh ∗

(
δY

ωh(Y )

))
(z)
∣∣∣∣p] dz

)1/p

. n−1/2|volM |1/ph1−d/2 + n1/p−1|volM |1/ph1+d/p−d.

Recalling that |volM | ≤ f−1
min . 1 and that nhd & 1, one can check that this quantity is smaller

up to a constant than n−1/2h1−d/2, proving Proposition 4.5 in the case p ≥ 2 and d ≥ 3. A
similar computation shows that Proposition 4.5 also holds if p ≤ 2 or d ≤ 2.

4.3 Proof of Theorem 3.1

The proof of (i) is found in Appendix E. Let us now prove (ii). If 0 < s ≤ k− 1, by Proposition
4.1 and (4.2), we have

‖µ− µh‖H−1
p (M) ≤ Ls‖Ah‖Bsp,q(M),H−1

p (M) . hs+1.

Combining this inequality with Proposition 4.5 yields (3.4).
Let us prove (iii). Let E be the event described in (i). If E is realized, then µ0

n,h is
equal to µn,h, and it satisfies µ0

n,h ≥
fmin

2 volM . Thus, Proposition 2.9 yields Wp(µ0
n,h, µ) .

‖µn,h − µ‖H−1
p (M). If E is not realized, we bound Wp(µ0

n,h, µ) by diam(M), which is itself
bounded by a constant depending only on the parameters of the model (see [AL18, Lemma
2.2]). Hence,

EWp(µ0
n,h, µ) ≤ E

[
Wp(µ0

n,h, µ)1{E}
]

+ diam(M)P(Ec) . E‖µn,h − µ‖H−1
p (M) + n−k/d,

and we conclude thanks to (3.4).
Eventually, a proof of (iv) is found in Appendix G.
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T̂j MΨ̂j(T̂j)

ΨYj
◦ πYj

Ψ̂j

Xj 0 Yj

2ε

ε

3ε

Sj

Figure 1 – Illustration of Lemma 4.8(a)

4.4 Proofs of Theorem 3.6 and Theorem 3.7

Proof of Theorem 3.6(i).
Assume that γ ≤ ε/24. Let X = {X1, . . . , Xn} and Y = {Y1, . . . , Yn}. By the remark

following Lemma 3.5, the existence of a partition of unity satisfying the requirements of Theorem
3.6(i) is ensured as long as dH(M ε/8|X) ≤ 5ε/24. We have dH(M ε/8|X) ≤ dH(M ε/8|Y) + ε/24 ≤
dH(M |Y)+4ε/24. Hence, the partition of unity exists if dH(M |Y) ≤ ε/24. This is satisfied with
probability larger than 1− cn−k/d if ε & (logn/n)1/d by [Aam17, Lemma III.23].

Proof of Theorem 3.6(ii).
For ease of notation, we will assume that the output {Xi1 , . . . , XiJ} of the farthest point

sampling algorithm is equal to {X1, . . . , XJ}. Write νj for the measure having density χj with
respect to the d-dimensional Hausdorff measure on Ψ̂j(T̂j).

Lemma 4.8. If (logn/n)1/d . ε . 1 and γ . ε2, with probability larger than 1− cn−k/d, for all
j = 1, . . . , J :

(a) The map ΨYj ◦ πYj : BT̂j (0, 3ε) → M is a diffeomorphism on its image, which contains
BM (Yj , 2ε). Let Sj : BM (Yj , 2ε) → BT̂j (0, 3ε) be the inverse of ΨYj ◦ πYj . Then, Ψ̂j ◦ Sj :
BM (Yj , 2ε)→ Ψ̂j(T̂j) is also a diffeomorphism on its image, which contains BΨ̂j(T̂j)(Xj , ε).
Furthermore, for all z ∈ BM (Yj , 2ε), we have |Ψ̂j ◦ Sj(z)−Xj | ≥ 7

8 |z − Yj |.

(b) The measure (Ψ̂j ◦ Sj)−1
# νj has a density χ̃j on M equal to

χ̃j(z) = χj(Ψ̂j ◦ Sj(z))J(Ψ̂j ◦ Sj)(z) for z ∈M, (4.17)

where the function is extended by 0 for z ∈M\BM (Yj , 2ε).
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(c) For z ∈ BM (Yj , 2ε), we have

|Ψ̂j ◦ Sj(z)− z| . εm + γ, (4.18)
|χ̃j(z)− χj(z)| . εm + γ. (4.19)

A proof of Lemma 4.8 is found in Appendix F. Let M̂ε =
⋃J
j=1 BΨ̂j(T̂j)(Xj , ε) be the

support of v̂olM .

Lemma 4.9. Let (logn/n)1/d . ε . 1 and γ . ε2. Fix 1 ≤ r ≤ ∞ and let φ : M → R, φ̃ : M̂ε →
R be functions satisfying φmin ≤ φ, φ̃ ≤ φmax for some positive constants φmin, φmax > 0. Assume
further that for all j = 1, . . . , J and for all z ∈ M we have, |φ̃(Ψ̂j ◦ Sj(z)) − φ(z)| ≤ T . 1.
Then, with probability larger than 1− cn−k/d, we have

Wr

(
φ̃ · v̂olM
|φ̃ · v̂olM |

,
φ · volM
|φ · volM |

)
. C0(T + εm + γ), (4.20)

where C0 depends on φmin and φmax.

In particular, inequality (3.14) is a consequence of Lemma 4.9 with φ ≡ φ̃ ≡ 1.

Proof. Assume first that r <∞. We have the bound

Wr

(
φ̃ · v̂olM
|φ̃ · v̂olM |

,
φ · volM
|φ · volM |

)
= 1
|φ̃ · v̂olM |1/r

Wr

(
φ̃ · v̂olM , φ · volM

|φ̃ · v̂olM |
|φ · volM |

)

≤ 1
|φ̃ · v̂olM |1/r

(
Wr

 J∑
j=1

φ̃ · νj ,
J∑
j=1

(Ψ̂j ◦ Sj)−1
# (φ̃ · νj)


+Wr

 J∑
j=1

(Ψ̂j ◦ Sj)−1
# (φ̃ · νj), φ · volM

|φ̃ · v̂olM |
|φ · volM |

)
(4.21)

We use Proposition 2.9 to bound the second term in (4.21). By a change of variables,
the density of (Ψ̂j ◦Sj)−1

# (φ̃ ·νj) is given by φ̃j : z 7→ φ̃(Ψ̂j ◦Sj(z))χ̃j(z). With probability larger
than 1− cn−k/d, we have for z ∈M , should εm + γ be small enough,

J∑
j=1

χ̃j(z) ≥
J∑
j=1

χj(z)− Ccd(εm + γ) ≥ 1− 1
2 = 1

2 ,

where cd is the constant of Lemma 3.5. Therefore, the density of
∑J
j=1(Ψ̂j ◦Sj)−1

# (φ̃ ·νj) is larger
than φmin/2. Remark also that χ̃j(z) ≤ 2 for any z ∈ M . Hence, we have according to Lemma
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4.8, |φ̃j(z)− φ(z)χj(z)| ≤ T + 2φmax|χj(z)− χ̃j(z)| . T + φmax(εm + γ) for some constant C0.
This gives the bound,

||φ̃ · v̂olM | − |φ · volM || ≤

∥∥∥∥∥∥
J∑
j=1

φ̃j − φ

∥∥∥∥∥∥
L1(M)

≤

∥∥∥∥∥∥
J∑
j=1

φ̃j − φ

∥∥∥∥∥∥
Lr(M)

|volM |1−1/r

≤

∥∥∥∥∥∥
J∑
j=1

φ̃j − φ

∥∥∥∥∥∥
L∞(M)

|volM | ≤ C0|volM |(T + φmax(εm + γ)).

(4.22)

Therefore, φ |φ̃·v̂olM |
|φ·volM | is larger than

φmin

(
1− C0|volM |

T + φmax(εm + γ)
φmin|volM |

)
≥ φmin − C0(T + φmax(εm + γ)) ≥ φmin

2

if T, ε and γ are small enough. Hence, by Proposition 2.9 and using (4.22),

Wr

 J∑
j=1

(Ψ̂j ◦ Sj)−1
# (φ̃ · νj), φ · volM

|φ̃ · v̂olM |
|φ · volM |


≤ r−1/r

( 2
φmin

)1−1/r
∥∥∥∥∥∥
J∑
j=1

φ̃j − φ
|φ̃ · v̂olM |
|φ · volM |

∥∥∥∥∥∥
H−1
r (M)

≤
( 2
φmin

∨ 1
)∥∥∥∥∥∥

n∑
j=1

φ̃j − φ
|φ̃ · v̂olM |
|φ · volM |

∥∥∥∥∥∥
Lr(M)

≤
( 2
φmin

∨ 1
)

∥∥∥∥∥∥
J∑
j=1

φ̃j − φ

∥∥∥∥∥∥
Lr(M)

+ ||φ · volM | − |φ̃ · v̂olM ||
|φ · volM |

‖φ‖Lr(M)


≤
( 2
φmin

∨ 1
)
C0(T + φmax(εm + γ))

(
|volM |1/r + |volM |

φmin|volM |
|volM |1/rφmax

)
≤ Cφmin,φmax (T + εm + γ) ,

where we used that |volM | ≤ f−1
min . 1, and the constant Cφmin,φmax in the upper bound depending

on φmin and φmax, but not on r.
To bound the first term in (4.21), consider the transport plan

∑J
j=1(id, (Ψ̂j ◦Sj)−1)#(φ̃ ·

νj), which has, according to Lemma 4.8, a cost bounded by

J∑
j=1

∫
|y − (Ψ̂j ◦ Sj)−1(y)|rd(φ̃ · νj)(y) . φmax (εm + γ)r |v̂olM |.

As |v̂olM | . |volM | + T + φmax(εm + γ) . 1, we obtain the desired bound. By letting r → ∞,
and remarking that the different constants involved are independent of r, we observe that the
same bound holds for r =∞.
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Remark 4.10. Inequality (4.22) with φ ≡ φ′ ≡ 1 gives a bound on the distance between the total
mass of v̂olM and the volume |volM | of M : choosing k = m, it is of order εk +γ with probability
larger than 1− cn−k/d.

Proof of Theorem 3.6(iii).
Inequality (3.15) is a consequence of Theorem 3.6(ii), whereas the lower bound on the

minimax risk (3.16) is proven in Appendix G.

Proof of Theorem 3.7.
Note first that ν̂n,h is indeed a measure of mass 1. We show in Lemma F.2 that

T := max
j=1...J

sup
z∈B(Yj ,ε)

∣∣∣∣Kh ∗
(
νn
ρ̂h

)
(Ψ̂j ◦ Sj(z))−Kh ∗

(
µn
ρh

)
(z)
∣∣∣∣

satisfies T . εm + γ with probability larger than 1− cn−k/d. As fmin/2 ≤ Kh ∗ µn ≤ 2fmax on
M by Theorem 3.1(i), and as every y ∈ M̂ε is in the image of Ψ̂j ◦ Sj for some j = 1 . . . J , we
have fmin/3 ≤ Kh ∗ νn ≤ 3fmax on M̂ε should εk + γ be small enough. This proves Theorem
3.1(i) and, together with Lemma 4.9, this also proves Theorem 3.7(ii). Theorem 3.7(iii) is a
consequence of Theorem 3.7(ii) and Theorem 3.7(iv) is proven in Appendix G.
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APPENDIX

A Geometric properties of Ck manifolds with positive reach and their estimators

Let M ∈ Mk
d,τmin,L

for some k ≥ 2 and τmin, L > 0. Recall that the angle between two d-
dimensional subspaces T1 and T2 is given by ∠(T1, T2) := ‖πT1 − πT2‖op = ‖π⊥T1

◦ πT2‖op, where
πT1 (resp. πT2) is the orthogonal projection on T1 (resp. T2) and π⊥T1

:= id−πT1 .

Lemma A.1. Let x, y ∈M . The following properties hold:

(i) One has |π⊥y (x− y)| ≤ |x−y|
2

2τmin
and ∠(TxM,TyM) ≤ 2 |y−x|τmin

.
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(ii) If πM (z) = x for some z ∈M τmin, then z − x ∈ TxM⊥.

(iii) If h ≤ τmin/4, then cdhd ≤ volM (BM (x, h)) ≤ Cdhd.

(iv) If h ≤ r0, then BM (x, h) ⊂ Ψx(BTxM (0, h)) ⊂ BM (x, 8h/7). Also, if u ∈ BTxM (0, r0), then
|u| ≤ |Ψx(u)− x| ≤ 8|u|/7.

(v) There exists a map Nx : BTxM (0, r0) → TxM
⊥ satisfying dNx(0) = 0, and such that, for

u ∈ BTxM (0, r0), we have Ψx(u) = x+ u+Nx(u) with |Nx(u)| ≤ L|u|2.

(vi) There exist tensors B1
x, . . . , B

k−1
x of operator norm controlled by a constant depending

on L, d, k and τmin, such that, if u ∈ TxM satisfies |u| ≤ Ck,d,L, then JΨx(u) = 1 +∑k−1
i=2 B

i
x[u⊗i] +Rx(u), with |Rx(u)| ≤ C ′k,d,L|u|k.

Proof. See Theorem 4.18 in [Fed59], Lemma 6 in [GW03] for (i), Theorem 4.8 in [Fed59] for (ii),
and Proposition 8.7 in [AL18] for (iii). See Lemma A.2 in [AL19] for the second inclusion of
balls in (iv), which also implies the second inequality in (iv). The first inclusion as well as the
first inequality in (iv) follow from the fact that Ψx is the inverse of π̃x, which is 1-Lipschitz.

By a Taylor expansion of Ψx at u = 0, we have Ψx(u) = x + u + Nx(u), with Nx(u) =∫ 1
0 d

2Ψx(tu)[u⊗2]dt. Hence, |Nx(u)| ≤ L|u|2. Furthermore, as π̃x ◦ Ψx(u) = u, we have
πx(Nx(u)) = 0, i.e. Nx takes its values in TxM⊥. This proves (v).

Eventually, we prove (vi). We have dΨx(u) = idTxM +dNx(u), and dΨx(u)∗dΨx(u) =
idTxM +(dNx(u))∗dNx(u). Therefore,

JΨx(u) =
√

det(dΨx(u)∗dΨx(u)) =
√

det(idTxM + (dNx(u))∗dNx(u)).

One has dNx(u) = dNx(0) +
∑k−1
j=2

djNx(0)
(j−1)! [u⊗(j−1)] + Rx(u), with |Rx(u)| ≤ Ck,L|u|k−1 and

dNx(0) = 0. Hence, (dNx(u))∗dNx(u) is written as
∑k−1
j=2 Bj [u⊗j ] + R′x(u), with |R′x(u)| ≤

C ′k,l|u|k. The operator norm of this operator is smaller than, say, 1/2 for |u| sufficiently small, and
we conclude the proof by writing a Taylor expansion at 0 of the function F 7→

√
det(id +F ).

We now prove Lemma 3.5, on the construction of smooth partitions of unity based on
some set S which is sufficiently sparse and dense over a tubular neighborhood of M .

Proof of Lemma 3.5. Consider the functions θ and (χx)x∈S as in the statement of the lemma,
and, for y ∈ M δ, let Z(y) =

∑
x′∈S θ

(
y−x′

8δ

)
. As dH(M δ|S) ≤ 4δ, we have Z(y) ≥ 1 and the

quantity χx(y) is well defined. The function χx is smooth and we have
∑
x∈S χx ≡ 1 on M δ.

One has dlχx(y) which is written as a sum of terms of the form dl−jθ
(
y−x
8δ

)
dj(Z−1)(y), and

dj(Z−1)(y) is equal to a sum of terms of the form Zj
′−j−2(y)dj′Z(y) for 1 ≤ j′ ≤ j. Also,
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∥∥∥djθ (y−x′8δ

)∥∥∥
op
≤ Cjδ

−j and
∥∥djZ(y)

∥∥
op ≤ Cjδ

−j∑
x∈S 1{|x − y| ≤ 8δ}. Hence, as Z ≥ 1, we

have for any l ≥ 0 ∥∥∥dlχx(y)
∥∥∥

op
≤ C ′lδ−l

∑
x∈S

1{|x− y| ≤ 8δ}.

It remains to bound this sum. If x ∈ B(y, 8δ), then πM (x) ∈ B(πM (y), 10δ). Also, for x 6= x′ ∈ S,
we have |πM (x)− πM (x′)| ≥ |x− x′| − 2δ ≥ 2δ. In particular, the balls BM (πM (x), δ) for x ∈ S
are pairwise disjoint, and are all included in BM (πM (y), 11δ) . Therefore, if 11δ ≤ τ(M)/4,
using Lemma A.1(iii) twice, we obtain that volM (BM (πM (x), δ)) ≥ cdδd, and that∑
x∈S

1{|x− y| ≤ 8δ} ≤
∑
x∈S

1{|x− y| ≤ 8δ}volM (BM (πM (x), δ))
cdδd

≤ volM (BM (πM (y), 11δ))
cdδd

≤ c′d.

This concludes the proof.

We end this section by detailing the properties of the local polynomial estimators Ψ̂i

and T̂i defined in [AL19]. In particular, we prove Proposition 3.4. Recall that Xi = Yi + Zi
with Yi ∈ M and |Zi| ≤ γ. Aamari and Levrard introduce tensors V ∗j,i which are defined as
djΨXi(0)/j!, where djΨXi(0) is the jth differential of ΨXi at 0 (see the proof of Lemma 2 in
[AL19] for details). In particular, we have V ∗1,i = πYi . Furthermore, as π̃Yj ◦ ΨYj = id, we have
πYj ◦ V ∗j,i = 0 for j ≥ 2.

Lemma A.2. With probability larger than 1− cn−k/d, for any 1 ≤ i ≤ n,

(i) We have ∠(TYiM, T̂i) . εm−1 + γε−1 .

(ii) For v ∈ T̂i, we have Ψ̂i(v) = Xi + v + N̂i(v), where N̂i : T̂i → T̂⊥i is defined by N̂i(v) =∑m−1
j=2 V̂j,i[v⊗j ].

(iii) For any 2 ≤ j < m,
∥∥∥V̂j,i ◦ π̂i − V ∗j,i ◦ πYi∥∥∥op

. εm−j + γε−j .

(iv) For v ∈ BT̂i(0, 3ε), we have

|Ψ̂i(v)−ΨYi(πYi(v))| . εm + γ, (A.1)
|N̂i(v)−NYi(πYi(v))| . εm + γ, (A.2)∥∥∥dΨ̂i(v)− d(ΨYi ◦ πYi)(v)

∥∥∥
op

. εm−1 + γε−1 (A.3)∥∥∥dN̂i(v)− d(NYi ◦ πYi)(v)
∥∥∥

op
. εm−1 + γε−1. (A.4)

Proof of Proposition 3.4. Lemma A.2(i) is stated in Theorem 2 in [AL19]. Remark that for
x ∈ B(Xi, ε), with x̃ = x−Xi,∣∣∣∣∣∣x̃− π(x̃)−

m−1∑
j=2

Vj [π(x̃)⊗j ]

∣∣∣∣∣∣
2

=

∣∣∣∣∣∣x̃− π(x̃)−
m−1∑
j=2

π⊥ ◦ Vj [π(x̃)⊗j ]

∣∣∣∣∣∣
2

+

∣∣∣∣∣∣
m−1∑
j=2

π ◦ Vj [π(x̃)⊗j ]

∣∣∣∣∣∣
2
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so that we may always assume that the tensors V̂j,i minimizing the criterion (3.8) satisfy π̂i◦V̂j,i =
0 for j ≥ 2. This proves Lemma A.2(ii).

We prove Lemma A.2(iii) by induction on 2 ≤ j < m. The result for j = 2 is stated in
[AL19, Theorem 2]. It is shown in [AL19] (see Equation (3)) that there exist tensors V ′j,i for
1 ≤ j < m satisfying with probability larger than 1− cn−k/d,∥∥∥V ′j,i ◦ πYi∥∥∥op

. εm−j + γε−j . (A.5)

The tensors V ′j,i are defined by the relations, for y ∈M close enough to Yi,{
y − Yi = πYi(y − Yi) +

∑m−1
j=2 V ∗j,i[πYi(y − Yi)⊗j ] +R(y − Yi)

y − Yi − π̂i(y − Yi)−
∑m−1
j=2 V̂j,i[π̂i(y − Yi)⊗j ] =

∑m−1
j=1 V ′j,i[πYi(y − Yi)⊗j ] +R′(y − Yi),

with |R(y−Yi)|, |R′(y−Yi)| . εm, see the proof of Lemma 3 in [AL19]. In particular, for j ≥ 2,
noting that πYi ◦ V ∗j,i = 0, we see that V ′j,i ◦ πYi is written as the sum of (πYi − π̂i) ◦ V ∗j,i + (V ∗j,i ◦
πYi − V̂j,i ◦ π̂i) and of a sum of terms proportional to

V̂j′,i[π̂i ◦ V ∗a1,i ◦ πYi , . . . , π̂i ◦ V
∗
aj′ ,i
◦ πYi ], (A.6)

where 2 ≤ j′ < j and a1 + · · ·+ aj′ = j, 1 ≤ a1, . . . , aj′ < j. There exists in particular an index
in the sum which is larger than 2. Assume without loss of generality that a1, . . . , al > 1 and
al+1, . . . , aj′ = 1, so that π̂i ◦ V̂au,i = 0 for 1 ≤ u ≤ l. Then,∥∥∥V̂j′,i[π̂i ◦ V ∗a1,i ◦ πYi , . . . , π̂i ◦ V

∗
al,i
◦ πYi , . . . , π̂i ◦ V ∗aj′ ,i ◦ πYi ]

∥∥∥
op

=
∥∥∥V̂j′,i[π̂i ◦ (V ∗a1,i − V̂a1,i) ◦ πYi , . . . , π̂i ◦ (V ∗al,i − V̂al,i) ◦ πYi , . . . , π̂i ◦ V

∗
aj′ ,i
◦ πYi ]

∥∥∥
op

. `
l∏

u=1

∥∥∥V ∗au,i ◦ πYi − V̂au,i ◦ πYi∥∥∥op

. `
l∏

u=1

(∥∥∥V ∗au,i ◦ πYi − V̂au,i ◦ π̂i∥∥∥op
+ ` ‖πYi − π̂i‖op

)

. ε−1
l∏

u=1

(
εm−au + γε−au + εm−2 + γε−2

)
. ε−1(εlm−(j−l) + γlε−(j−l)) . εm−j + γε−j ,

where at the last line we use the induction hypothesis as well as Lemma A.2(i), the fact that∑l
u=1 au = j − l and that ` . ε−1. As

∥∥∥(πYi − π̂i) ◦ V ∗j,i∥∥∥op
. εm−1 + γε−1, we obtain that

∥∥∥(V ∗j,i ◦ πYi − V̂j,i ◦ π̂i)− V ′j,i ◦ πYi∥∥∥op
. εm−j + γε−j .
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Hence, using (A.5),∥∥∥V ∗j,i ◦ πYi − V̂j,i ◦ π̂i∥∥∥op
≤
∥∥∥(V ∗j,i ◦ πYi − V̂j,i ◦ π̂i)− V ′j,i ◦ πYi∥∥∥op

+
∥∥∥V ′j,i ◦ πYi∥∥∥op

. εm−j + γε−j .

We now may prove (A.1). Indeed, for v ∈ BT̂i(0, 3ε), Ψ̂i(v) = Xi + v +
∑m−1
j=2 V̂j,i[v⊗j ],

whereas by a Taylor expansion, ΨYi ◦ πYi(v) = Yi + πYi(v) +
∑m−1
j=2 Vj,i[πYi(v)⊗j ] + R(v), with

|R(v)| . εm. By Lemma A.2(iii), the difference between the two quantities is bounded with high
probability by a sum of terms of order (εm−j + γε−j)|v|j . εm + γ. Inequality (A.2) is directly
implied by (A.1) and Lemma A.2(i). Inequality (A.3) is proven as (A.1), by noting that, for
h ∈ T̂i, {

d(ΨYj ◦ πYj )(v)[h] = πYj (h) +
∑m−1
j=2 jV ∗j,i[πYj (v), πYj (h)⊗(j−1)] +R′(v)h

dΨ̂j(v)[h] = h+
∑m−1
j=2 jV̂j,i[v, h⊗(j−1)],

with ‖R′(v)‖op . εm−1. Equation (A.4) is shown in a similar way.

B Properties of negative Sobolev norms

Proof of Proposition 2.5. The second inequality in (i) is trivial. The assertion (ii) is stated in
[BCS10, Theorem 2.1] for an open set Ω ⊂ Rd, and their proof can be straightforwardly adapted
to the manifold setting. It remains to prove the first inequality in (i). Note that for any g with
‖∇g‖Lp∗ (M) ≤ 1, one has

∫
fgdvolM =

∫
f(g −

∫
gdvolM )dvolM as

∫
fdvolM = 0. Also, by

Poincaré inequality (see [BCH18, Theorem 0.6]),∥∥∥∥g − ∫
M
g

∥∥∥∥
Lp∗ (M)

≤ C
1
pR

d
p∗+ 1

p ‖∇g‖Lp∗ (M) ≤ C
1
pR

d
p∗+ 1

p ,

where R = max{dg(x, y), x, y ∈ M} and C depends on d and on a lower bound κ on the Ricci
curvature ofM . Therefore, ‖g −

∫
M g‖H1

p∗ (M) ≤ C
1
pR

d
p∗+ 1

p . The quantity κ can be further lower
bounded by a constant depending on τmin and d. Indeed, a bound on the second fundamental
form of M entails a bound on the Ricci curvature according to Gauss equation (see e.g. [dC92,
Chapter 6]), and the second fundamental form is controlled by the reach of M , see [NSW08,
Proposition 6.1]. As C

1
p ≤ C ∨ 1, to conclude, it suffices to bound the geodesic diameter of M .

This is done in the following lemma.

Lemma B.1. The geodesic diameter of M satisfies supx,y∈M dg(x, y) ≤ cd|volM |τ1−d
min .

Proof. Consider a covering of M by N open balls of radius r1 = τmin/4 (for the Euclidean
distance) and let x, y ∈ M . Such a covering exists with N ≤ cd|volM |r−d1 by standard packing

28



B0

B1

B2

B3

B4

x = x0
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y = x5

Figure 2 – Illustration of the construction in the proof of Lemma B.1

arguments. Let γ : [0, `]→M be a unit speed curve between x and y. Let B0 be the ball of the
covering such that x ∈ B0. If y ∈ B0, then |x− y| ≤ 2r1, and by [NSW08, Proposition 6.3], we
have dg(x, y) ≤ 4r1. Otherwise, let t0 = inf{t ∈ [0, `], ∀t′ ≥ t, γ(t′) 6∈ B0}. Then x1 := γ(t0)
belong to the boundary of B0, and is also in some other ball B1. By the previous argument, we
have dg(x, x1) ≤ 4r1. If y ∈ B1, then dg(x1, y) ≤ 4r1 and dg(x, y) ≤ 8r1. Otherwise, we define
t1 = inf{t ∈ [t0, `], ∀t′ ≥ t, γ(t′) 6∈ B1} and we iterate the same argument. At the end, we
obtain a sequence x = x0, x1, . . . , xI of points in M with associated balls Bi which contain xi,
such that y ∈ BI and dg(xi, xi+1) ≤ 4r1. Furthermore, all the balls Bi are pairwise distinct. As
dg(xI , y) ≤ 4r1, we have ` ≤ (I + 1)4r1 ≤ (N + 1)4r1 ≤ 8Nr1. By letting γ be a geodesic, we
obtain in particular ` = dg(x, y) ≤ 8Nr1 ≤ 8cd|volM |r1−d

1 .

Proof of Proposition 2.9. Given a measurable map ρ : [0, 1]→ Pp, Et a vectorial measure abso-
lutely continuous with respect to ρt (see [San15, Box 4.2]) and v(x, t) a time-depending vector
field, defined as the density of Et with respect to ρt, we define the Benamou-Brenier functional

Bp(ρ,E) :=
∫
|v(x, t)|pdρt(x)dt. (B.1)

The Benamou-Brenier formula [BB00, Bre03] asserts that for µ, ν ∈ Pp1 supported on some ball
of radius R,

W p
p (µ, ν) = min {Bp(ρ,E), ∂tρt +∇ · Et = 0, ρ0 = µ, ρ1 = ν} , (B.2)

where ρt is supported on the ball of radius R, and the continuity equation ∂tρ+∇ · E = µ− ν
has to be understood in the distributional sense, i.e.∫

[0,1]×RD
∂tφ(t, x)dρ(t, x) +

∫
[0,1]×RD

∇φ(t, x) · dE(t, x) = 0, (B.3)
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for all φ ∈ C1((0, 1)× B(0, R)) with compact support.
Assume that µ has a density f0 and ν has a density f1 on M . As τ(M) > 0, the

existence of a probability measure of mass 1, supported on M , with density larger than fmin
implies that M is compact, see Remark 2.11. It is in particular included in a ball B(0, R) for
some R large enough. Let w be a vector field on M with ∇·w = µ− ν in a distributional sense,
i.e.

∫
∇g · w = −

∫
g(µ − ν) for all g ∈ C1(M). Let ρt = (1 − t)µ + tν and define E the vector

measure having density w with respect to Leb1×volM , where Leb1 is the Lebesgue measure on
[0, 1]. Then (ρ,E) satisfies the continuity equation and E = v ·ρ where v(t, x) = w(x)

(1−t)f0(x)+tf1(x)
for t ∈ [0, 1], x ∈M . Hence,

W p
p (µ, ν) ≤

∫ 1

0

∫ 1
p
|v|pdρ = 1

p

∫ 1

0

∫ |w(x)|p

|(1− t)f0(x) + tf1(x)|p ((1− t)f0(x) + tf1(x))dxdt

≤ 1
p

∫
|w(x)|pdx 1

fp−1
min

.

By taking the infimum on vector fields w on M satisfying ∇ · w = µ− ν and using Proposition
2.5, we obtain the conclusion. The second inequality in (2.9) follows from Proposition 2.5.

C Proofs of Section 4.1

Proof of Lemma 4.2. We first prove (4.4). Note that if |x−y| ≥ h for x, y ∈M , thenKh(x−y) =
0. Hence, by a change of variable, using that BM (x, h) ⊂ Ψx(BTxM (0, h)) according to Lemma
A.1(iv),∫

M
Kh(x− y)B[(x− y)⊗j ]dy =

∫
BTxM (0,h)

Kh(x−Ψx(v))B[(x−Ψx(v))⊗j ]JΨx(v)dv

=
∫
BTxM (0,1)

K

(
x−Ψx(hv)

h

)
B[(x−Ψx(hv))⊗j ]JΨx(hv)dv.

As the functions Ψx and K are Ck, according to Lemma A.1(v) and Lemma A.1(vi), we can
write by a Taylor expansion, for v, u ∈ BTxM (0, r0),

Ψx(v) = x+ v +
∑k−1
i=2

diΨx(0)
i! [v⊗i] +R1(x, v)

JΨx(v) = 1 +
∑k−1
i=2 B

i
x[v⊗i] +R2(x, v)

K(v + u) = K(v) +
∑k−1
i=1

diK(v)
i! [u⊗i] +R3(v, u)

B[(v + u)⊗j ] = B[v⊗j ] +
∑
∅6=σ⊂{1,...,j}B[vσ, uσc ],

(C.1)

where |Rj(x, v)| ≤ Cj |v|k for j = 1, 2, |R3(v, u)| ≤ C3|u|k and (vσ, uσc) is the j-tuple whose lth
entry is equal to v if l ∈ σ, u otherwise. We obtain that

x−Ψx(hv)
h

= −v −
k−1∑
i=2

diΨx(0)
i! [(hv)⊗i]h−1 −R1(x, hv)h−1,
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and that the expression K
(
x−Ψx(hv)

h

)
B[(x − Ψx(hv))⊗j ]JΨx(hv) is written as a sum of terms

of the form

Ci0,i1,i2h
−i0di0K(v)[(di1Ψx(0)[(hv)⊗i1 ])⊗i0 ]Fi2 [(hv)⊗i2 ] (C.2)

for 0 ≤ i0 ≤ k− 1, 2 ≤ i1 ≤ k− 1 and j ≤ i2 ≤ k′, where Fi2 is some tensor of order i2 and k′ is
some integer depending on k and j, plus a remainder term smaller than ‖B‖op |hv|k−1+j up to a
constant depending on k, j, Lk and K. The terms for which i0i1 + i2 − i0 ≥ k are smaller than
‖B‖op h

k up to a constant, whereas the integrals of the other the terms are null as the kernel
is of order k. The first inequality in (4.5) is proven in a similar manner. Let us now bound
‖ρh‖Cj(M). Given x ∈M , it suffices to bound

∥∥dj(ρh ◦Ψx)(0)
∥∥

op. We have

dj(ρh ◦Ψx)(0) = h−j
∫
BTxM (0,h)

(djK)h(x−Ψx(v))JΨx(v)dv.

Therefore, using the same argument as before, we obtain that
∥∥dj(ρh ◦Ψx)(0)

∥∥
op . hk−1−j .

Proof of Lemma 4.3. Let 0 ≤ l ≤ k − 1 be even, φ ∈ C∞(M) be supported in BM (x0, h0) for
some h0 small enough and g ∈ Lp∗(M) with ‖g‖Lp∗ (M) ≤ 1. Let x = Ψx0(u) ∈ BM (x0, h0)
and let φ̃x0 = φ̃ ◦ Ψx0 . Recall that φ̃l = dlφ̃x0 ◦ π̃x0 . We have Kh(x − Ψx0(v)) 6= 0 only if
|x−Ψx0(v)| ≤ h. Hence, as |x−Ψx0(v)| ≥ |u−v| (recall that Ψx0 is the inverse of the projection
π̃x0), the function Kh(x − Ψx0(·)) is supported on BTx0M

(u, h) ⊂ BTx0M
(0, r0) =: B0 for h, h0

small enough. Thus,

Ahφ(x) =
∫
BM (x,h)

Kh(x− y)(φ̃(y)− φ̃(x))dy

=
∫
B0
Kh(x−Ψx0(v))(φ̃x0(v)− φ̃x0(u))JΨx0(v)dv.

We may write

φ̃x0(v)− φ̃x0(u) =
l−1∑
i=1

diφ̃x0(u)
i! [(v − u)⊗i] +

∫ 1

0
dlφ̃x0(u+ λ(v − u))[(v − u)⊗l] (1− λ)l−1

(l − 1)! dλ.

Each term
∫
B0
Kh(x−Ψx0(v))d

iφ̃x0 (u)
i! [(v − u)⊗i]JΨx0(v)dv is equal to∫

M
Kh(x− y)d

iφ̃x0(π̃x0(x))
i! [(πx0(y − x))⊗i]dy,

and is therefore of order smaller than hk max1≤i≤l
∥∥∥φ̃i(x)

∥∥∥
op

by Lemma 4.2. Hence, Ahφ(x) is

equal to the sum of a remainder term of order hk max1≤i≤l
∥∥∥φ̃i(x)

∥∥∥
op

and of

∫ 1

0

∫
B0
Kh(x−Ψx0(v))dlφ̃x0(u+ λ(v − u))[(v − u)⊗l] (1− λ)l−1

(l − 1)! JΨx0(v)dvdλ
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=
∫ 1

0

∫
B0
Kh(x−Ψx0(v))

(
dlφ̃x0(u+ λ(v − u))− dlφ̃x0(u)

)
[(v − u)⊗l] (1− λ)l−1

(l − 1)! JΨx0(v)dvdλ

+R1(x),

where |R1(x)| . hk max1≤i≤l
∥∥∥φ̃i(x)

∥∥∥
op

by Lemma 4.2. We now fix λ ∈ (0, 1) and write, by a
change of variables, and as BTx0M

(u, h) ⊂ B0 for h0, h small enough,

U(x) :=
∫
B0
Kh(x−Ψx0(v))

(
dlφ̃x0(u+ λ(v − u))− dlφ̃x0(u)

)
[(v − u)⊗l]JΨx0(v)dv

=
∫
B0
Kh

(
x−Ψx0

(
u+ w − u

λ

))(
dlφ̃x0(w)− dlφ̃x0(u)

) [(w − u)⊗l

λl

]
JΨx0

(
u+ w − u

λ

) dw
λd

Note that |Kh(u)−Kh(v)| . h−d−1|u− v|1{|u| ≤ h or |v| ≤ h}, and that, as Ψx0 is C2,∣∣∣∣x−Ψx0

(
u+ w − u

λ

)
− x−Ψx0(w)

λ

∣∣∣∣ ≤ ∣∣∣∣dΨx0(u)[w − u]− (x−Ψx0(w))
λ

∣∣∣∣+ Lk|w − u|2

2λ2

≤ Lk|w − u|2

λ
.
|w − u|2

λ
,

whereas, as JΨx0 is Lipschitz continuous,∣∣∣∣JΨx0

(
u+ w − u

λ

)
− JΨx0(w)

∣∣∣∣ . ∣∣∣∣u+ w − u
λ
− w

∣∣∣∣ . |w − u|λ
.

Hence, U(x) is equal to the sum of

λ−l
∫
B0
Khλ (x−Ψx0(w))

(
dlφ̃x0(w)− dlφ̃x0(u)

)
[(w − u)⊗l]JΨx0 (w) dw

= λ−l
∫
M
Khλ (x− y)

(
φ̃l(y)− φ̃l(x)

)
[(πx0(y − x))⊗l]dy,

and of a remainder term smaller than

λ−l
∫
B0

∣∣∣∣λ−dKh

(
x−Ψx0

(
u+ w − u

λ

))
JΨx0

(
u+ w − u

λ

)
−Khλ (x−Ψx0(w)) JΨx0 (w)

∣∣∣∣
×
∥∥∥dlφ̃x0(w)− dlφ̃x0(u)

∥∥∥
op
|w − u|ldw

. λ−l
∫
|w−u|.λh

(
|w − u|2

(λh)d+1 JΨx0

(
u+ w − u

λ

)
+ |Khλ (x−Ψx0(w)) | |w − u|

λ

)

×
∥∥∥dlφ̃x0(w)− dlφ̃x0(u)

∥∥∥
op
|w − u|ldw

. hl+1(λh)−d
∫
|w−u|.λh

∥∥∥dlφ̃x0(w)− dlφ̃x0(u)
∥∥∥

op
dw.
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Putting all the estimates together, we may now write
∫
M Ahφ(x)g(x)dx as S + R2, where, by

the symmetrization trick (using that l is even)

S =
∫∫

M×M
K

(l)
h (x− y)

(
φ̃l(y)− φ̃l(x)

)
[(πx0(y − x))⊗l]g(x)dydx

=
∫∫

M×M
K

(l)
h (x− y)

(
φ̃l(x)− φ̃l(y)

)
[(πx0(x− y))⊗l]g(y)dydx

= 1
2

∫∫
M×M

K
(l)
h (x− y)

(
φ̃l(y)− φ̃l(x)

)
[(πx0(x− y))⊗l](g(x)− g(y))dydx,

and, as Ahφ is supported on BM (x0, h0 +h) ⊂ BM (x, 2h0) if h is small enough, R2 is smaller up
to a constant than,

hl+1(λh)−d
∫
x∈BM (x,2h0)

∫
|w−π̃x0 (x)|.λh

∥∥∥dlφ̃x0(w)− dlφ̃x0(π̃x0(x))
∥∥∥

op
|g(x)|dwdx (C.3)

+
∫
M
hk max

1≤i≤l

∥∥∥φ̃i(x)
∥∥∥

op
|g(x)|dx

. hl+1(λh)−d
∫
w∈BM (x,3h0)

∥∥∥dlφ̃x0(w)
∥∥∥

op

∫
|w−π̃x0 (x)|.λh

|g(x)|dxdw (C.4)

+ hl+1
∫
x∈BM (x,2h0)

∥∥∥φ̃l(x)
∥∥∥

op
|g(x)|dx+

∫
M
hk max

1≤i≤l

∥∥∥φ̃i(x)
∥∥∥

op
|g(x)|dx,

where we also used Lemma A.1(iii). By the chain rule,

max
1≤i≤l

∥∥∥φ̃i(x)
∥∥∥

op
. max

1≤i≤l

∥∥∥diφ̃(x)
∥∥∥

op
.

l∑
i=1

∥∥∥diφ̃(x)
∥∥∥

op
.

Hence, applying Hölder’s inequality and using that ‖g‖Lp∗ (M) ≤ 1 show that the two last terms
in (C.4) are of order hl+1‖φ̃‖Hl

p(M). To bound the first term in (C.4), remark that by Young’s
inequality for integral operators [Sog17, Theorem 0.3.1], if Tλh(g)(y) = (λh)−d

∫
|x−y|.λh |g(x)|dx,

then ‖Tλhg‖Lp∗ (M) . ‖g‖Lp∗ (M). This yields, by Hölder’s inequality,

hl+1
∫
w∈BM (x,3h0)

∥∥∥dlφ̃x0(w)
∥∥∥

op
Thλ(g)(Ψx0(w))dw . hl+1‖φ̃‖Hl

p(M),

which concludes the proof of the first statement of Lemma 4.3. To bound the remainder term
in terms of ‖φ̃‖Hl+1

p (M), we bound the second term in (C.3) in the same fashion, while, to bound
the first term, we write, by a change of variables,∫
BM (x0,2h0)

∫
|w−π̃x0 (x)|.λh

∥∥∥dlφ̃x0(w)− dlφ̃x0(π̃x0(x))
∥∥∥

op
|g(x)|dxdw

≤
∫ 1

0

∫
BM (x0,2h0)

∫
|w−π̃x0 (x)|.λh

∥∥∥dl+1φ̃x0(π̃x0(x) + λ′(w − π̃x0(x)))
∥∥∥

op
|π̃x0(x)− w||g(x)|dxdwdλ′
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. h

∫ 1

0

∫
BM (x0,2h0)

∫
|u−π̃x0 (x)|.λ′λh

∥∥∥dl+1φ̃x0(u)
∥∥∥

op
|g(x)|dxdu

λ′d
dλ′,

and this term is bounded as the first term in (C.4) by h(hλ)d‖φ̃‖Hl+1
p (M), concluding the proof

of Lemma 4.3.

Proof of Lemma 4.4. By the chain rule,
∥∥∥dl+1(η ◦Ψx0)(u)

∥∥∥
op

. max1≤i≤l+1
∥∥diη(Ψx0(u))

∥∥
op for

any u ∈ BTx0M
(0, h0). Hence, by a change of variables,∫

BM (x0,h0)
‖ηl+1(x)‖pop dx .

∫
BTx0M

(0,h0)
max

1≤i≤l+1

∥∥∥diη(Ψx0(u))
∥∥∥p

op
du

.
l+1∑
i=1

∫
BTx0M

(0,h0)

∥∥∥diη(Ψx0(u))
∥∥∥p

op
du

.
l+1∑
i=1

∫
BTx0M

(0,h0)

∥∥∥diη(Ψx0(u))
∥∥∥p

op
JΨx0(u)du . ‖η‖p

Hl+1
p (M)

,

where we used at last line that, by Lemma A.1(vi), JΨx0(u) ≥ 1/2 for |u| ≤ h0 if h0 is small
enough. To prove the first inequality, write

h−d
∫∫
BM (x0,h0)2

1{|x− y| ≤ h}
‖ηl(x)− ηl(y)‖pop
|x− y|p

dxdy

. h−d
∫∫
BTx0M

(0,h0)2
1{|Ψx0(u)−Ψx0(v)| ≤ h}

∥∥∥dl(η ◦Ψx0)(u)− dl(η ◦Ψx0)(v)
∥∥∥p

op
|Ψx0(u)−Ψx0(v)|p dudv

. h−d
∫ 1

0

∫∫
BTx0M

(0,h0)2
1{|u− v| ≤ h}

∥∥∥dl+1(η ◦Ψx0)(u+ λ(v − u))
∥∥∥p

op
dudvdλ

. h−d
∫ 1

0

∫∫
BTx0M

(0,2h0)2
1{|w − u| ≤ λh}

∥∥∥dl+1(η ◦Ψx0)(w)
∥∥∥p

op
dudwλ−ddλ

.
∫ 1

0

∫
BTx0M

(0,2h0)

∥∥∥dl+1(η ◦Ψx0)(w)
∥∥∥p

op
dw .

∫
BM (x0,h0)

‖ηl+1(x)‖pop dx,

where at the second to last line, we used that w = u + λ(v − u) is of norm smaller than 2h0 if
|u| ≤ h0 and |v − u| ≤ h ≤ h0, and, at the last line, we used that JΨx0(w) ≥ 1/2 for |w| small
enough.

D Proof of Lemma 4.7

Lemma 4.7 is heavily based on the following classical control on the gradient of the Green
function.
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Lemma D.1. Let x, y ∈M , then

|∇xG(x, y)| . 1
dg(x, y)d−1 ≤

1
|x− y|d−1 . (D.1)

Proof. For d ≥ 2, a proof of Lemma D.1 is found in [Aub82, Theorem 4.13]. See also [H+96,
Theorem 5.2] for a proof with more explicit constants in the case d ≥ 3. Constants in their proofs
depend on d, bounds on the curvature of M , |volM | and the geodesic diameter of M . As, those
three last quantities can be further bounded by constants depending on τmin, fmin and d, see
Lemma B.1 and [NSW08, Proposition 6.1], this concludes the proof. For d = 1, M is isometric
to a circle, for which a closed formula for G exists [Bur94], and satisfies |∇xG(x, y)| ≤ 1.

Recall that, by Lemma 4.2, |ρh(x)| ≥ 1/2 for all x ∈M . Therefore, Lemma D.1 yields∣∣∣∣∇G(Kh ∗
(
δx
ρh

))
(z)
∣∣∣∣ =

∣∣∣∣∫
M
∇zG(z, y)Kh(x− y)

ρh(x) dy
∣∣∣∣ . ∫

BM (x,h)

‖K‖∞h−d

|z − y|d−1 dy.

If d = 1, this quantity is smaller than a constant as volM (BM (x, h)) . hd by Lemma A.1(iii).
We then obtain directly the result in this case by integrating this inequality against f(x)dx. If
d ≥ 2, we use the following argument.

• If |x − z| ≥ 2h and y ∈ BM (x, h), then |z − y| ≥ |x − z| − h ≥ |x − z|/2. Therefore, by
Lemma A.1(iii),∫

BM (x,h)

‖K‖∞h−d

|z − y|d−1 dy ≤ 21−d‖K‖∞h−d

|x− z|d−1 volM (BM (x, h)) . 1
|x− z|d−1 .

• If |x− z| ≤ 2h, then∫
BM (x,h)

‖K‖∞h−d

|z − y|d−1 dy ≤
∫
BM (z,3h)

‖K‖∞h−d

|z − y|d−1 dy ≤
∫
BTzM (0,3h)

‖K‖∞h−dJΨz(u)
|z −Ψz(u)|d−1 du

. h−d
∫
BTzM (0,3h)

du
|u|d−1 . h1−d,

where at the last line we used that |z−Ψz(u)| ≥ |u| and that JΨz(u) . 1 by Lemma A.1.

Hence,

E [|∇(G(Kh ∗ δX))(z)|p] =
∫
M
f(x)|∇(G(Kh ∗ δx))(z)|pdx

≤ fmax

(∫
BM (z,2h)

|∇(G(Kh ∗ δx))(z)|pdx+
∫
M\BM (z,2h)

|∇(G(Kh ∗ δx))(z)|pdx
)
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.
∫
BM (z,2h)

h(1−d)pdx+
∫
M\BM (z,2h)

|z − x|(1−d)pdx . h(1−d)p+d +
∫
M\BM (z,2h)

|z − x|(1−d)pdx.

The latter integral is bounded by∫
2h≤|x−z|≤r0

|z − x|(1−d)pdx+
∫
|x−z|≥r0

|z − x|(1−d)pdx

≤
∫

2h≤|Ψz(u)−z|≤r0
|z −Ψz(u)|(1−d)pJΨz(u)du+ |volM |r(1−d)p

0

.
∫

14h/8≤|u|≤r0
|u|(1−d)pdu+ 1 . h(1−d)p+d if (1− d)p+ d < 0,

where at the last line we use that |u| ≤ |z − Ψz(u)| ≤ 8|u|/7 by Lemma A.1. If d > 2 or if
d = 2 and p > 2, the condition (1 − d)p + d < 0 is always satisfied. If d = 2 and p = 2, then∫

14h/8≤|u|≤h0
|u|(1−d)pdu is of order − log h, concluding the proof.

E Proof of Theorem 3.1(i)

Let f be the density of µ and f̃ = f/ρh. By Lemma 4.2, fmin(1−c0h
k−1) ≤ f̃ ≤ fmax(1+c0h

k−1)
for h small enough. We have

Kh ∗ f(x) =
∫
M
Kh(x− y)f̃(y)dy =

∫
BTxM (0,h)

Kh(x−Ψx(v))f̃ ◦Ψx(v)JΨx(v)dv

≥
∫
BTxM (0,h)

Kh(v)f̃ ◦Ψx(v)JΨx(v)dv −
∫
BTxM (0,h)

|Kh(x−Ψx(v))−Kh(v)|f̃ ◦Ψx(v)JΨx(v)dv.

(E.1)

By Lemma A.1(v), the quantity |Kh(x−Ψx(v))−Kh(v)| is bounded by
‖K‖C1(Rd)
hd+1 |x−v−Ψx(v)| .

|v|2
hd+1 , so that the second term in (E.1) is bounded by Cfmax

∫
BTxM (0,h)

|v|2
hd+1 dv . h. Also, using

that |JΨx(v)− 1| ≤ c1|v| by Lemma A.1, the first term is larger than

fmin(1− c0h
k−1)(1− c1h)

∫
Rd
K+(v)dv − fmax(1 + c1h)(1 + c0h

k−1)
∫
Rd
K−(v)dv

= fmin(1− c2h)
(

1 +
∫
Rd
K−(v)dv

)
− fmax(1 + c2h)

∫
Rd
K−(v)dv

= fmin(1− c2h)− (fmax(1 + c2h)− fmin(1− c2h))
∫
Rd
K−(v)dv

≥ fmin(1− c2h)− (fmax(1 + c2h)− fmin(1− c2h))β
≥ 3fmin/4,

if β < fmin/(4(fmax−fmin)) and h is small enough. Likewise, we show that Kh∗ f̃(x) ≤ 3fmax/2.
It remains to show that |Kh ∗ f̃(x)−Kh ∗ (µn/ρh)(x)| is small enough for all x ∈M with high
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probability. Note that Kh ∗ f̃ − Kh ∗ (µn/ρh) is L-Lipschitz with L . h−d−1. Let t = fmin/4
and consider a covering of M by N balls BM (xj , t/(2L)). By standard packing arguments, such
a covering exists with N . (L/t)d. If |Kh ∗ f̃(xj) − Kh ∗ µn(xj)| ≤ t/2 for all j = 1, . . . , N ,
then ‖Kh ∗ f̃ −Kh ∗ µn‖L∞(M) ≤ t/2 + Lt/(2L) ≤ t. Hence, using Bernstein inequality [GN15,
Theorem 3.1.7], as |Kh(xj − Yi)| ≤ ‖K‖C0(RD)h

−d and Var(Kh(xj − Yi)) ≤ ‖K2‖C0(RD)h
−d, we

obtain

P(‖Kh ∗ f̃ −Kh ∗ µn‖L∞(M) ≥ t) ≤ P(∃j, |Kh ∗ f̃(xj)−Kh ∗ µn(xj)| ≥ t/2)
. (L/t)dP(|Kh ∗ f̃(xj)−Kh ∗ µn(xj)| ≥ t/2) . h−d(d+1) exp(−Cnhd).

Choosing nhd = C ′ logn for C ′ large enough yields the conclusion.

F Proofs of Section 4.4

We first prove Lemma 4.8.

Proof of (a). The application ΨYj ◦ πYj : BT̂j (0, 3ε) → M is a diffeomorphism on BT̂j (0, 3ε),
as the composition of the diffeomorphisms ΨYj and (πYj )|T̂j (recall that ∠(T̂j , TYjM) . εm−1 +
γε−1 . 1 by Proposition 3.4). Furthermore, by Lemma A.1(iv) and the bound on the angle,

BM (Yj , 2ε) ⊂ ΨYj (BTYjM (0, 2ε)) ⊂ (ΨYj ◦ πYj )(BT̂j (0, 3ε)).

This proves the first part of Lemma 4.8(a). Let Sj : BM (Yj , 2ε) → BT̂j (0, 3ε) be the inverse of
ΨYj ◦ πYj . By Lemma A.2(ii), Ψ̂j is injective on T̂j , while, for v ∈ T̂j with |v| ≤ 3ε,

∥∥∥id−dΨ̂j(v)
∥∥∥

op
≤
∥∥∥∥∥
m−1∑
a=2

aV̂a,j [·, v⊗(a−1)]
∥∥∥∥∥ . `ε ≤ 1/2 (F.1)

if ` . ε−1 is small enough. Hence, Ψ̂j : BT̂j (0, 3ε) → Ψ̂j(T̂j) is a diffeomorphism on its image,
and Ψ̂j ◦ Sj is a diffeomorphism as a composition of diffeomorphisms. Note that the inverse of
Ψ̂j is given by π̂j(· −Xj), so that BΨ̂j(T̂j)(Xj , ε) ⊂ Ψ̂j(BT̂j (0, ε)). Furthermore, by Lemma A.1,

(ΨYj ◦ πYj )(BT̂j (0, ε)) ⊂ ΨYj (BTYj (0, ε)) ⊂ BM (Yj , 8ε/7),

so that (Ψ̂j ◦Sj)(BM (Yj , 2ε)) contains BΨ̂j(T̂j)(Xj , ε). Furthermore, these inclusions of balls also
hold for any ε′ ≤ ε, proving that |Ψ̂j ◦ Sj(z)−Xj | ≥ (7/8)|z − Yj | for any z ∈ BM (Yj , 2ε).

Proof of (b). The formula for the density χ̃j follows from a change of variables.
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Proof of (c). The inequality (4.18) follows from Proposition 3.4. We now prove that, for
z ∈ BM (Yj , 2ε),

|πYi(z − Ψ̂j ◦ Sj(z))| . ε(εm + γ). (F.2)

Let u ∈ T̂j be such that z = ΨYj ◦ πYj (u) and y = Ψ̂j(u). Recall that Xj ∈ TYjM
⊥ by

assumption, so that πYj (Xj − Yj) = 0. Also, by Lemma A.1(v), we have ΨYj (πYj (u)) = Yj +
πYj (u) + NYj (πYj (u)) with NYj (πYj (u)) ∈ TYjM

⊥, while by Lemma A.2(ii), we have Ψ̂j(u) =
Xj + u+ N̂j(u) with N̂j(u) ∈ T̂⊥j . Hence,

|πYj (z − y)| = |πYj (Yj + πYj (u) +NYj (πYj (u))− (Xj + u+ N̂j(u)))|
= |πYj (NYj (πYj (u))− N̂j(u))|
≤ ∠(TYjM, T̂j)|NYj (πYj (u))− N̂j(u)|+ |π̂j(NYj (πYj (u))− N̂j(u))|
. (εm−1 + γε−1)(εm + γ) + |π̂j(π⊥Yj (NYj (πYj (u))))|

. (εm−1 + γε−1)(εm + γ) + ∠(TYjM, T̂j)|NYj (πYj (u))|

. (εm−1 + γε−1)(εm + γ + ε2) . (εm−1 + γε−1)(ε2 + γ),

where we used Proposition 3.4 to bound ∠(TYjM, T̂j), Lemma A.2 to bound |NYj (πYj (u))−N̂j(u)|
and Lemma A.1 to bound |NYj (πYj (u))|. Recalling that γ . ε2 by assumption, we obtain (F.2).

To prove inequality (4.19), we first bound |χj(Ψ̂j ◦ Sj(z)) − χj(z)| and then bound
|J(Ψ̂j ◦ Sj)(z)− 1|. The first bound is based on the following elementary lemma.

Lemma F.1. Let θ : RD → R be a smooth radial function. Then, |θ(x)−θ(y)| ≤
‖θ‖C2(RD)

2 ||x|2−
|y|2|.

Proof. As dθ(0) = 0, one can write θ(x) = θ̃(|x|2) for some function θ̃ which is Lipschitz
continuous with Lipschitz constant

‖d2θ‖C0(RD)
2 . This implies the conclusion.

Recall from the proof of Lemma 3.5 that we have χj(z) = ζj(z)/
∑J
i=1 ζi(z) where ζi =

θ
(
z−Xi
ε

)
for some smooth radial function θ, and that furthermore, there is at most cd non-zero

terms in the sum in the denominator, which is always larger than 1. Hence, if we control for
every i = 1, . . . , J the difference ||z − Xi|2 − |Ψ̂j ◦ Sj(z) − Xi|2|, then we obtain a control on
|χj(z)− χj(Ψ̂j ◦ Sj(z))|. We have by (4.18) and (F.2),

||Ψ̂j ◦ Sj(z)−Xi|2 − |z −Xi|2| = ||Ψ̂j ◦ Sj(z)− z|2 + 2(Ψ̂j ◦ Sj(z)− z) · (z −Xi)|
. (εm + γ)2 + |(Ψ̂j ◦ Sj(z)− z) · (z − Yi)|+ |(Ψ̂j ◦ Sj(z)− z) · (Xi − Yi)|
. (εm + γ)2 + |πYj (Ψ̂j ◦ Sj(z)− z) · πYj (z − Yi)|+ |π⊥Yj (Ψ̂j ◦ Sj(z)− z) · π⊥Yj (z − Yi)|+ (εm + γ)γ

. (εm + γ)2 + ε(εm + γ)|z − Yi|+ (εk + γ)|π⊥Yj (z − Yi)|+ (εm + γ)γ.
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By Lemma A.1(i), |π⊥Yj (z − Yi)| ≤ |π̃
⊥
Yj

(z)| + |π̃⊥Yj (Yi)| . ε2 + |Yi − Yj |2 and γ, εm . ε2. Hence,
we obtain that

||Ψ̂j ◦ Sj(z)−Xi|2 − |z −Xi|2| . (εm + γ)(ε2 + |Yi − Yj |2). (F.3)

Therefore,∣∣∣∣∣θ
(
z −Xi

ε

)
− θ

(
Ψ̂j ◦ Sj(z)−Xi

ε

)∣∣∣∣∣ . (εm + γ)(ε2 + |Yi − Yj |2)
ε2 = (εm + γ)

(
1 + |Yi − Yj |

2

ε2

)
.

(F.4)
Note also that if |Yi−Yj | ≥ 3ε, then |z−Xi| ≥ |Xi−Xj |−|z−Xj | ≥ 3ε−ε−3γ ≥ ε, while by the
same argument |Ψ̂j ◦ Sj(z)−Xi| ≥ ε. Hence, both terms in the left-hand side of (F.4) are null

in that case. Thus, we may assume that |Yi − Yj | ≤ 3ε, so that
∣∣∣∣θ ( z−Xiε

)
− θ

(
Ψ̂j◦Sj(z)−Xi

ε

)∣∣∣∣ .
εm + γ. From the definition of χj(z), and as the function t 7→ 1/t is Lipschitz on [1,∞[, we
obtain that |χj(z)− χj(Ψ̂j ◦ Sj(z))| . εm + γ.

We now prove a bound on |J(Ψ̂j ◦ Sj)(z)− 1|. One has, for u = Sj(z) ∈ T̂j ,

|J(Ψ̂j ◦ Sj)(z)− 1| =
|JΨ̂j(u)− J(ΨYj ◦ πYj )(u)|

J(ΨYj ◦ πYj )(u) .

By Lemma A.1(v) and Lemma A.2(ii),
∥∥∥idT̂j −d(ΨYj ◦ πYj )(u)

∥∥∥
op

. |u| and
∥∥∥idT̂j −dΨ̂j(u)

∥∥∥
op

.

|u|. As a consequence, both Jacobians are larger than, say 1/2 for u small enough, and, as
the function A ∈ Rd×d 7→

√
det(A) is cd-Lipschitz continuous on the set of matrices with

det(A) ≥ 1/2 and ‖A‖op ≤ 2, we have

|J(Ψ̂j ◦ Sj)(z)− 1| ≤ 2cd
∥∥∥dΨ̂j(u)∗dΨ̂j(u)− d(ΨYj ◦ πYj )(u)∗d(ΨYj ◦ πYj )(u)

∥∥∥
op
. (F.5)

Recall that Ψ̂j(u) = Xj + u + N̂j(u) and ΨYj ◦ πYj (u) = Yj + πYj (u) + NYj ◦ πYj (u). We may
write

dΨ̂j(u)∗dΨ̂j(u) = idT̂j + (dN̂j(u))∗dN̂j(u) and

d(ΨYj ◦ πYj )(u)∗d(ΨYj ◦ πYj )(u) = π̂jπYj π̂j + (d(NYj ◦ πYj )(u))∗d(NYj ◦ πYj )(u).

One has
∥∥∥idT̂j − π̂jπYj π̂j∥∥∥op

=
∥∥∥π̂jπ⊥Yjπ⊥Yj π̂j∥∥∥op

≤ ∠(TYjM, T̂j)2 . (εm−1 + γε−1)2 . εm + γ

(recall that γ . ε2). Furthermore, by Lemma A.2(iv),∥∥∥(dN̂j(u))∗dN̂j(u)− (d(NYj ◦ πYj )(u))∗d(NYj ◦ πYj )(u)
∥∥∥

op

≤
(∥∥∥dN̂j(u)

∥∥∥
op

+
∥∥∥d(NYj ◦ πYj )(u)

∥∥∥
op

)∥∥∥dN̂j(u)− d(NYj ◦ πYj )(u)
∥∥∥

op
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. ε(εm−1 + γε−1) . εm + γ.

Putting together (F.5) with those two inequalities, we obtain that |J(Ψ̂j ◦ Sj)(z)− 1| . εm + γ,
concluding the proof of Lemma 4.8.

To conclude the section, we state and prove Lemma F.2, which gives an upper bound on
the quantity T appearing in Lemma 4.9 for φ = Kh ∗ (νn/ρ̂h) and φ′ = Kh ∗ (µn/ρh).

Lemma F.2. The quantity T = maxj=1...J supz∈B(Yj ,ε) |φ(Ψ̂j◦Sj(z))−φ′(z)| satisfies T . εm+γ
with probability larger than 1− cn−k/d.

Proof. For z ∈ B(Yj , ε), we have

|φ(Ψ̂j ◦ Sj(z))− φ′(z)| ≤
1
n

n∑
i=1

∣∣∣∣∣Kh ∗ δXi(Ψ̂j ◦ Sj(z))
ρ̂h(Xi)

− Kh ∗ δYi(z)
ρh(Yi)

∣∣∣∣∣ .
Fix an index i ∈ {1, . . . , n}. By Lemma A.1(i), as Xi − Yi ∈ TYiM⊥, we have for z ∈M ,

||z − Yi|2 − |z −Xi|2| = ||Xi − Yi|2 − 2(z − Yi) · (Xi − Yi)| ≤ γ2 + |z − Yi|2
γ

τmin
.

This inequality together with (F.3) and Lemma F.1 yield

|Kh(Xi − Ψ̂j ◦ Sj(z))−Kh(Yi − z)|
≤ |Kh(Xi − Ψ̂j ◦ Sj(z))−Kh(Xi − z)|+ |Kh(Xi − z)−Kh(Yi − z)|

. h−d−2
(
(εm + γ)(ε2 + |Yi − Yj |2) + γ2 + γ|z − Yi|2

)
.

We may assume that |Yi − Yj | ≤ 3h and |z − Yi| ≤ 2h, for otherwise both quantities in the
left-hand site of the above equation are equal to zero. Hence, as γ . ε . h by assumption, we
have

|Kh(Xi − Ψ̂j ◦ Sj(z))−Kh(Yi − z)| . h−d(εm + γ)1{Yi ∈ BM (z, 2h)}. (F.6)

Let us now bound |ρ̂h(Ψ̂j ◦ Sj(Xi)) − ρh(Yi)|. By the triangle inequality, and using (4.19) and
(F.6), we obtain that this quantity is smaller than

J∑
j=1

∫
M
|χ̃j(z)Kh(Xi − Ψ̂j ◦ Sj(z))− χj(z)Kh(Yi − z)|dz

.
J∑
j=1

∫
M

(
1{z ∈ BM (Yj , 2ε)}(εm + γ)|Kh(Yi − z)|+ χ̃j(z)h−d(εm + γ)1{z ∈ BM (Yi, 2h)}

)
dz

. h−d(εm + γ)
J∑
j=1

∫
M

1{z ∈ BM (Yj , 2ε)}1{z ∈ BM (Yi, 2h)}dz
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. εdh−d(εm + γ)
J∑
j=1

1{|Yj − Yi| ≤ 4h} . h−d(εm + γ)
J∑
j=1

1{|Yj − Yi| ≤ 4h}volM (BM (Yj , ε/8))

. h−d(εm + γ)volM (BM (Yi, 5h)) . εm + γ,

where we use that {X1, . . . , XJ} is 7ε/24-sparse, so that {Y1, . . . , YJ} is ε/4-sparse. Therefore,
the balls BM (Yj , ε/8) for |Yj−Yi| ≤ 4h are pairwise distincts, and are all included in BM (Yi, 4h+
ε/8) ⊂ BM (Yi, 5h). We conclude by Lemma A.1(iii). Letting N(z, 2h) be the number of points
Yi belonging to BM (z, 2h), we obtain

|φ(Ψ̂j ◦ Sj(z))− φ′(z)| .
1
n

n∑
i=1

(
|Kh(Yi − z)|(εm + γ) + h−d(εm + γ)1{Yi ∈ BM (z, 2h)}

)
.
N(z, 2h)
nhd

(εm + γ).

If, for every z ∈ M and some λ > 0, N(z, 2h) ≤ λnhd, then we have the conclusion. Let us
bound

P0 = P(∃z ∈M, N(z, 2h) > λnhd).

If N(z, 2h) > λnhd, then there exists a point Yi with N(Yi, 4h) ≥ N(z, 2h) > λnhd. Hence,
P0 ≤ nP(N(Y1, 4h) > λnhd). Conditionally on Y1, N(Y1, 4h) = 1 + U with U a binomial
random variable of parameters n − 1 and µ(BM (Y1, 4h)) ≤ fmaxvolM (BM (Y1, 4h)) . hd (see
Lemma A.1(iii)). In particular, for λ large enough, the probability P0 is smaller than n−k/d by
Hoeffding’s inequality.

G Lower bounds on minimax risks

In this section, we prove the different lower bounds on minimax risks stated in the article. The
main tool used will be Assouad’s lemma. Fix as in Section 2.4 a statistical model (Y,H,Q, ι, ϑ),
where ϑ : Y → (E,L) is a measurable function taking its values in some semi-metric space
(E,L).

Lemma G.1 (Assouad’s lemma [Yu97]). Let m ≥ 1 be an integer and Qm = {ξσ, σ ∈
{−1, 1}m} ⊂ Q be a set of probability measures. Assume that for all σ, σ′ ∈ {−1, 1}m,

L(ϑ(ξσ), ϑ(ξσ′)) ≥ |σ − σ′|δ, (G.1)

where |σ − σ′| =
∑m
i=1 1{σ(i) 6= σ′(i)} is the Hamming distance between σ and σ′. Then,

Rn(ϑ,Q,L) ≥ m δ

16
(
1−max

{
TV (ι#ξσ, ι#ξσ′), |σ − σ′| = 1

})2n
. (G.2)

The lower bound on the minimax rates we prove are actually going to hold on the smaller
model of uniform distributions on manifolds.
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Definition G.2. Let k ≥ 2 and γ ≥ 0. The set Qkd(γ) is the set of probability distributions ξ of
random variables (Y, Z), where Y follows the uniform distribution on some manifold M ∈ Mk

d

with f−1
max ≤ |volM | ≤ f−1

min, and Z ∈ B(0, γ) is such that Z ∈ TYM
⊥. The statistical model

is completed by letting (Y,H) be RD × RD endowed with its Borel σ-algebra, ι be the addition
RD × RD → RD and ϑ(ξ) be the first marginal µ of ξ.

We write Qkd for Qkd(0). One can check that Qkd(γ) ⊂ Qk,sd (γ), with parameter Ls =
f
−1/p
min ∨ f1−1/p

max . Therefore, a lowerbound on the minimax risk on the model Qkd(γ) yields a
lowerbound on the minimax risk on the model Qk,sd (γ) should the parameter Ls be large enough.

We build a subfamily of manifolds indexed by σ ∈ {−1, 1}m following [AL19]. By
[AL19, Section C.2], there exists a manifold M ⊂ Rd+1 of reach 2τmin, of volume Cdτdmin which
contains BRd(0, τmin). Let δ > 0 and consider a family of m points x1, . . . , xm ∈ BRd(0, τmin/2),
with |xi − xi′ | ≥ 4δ for i 6= i′ and cd(τmin/δ)d ≤ m ≤ Cd(τmin/δ)d. Let 0 < Λ < δ and let
φ : Rd+1 → [0, 1] be a smooth radial function supported on B(0, 1), with φ ≡ 1 on B(0, 1/2).
Let e be the unit vector in the (d+ 1)th direction. We then let, for σ ∈ {−1, 1}m,

ΦΛ
σ (x) = x+

m∑
i=1

σi + 1
2 Λφ

(
x− xi
δ

)
e. (G.3)

Let MΛ
σ = ΦΛ

σ (M) and µΛ
σ be the the uniform measure on MΛ

σ . If Λ ≤ ck,d,τminδ
k, then µΛ

σ ∈ Qkd,
provided that Lk is large enough [AL19, Lemma C.13]. If σi = 1, the volume of ΦΛ

σ (BRd(xi, δ))
satisfies, with ωd the volume of the d-dimensional unit ball,∣∣∣volMΛ

σ
(ΦΛ

σ (BRd(xi, δ))− ωdδd
∣∣∣ ≤ ∫

BRd (xi,δ)
|JΦΛ

σ (x)− 1|dx

≤
∫
BRd (xi,δ)

∣∣∣∣∣∣
√

1 + Λ2δ−2
∣∣∣∣∇φ(x− xiδ

)∣∣∣∣2 − 1

∣∣∣∣∣∣ dx ≤ CdδdΛ2δ−2.

Hence, for δ small enough, we have ||volMΛ
σ
| − Cdτ

d
min| ≤ mCdδ

dΛ2δ−2 ≤ Cdτ
d
min/3, as m ≤

Cd(τmin/δ)d and Λ ≤ ck,d,τminδ
k. As a consequence, if |σ − σ′| = 1, with for instance σi = 1 and

σ′i = −1, then

TV(µΛ
σ , µ

′Λ
σ ) ≤ max(µΛ

σ (ΦΛ
σ (BRd(xi, δ))), µΛ

σ′(BRd(xi, δ)) ≤ Cd,τminδ
d. (G.4)

We may now prove the different minimax lower bounds using Assouad’s Lemma on the family
{µΛ

σ , σ ∈ {−1, 1}m}.

Proof of Theorem 2.13. As g is nondecreasing and convex, by Jensen’s inequality, we may as-
sume without loss of generality that L = TV. Let Γ = |(µΛ

σ − µΛ
σ′)(Bi)|, where Bi = BRd(xi, δ)
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and σ(i) 6= σ′(i). Then, TV(µΛ
σ , µ

Λ
σ′) ≥ |σ − σ′|Γ. Furthermore, if for instance σ′(i) = 1,

Γ ≥ µΛ
σ′(Bi) = (ωdδd)/|volMΛ

σ′
| ≥ cdδd/τdmin. By Assouad’s Lemma,

Rn(µ;Qs,kd ; TV) ≥ Rn(µ;Qkd; TV) ≥ m

16cd
δd

τdmin

(
1− Cd,τminδ

d
)2n
≥ Cd

(
1− Cd,τminδ

d
)2n

.

We obtain the conclusion by letting δ go to 0.

Lemma G.3. For any τmin > 0 and 1 ≤ r ≤ ∞, for fmin small enough and fmax, Lk large
enough, one has

Rn
( volM
|volM |

,Qkd(γ),Wr

)
& γ + n−k/d. (G.5)

Proof. As, Wr ≥ W1, we may assume that r = 1. Let σ, σ′ ∈ {−1, 1}m with σ(i) 6= σ′(i).
Let pσ(i) = volMΛ

σ
(B(xi, δ)) and UΛ

σ,i = p−1
σ(i)(volMΛ

σ
)|B(xi,δ). By the Kantorovitch-Rubinstein

duality formula, W1(µ, ν) = max
∫
fd(µ− ν), where the maximum is taken over all 1-Lipschitz

continuous functions f : RD → R. Let f : x 7→ x · e. Assume for instance that σ(i) = −1 and
σ′(i) = 1. We have f(x) = 0 for x ∈ BMΛ

σ
(xi, δ) and f(x) = Λ for x ∈ BMΛ

σ′
(xi, δ/2). Therefore,

we have, as pσ′(i) ≤ cδ−d,

W1(UΛ
σ,i, U

Λ
σ′,i) ≥ p−1

σ′(i)Λωd(δ/2)d ≥ c1Λ.

Note also that |pσ(i) − pσ′(i)| ≤
∣∣∣volMΛ

σ
(ΦΛ

σ (BRd(xi, δ))− ωdδd
∣∣∣ ≤ Cdδ

dΛ2δ−2. Furthermore,
||volMΛ

σ
|−|volMΛ

σ′
|| ≤

∑m
i=1 |pσ(i)−pσ′(i)| ≤ |σ−σ′|CdδdΛ2δ−2. Let fi be a 1-Lipschitz continuous

function such that W1(UΛ
σ,i, U

Λ
σ′,i) =

∫
fid(UΛ

σ,i − UΛ
σ′,i). One can choose fi such that fi(xi) = 0,

so that the maximum of |fi| on B(xi, δ) is at most δ. One can then change the value of fi
outside the ball without changing the value of the integral, so that fi is supported on B(xi, 2δ)
and is 1-Lipschitz continuous. Consider the function f obtained by gluing together the different
functions fi. The function f is 1-Lipschitz continuous, so that

W1
(
µΛ
σ , µ

Λ
σ′

)
≥

m∑
i=1

 pσ(i)
|volMΛ

σ
|
UΛ
σ,i −

pσ′(i)
|volMΛ

σ′
|
UΛ
σ′,i

 (f)

≥
m∑
i=1

pσ(i)
|volMΛ

σ
|
(UΛ

σ,i − UΛ
σ′,i)(f)− |pσ(i) − pσ′(i)|

|UΛ
σ′,i(f)|
|volMΛ

σ
|
− pσ′(i)|UΛ

σ′,i(f)|

∣∣∣∣∣∣ 1
|volMΛ

σ
|
− 1
|volMΛ

σ′
|

∣∣∣∣∣∣
≥

m∑
i=1

pσ(i)
|volMΛ

σ
|
W1(UΛ

σ,i, U
Λ
σ′,i)−

m∑
i=1

c4|pσ(i) − pσ′(i)|δ1{σ(i) 6= σ′(i)} − c5δ|σ − σ′|δdΛ2δ−2

≥
m∑
i=1

1{σ(i) 6= σ′(i)}(c6δ
dΛ− c4δ

dΛ2δ−1)− c5δ|σ − σ′|δdΛ2δ−2 ≥ c7δ
dΛ|σ − σ′|.
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Hence, letting Λ = ck,d,τmin,Lkδ
k and δ = n−1, we have, by Assouad’s Lemma,

Rn
( volM
|volM |

,Qkd(γ),Wr

)
& n−k/d.

Consider now the case γ > 0. Let M0 be the d-dimensional sphere of radius τmin and M1 be
the d-dimensional sphere of radius τmin + δ. Let Y be uniform on M1, and let ξ be the law
of (Y, 0). Also, let ξ′ be the law of ((1 + γ/τmin)Y,−γ/τminY ). Then, ι#ξ = ι#ξ

′, whereas
W1

( volM0
|volM0 |

,
volM1
|volM1 |

)
≥ γ. We conclude by Le Cam lemma [Yu97] that Rn

(
volM
|volM | ,Q

k
d(γ),Wr

)
&

γ.

Proof of Theorem 3.1(iv). Let an = n−
s+1
2s+d if d ≥ 3 and an = n−1/2 if d ≤ 2. As Wp ≥ W1,

we may assume without loss of generality that p = 1, and up to rescaling, we assume that
τmin =

√
d. Consider the manifold M ⊂ Rd+1 containing BRd(0,

√
d) of the previous proof.

In particular, M contains the cube [−1, 1]d. We adapt the proof of Theorem 3 in [WB19b],
where authors consider a family of functions fσ : [−1, 1]d → M indexed by σ ∈ {−1, 1}m, with
fσ = 1 + n−1/2∑m

j=1 σjψj , where (ψj)j=1,...,m are elements of a wavelet basis of [−1, 1]d (see
[WB19b, Appendix E] for details on the construction of the wavelet basis). If m . nd/(2s+d),
then t0 ≤ fσ ≤ t1 for some positive constants t0 < 1 < t1, and ‖fσ‖Bsp,q([−1,1]d) . 1. Define a
function gσ by gσ(x) = fσ(x) if x ∈ [−1, 1]d and gσ(x) = 1 otherwise. The function gσ satisfies
t0 ≤ gσ ≤ t1, as well as ‖gσ‖Bsp,q(M) . ‖fσ‖Bsp,q + |volM |1/p . 1. Such an inequality is clear
for the ‖ · ‖Hl

p(M) norm for l an integer, as ‖gσ‖pHl
p(M) = ‖gσ‖pHl

p([−1,1]d) + ‖gσ‖pHl
p(M\[−1,1]d),

while the result follows from interpolation for Besov spaces [Lun18, Corollary 1.1.7]. Also, as∫
[−1,1]d fσ = 1, we have

∫
gσ = |volM |, and gσ/|volM | is larger than fmin = t0/|volM | and smaller

than fmax = t1/|volM |. Hence, identifying measures with their densities, the set

Qm = {µσ = gσ/|volM |, σ ∈ {−1, 1}m}

is a subset of Qs,kd for fmin small enough and Lk, Ls, fmax large enough. Furthermore, for σ, σ′ ∈
{−1, 1}m, TV(µσ, µσ′) = TV(fσ, f ′σ), while W1(µσ, µσ′) = W1(fσ, fσ′) by the Kantorovitch-
Rubinstein duality formula. Hence, applying Assouad’s inequality in the same fashion than in
[WB19b, Theorem 3] yields that Rn(µ,Qs,kd ,W1) & an.

Proof of Theorem 3.7(iv). According to Lemma G.3, Rn(µ,Qs,kd ,Wp) ≥ Rn(µ,Qkd,Wp) & γ +
n−k/d, and according to Theorem 3.1(iv), Rn(µ,Qs,kd ,Wp) & an.

H Existence of kernels satisfying conditions A, B(m) and C(β)

The goal of the section is to prove the existence of a kernel K satisfying the conditions A, B(m)
and C(β) stated at the beginning of Section 3.
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If K is a radial kernel, we have by integration by parts, as K is smooth with compact
support,∫

Rd
∂α0K(v)vα1dv = Cα0,α1

∫
Rd
K(v)vα1+α0dv = C ′α0,α1

∫
R
K(r)rd+|α0|+|α1|−1dr.

Hence, to show the existence of such a kernel, it suffices to find, for every m ≥ 0 and every
positive constant κ, a smooth even function K : R→ R supported on [−1, 1] satisfying

• Condition A′:
∫
RK(r)rd−1dr = κ,

• Condition B′(m):
∫
RK(r)rd+i−1dr = 0 for i = 1, . . . ,m,

• Condition C ′(β):
∫
RK(r)−rd−1dr ≤ β.

We show by recursion on m that for any β > 0, there exists a such a kernel. For m = 0, let K0
be any smooth even nonnegative function supported on [−1, 1]. Then, letting K = κK0/

∫
RK0,

we obtain a kernel K satisfying the desired conditions for any β > 0. Consider now the case
m > 0. Let β > 0.

• If m+d is even, then any K satisfying conditions A′, B′(m−1) and C ′(β) will also satisfy
B′(m). Indeed, as K is even, we have

∫
RK(r)rm+d−1dr = 0, so that the induction step is

proven.

• If m + d is odd, let K be a kernel satisfying conditions A′, B′(m − 1) and C ′(β/2). We
use the following lemma.

Lemma H.1. For i ≥ 0, let ei : x ∈ R 7→ xi+d−1 and fix an integer m > 0. Then, for any
a ∈ R, let Fa be the set of smooth functions f : (1,∞) → R with compact support satisfying∫
fei = 0 for 0 ≤ i < m and

∫
fem = a. Then,

inf
{∫
|f(r)|rd−1dr, f ∈ Fa

}
= 0. (H.1)

Assume first the lemma. Let a = −1
2
∫
RK(r)rm+d−1 and f ∈ Fa. Then,

∫
(K(r) + f(|r|))rd−1dr = κ+

∫
f(|r|)rd−1dr = κ∫

(K(r) + f(|r|))ri+d−1dr =
∫
f(|r|)ri+d−1dr = 0 for 0 < i < m∫

(K(r) + f(|r|))rm+d−1dr =
∫
K(r)rm+d−1dr + 2

∫∞
1 f(r)rm+d−1dr = 0.

Hence, the kernel K + f(| · |) satisfies the conditions A and B′(m). Also, we have, as K(r) = 0
if |r| ≥ 1, ∫

R
(K(r) + f(|r|))−rd−1dr =

∫
R
K(r)−dr + 2

∫ ∞
1

f(r)−rd−1dr
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≤ β/2 +
∫ ∞

1
|f(r)|rd−1dr,

where we used at the last line that
∫∞

1 f(r)−rd−1dr =
∫∞

1 f(r)+r
d−1dr = 1

2
∫∞
1 |f(r)|rd−1dr.

Lemma H.1 asserts the existence of f ∈ Fa with
∫
|f(r)|rd−1dr ≤ β/2. For such a choice of

f , the kernel K̃ = K + f(| · |) satisfies also C ′(β). Finally, f has a compact support, included
in [0, R] for some R > 0. The kernel K̃1/R is supported on B(0, 1), and satisfies conditions A′,
B′(m) and C ′(β). This concludes the induction step, and the proof of the existence of kernels
satisfying conditions A, B(m) and C(β).

Proof of Lemma H.1. Consider functions f supported on [r0, r1] for some 1 < r0 ≤ r1 to fix.
Let Gr0,r1 be the subspace of L2([r0, r1]) spanned by the functions ei for 0 ≤ i ≤ m − 1 and
let gm be the projection of em on G⊥r0,r1 the orthogonal space of Gr0,r1 , with L2 norm `. The
function f = agm

`2 is a polynomial of degree m restricted to [r0, r1] and satisfies
∫
fei = 0 for

0 ≤ i ≤ m− 1 by construction, with
∫
fem = a

`2
∫
emgm = a. Also, we have for any polynomial

P ∈ Gr0,r1 ,

‖em − P‖2L2([r0,r1]) =
∫ r1

r0
|rm+d−1 − P (r)|2dr =

∫ r1
r0

1
r0|(r0r)d+m−1 − P (rr0)|2dr

= r
2(d+m)−1
0

∫ r1
r0

1
|rd+m−1 − r−(d+m−1)

0 P (rr0)|2dr.

As r 7→ r
−(d+m−1)
0 P (rr0) is an element of G1,r1/r0 , letting r1 = 2r0, we obtain

`2 = ‖gm‖2L2([r0,r1]) = min
P∈Gr0,r1

‖em − P‖2L2([r0,r1])

= r
2(d+m)−1
0 min

P∈G1,2
‖em − P‖2L2([1,2]) = Cr

2(d+m)−1
0 ,

where C = Cm > 0 is the distance between em restricted to [1, 2] and G1,2. The function f is not
smooth so that it does not belong to Fa. To overcome this issue, we consider a smooth kernel
ρ on R satisfying

∫
ρ = 1 and

∫
ρ(r)ridr = 0 for i = 1, . . . ,m+ d− 1, with support included in

BR(0, r0/2). See e.g. [BH19, Section 3.2] for the construction of such a kernel ρ. The map ρ ∗ f
is supported on (1,∞) and it is straighforward to check that ρ ∗ f ∈ Fa for r0 > 2. By Young’s
inequality, ‖ρ ∗ f‖L2(R) ≤ ‖ρ‖L∞(R)‖f‖L2(R), so that

∫
|ρ ∗ f(r)|rd−1dr ≤

(∫ 5r0/2

r0/2
r2d−2dr

)1/2

‖ρ ∗ f‖L2(R) ≤
(
cdr

2d−1
0

)1/2
‖ρ‖L∞(R)‖f‖L2(R)

≤ Cd,mar−m0

By letting r0 goes to ∞, we see that inf
{∫
|f(r)|rd−1dr, f ∈ Fa

}
= 0.
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