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#### Abstract

Since several decades, it becomes possible to delineate waterbodies and their dynamics from optical or radar images, that are now available at high spatial and temporal resolutions. We present here an interpolation approach that takes benefits from this waterbodies delineation in endorheic areas. It consist in computing isovalue contourlines to improve topography estimates classically obtained from measurement points only. The approach, based on a minimisation problem, uses Thin Plate Splin interpolation functions, whose coefficient are determined along with the unknown water level of each curve. Results obtained on a generated topography show that this approach, applied with three contour-line curves, yields a lower root mean square error using only one measurement point compared to the one obtained with nine points and the classical approach.


## 1 Introduction

Endorheic and temporarily submerged natural or man-made areas (wetlands, deltas, reservoirs...) are a vital resource for ecosystems, agrosystems and populations. Hydraulic models may be used for their study and management (see e.g. [5, 11]); but if bidimensional models are powerful tools for shallow water flows representation, they require precise knowledge of the topography of the modelled domain. The extent, heterogeneity and the generally very little marked or evolving topography of such submerged area, make practical models application difficult. Proven interpolation methods are most often applied, using point surveys carried out in the field. Ideally, higher resolution LIDAR data could be available but their acquisition and processing cost remains prohibitive.

These interpolations are therefore inaccurate and can quickly turn out to be obsolete when annual floods change the system's geometry. Indeed, during a flood period, the sediments carried by surface water modify the geometry of natural rivers and become blocked in water reservoirs, leading to a reduction in storage capacity [1]. Reservoirs geometry is also an essential factor in the modelling of their hydrological functioning [4]. Bathymetric monitoring is the standard method for monitoring reservoir geometries but it remains an expensive method, and given the tidal range, especially in semi-arid areas, alternatives are possible [18, 24].

Remote sensing data from optical or radar images are now widely accessible and available at high spatial resolution and high temporal repeatability. It becomes possible to extract the water limits and their dynamics (e.g. floods limits [17], seasonal tidal ranges [23, 18], or long-term changes [25]) and use them for calibrating or validating hydraulic/hydrologic models (e.g. [17, 13, 21]) or to retrieve water elevation [12]. In the event of scarce field observation, it appears interesting to take advantage of these dynamics of water surfaces, which in endorheic areas form isovalue curves, in order to improve the estimation of the topography. Recent papers have been published [25, 9] to derive bathymetry for dynamic waterbodies using information on land elevation and long temporal series of water surfaces provided by satellite data. However, these studies are applied on very large areas only, since they uses high resolution images combined to radar altimeters. The bathymetry is recovered with an overall accuracy of several meters, which may be unsuitable for smaller waterbodies, while these represent the majority of the stored volume in European regions [16]. Moreover, if remote sensing make the geolocation of the isovalue curves always possible, it generally does not allow to directly assign them a value, i.e. an elevation, except for areas under altimeter tracks, which represents a very small part of continental areas.

The approach proposed in this paper aims to find an interpolated field which takes into account several measurement points and the information from a few number of unvalued isovalue curves. It is based on the optimisation of an objective function in two parts: a "classical part", representing the distance of the interpolation to the measurement points, and an additional part integrating the information from the contour lines. A difficulty here is that the elevation itself of each curve is not known. The elevation of the contour lines is consequently computed in the proposed optimisation algorithm and is then defined as a parameters of the interpolation functions. The following section presents the proposed methodology applied first in a controlled environment to an artificially generated elevation field and next in a real-world experiment to the Rascaillan pond (Rhône delta, France), presented in section 3. Section 4 analyses the accuracy of the proposed approach with respect to the parameter settings for the artificial test case and provides numerical results for both the artificial and real application test cases.

## 2 Methodology

### 2.1 Input data

Let a domain $\mathscr{D}$ containing $N$ punctual records, defined by their coordinate vectors:

$$
\mathbf{s}_{k}=\left(\begin{array}{c}
x_{k}  \tag{1}\\
y_{k} \\
z_{k}
\end{array}\right), k=1, \ldots, N
$$

and $L$ contour-lines (i.e. $L$ sets of points with the same elevation):

$$
\begin{equation*}
\mathscr{C}_{l}=\left\{\mathbf{s}^{l}=\left(x^{l}, y^{l}, z^{l}\right)^{\mathrm{T}} \mid z^{l}=a^{l}\right\}, l=1, \ldots, L \tag{2}
\end{equation*}
$$

where the points $\left(x^{l}, y^{l}\right)=\mathbf{X}^{l}$ are known since the shape of the contour-line is supposed to be extracted from remote sensing data, but the actual elevation $a^{l}$ of the contour-line is not known.

### 2.2 Approximation function

The approximated elevation $Z(\mathbf{X})$ for each point $\mathbf{X}$ of the domain $\mathscr{D}$ is defined as a sum of radial functions:

$$
\begin{equation*}
\forall \mathbf{X} \in \mathscr{D}, \quad Z(\mathbf{X})=\sum_{c=1}^{N_{\varphi}} \lambda_{c} \varphi_{c}\left(\left\|\mathbf{X}-\mathbf{X}_{\mathbf{c}}\right\|\right) \tag{3}
\end{equation*}
$$

where $\mathbf{X}_{\mathbf{c}}$ is the centre of function $\varphi_{c}$ and $N_{\varphi}$ is the number of functions $\varphi$ chosen.

The interpolation function chosen in this study is a sum of Thin Plate Splin (TPS), introduced by Duchon in [8]. TPS has a natural representation in terms of radial basis functions, and can be written on its normalized form as:

$$
\begin{equation*}
\varphi_{c}(r)=\frac{r^{2}}{R^{2}} \ln \left(\frac{r^{2}}{R^{2}}\right) \tag{4}
\end{equation*}
$$

where $r$ is the Euclidian distance from the spline node (or center) c. According to [20], we compute the parameter $R$ as follows:

$$
\begin{equation*}
R=\frac{1}{2} \max _{k}\left(\left\|\mathbf{X}_{c}-\mathbf{G}\right\|\right) \tag{5}
\end{equation*}
$$

where $\mathbf{G}$ is the barycenter of all the center points $\mathbf{X}_{\mathbf{c}}$.
The main advantage of TPS on other radial functions such as Gaussian or inverse multiquadratic functions is that it does not depend on the scale of the topographic map of interest and has also good properties concerning the minimization of the overall curvature of the generated surface (see e.g. [3, 15]) as well as the speed of convergence towards the desired surface [6, 19]. However, any other interpolation function may be used in the proposed approach. For example, the classical inverse-distance function was tested and lead to similar results.

### 2.3 Minimisation problem

The problem can be expressed as follows: determine an approximation function $Z(\mathbf{X} ; p)$, where $\mathbf{X}=(x, y)$ stands for any points of the domain and $p$ stands for the possible parameters of the function $Z$. This would classically be defined as a minimisation problem with the following cost function (Mean Square Error):

$$
\begin{equation*}
J_{1}(p)=\frac{1}{N} \sum_{k=1}^{N}\left[Z\left(\mathbf{X}_{k} ; p\right)-z_{k}\right]^{2} \tag{6}
\end{equation*}
$$

The purpose of this study is to introduce another information based on the contour-lines that can be visible on aerial or satellite images, via the following cost function:

$$
\begin{equation*}
J_{2}(p)=\frac{1}{l} \sum_{l=1}^{L}\left(\frac{1}{N_{l}} \sum_{i=1}^{N_{l}}\left[Z\left(\mathbf{X}_{i}^{l} ; p\right)-\tilde{a}^{l}\right]^{2}\right) \tag{7}
\end{equation*}
$$

where $N_{l}$ is the number of points $\mathbf{X}_{i}^{l}$ chosen on each contour-line $\mathscr{C}_{l}$ and $\tilde{a}^{l}$ the estimation of the contour-line level $a^{l}$. Indeed, the particularity of this approach is that the elevation $a^{l}$ of each contour-line is not known and will be assessed along with the parameters $p$ during the minimisation process.

The two following approaches will thus be compared in this paper:

- Approach 1 (A1): minimisation based only on the measurement points using cost function $J_{1}(p)$ defined by equation (6).
- Approach 2 (A2): minimisation based on measurement points and contourlines with unknown levels using cost function $J_{12}(p)=J_{1}(p)+J_{2}(p)$, defined by equations (6) and (7).


### 2.4 Resolution

The optimisation function depends on $N_{\phi}+L$ parameters, i.e. the chosen number of interpolation functions plus the number of contour-lines whose elevation is unknown. The approximation $Z(X)$ given by equation (3) is computed for each measurement point $s_{k}$ and each point on the contour-lines $s_{i}^{l}$. Starting from a random set of initial parameters values, a quasi-Newton approach [22] is used to find parameters minimising the cost function given by equations (6-7).

## 3 Data

### 3.1 Academic test case

The proposed methodology is first applied on an academic test case, for which all input values are controlled, for a better parametric analysis. A random Gaussian field is generated to simulate a smooth and realistic topography used as reference for the validation test case. The domain extent is $1000 \mathrm{~m} \times 1000 \mathrm{~m}$ with a 10 m spatial resolution; the model used to generate this $2 D$ field is a


Figure 1: Generated topography for the validation test case (left) and example of the 0 m contour-line (right)


Figure 2: Measurement points selection for $d=1,3$ or 5 .

Gaussian model with a 150 m practical range, a 0 m nugget and a $1 / 36$ sill in order to get a smooth field with elevation values ranging from -0.5 m to 0.5 m (see Fig. 1).

Contour-lines, such as those that could be obtained by remote sensing approaches, are extracted from this field (see an example Figure 1-right). All the elevation pixels falling on a contour-line are selected to constitute the $\mathscr{C}_{l}$ set of points defined by equation (2).

In order to better compare the two approaches, several numbers of punctual measurements are selected with the following random stratified method. The domain is divided into $d^{2}$ subdomains in which one point is randomly selected, with $d$ varying from 1 to 5 hereafter (see Figure 2). The minimisation process is run 100 times for each number of points and for each of the two approaches.

The TPS radial functions $\varphi$ used in this test case are defined on a regular grid which density is also studied.

The results will be assessed via the classical Root Mean Square Error (RMSE) computed between the "real" topography and its estimation by the two ap-


Figure 3: Situation of Rascaillan pond, south of France.
proaches on each pixel. The relative error defined by RMSE divided by the [min,max] interval of the real field (equal to 1.04 m here) is also given. Approach 2 can also be evaluated in terms of contour-lines level estimation.

### 3.2 Real test case: the Rascaillan pond

### 3.2.1 Study area and validation data

The Rascaillan is a pond located in the Rhone delta, south of France, as part of the UNESCO's Man and Biosphere reserve of Camargue (Figure 3). It comprises an area of c.a. 420 ha , and is a shallow pond (average water depth of 0.6 m at a water level of 0.5 m NGF (General Leveling of France). It is subject to very strong evaporation rates [5], which can result in a partial drying up. Figure 4 shows the real bathymetry of the pond obtained by a topo-bathymetric LIDAR survey carried out in September 2016 with the Optech Titan DW600 of Nantes and Rennes Universities platform and processed by D. Lague [14]. The spatial resolution is $0.5 \times 0.5 \mathrm{~m}$. The vertical resolution is 0.01 m , with a vertical accuracy of 0.05 m .

### 3.2.2 Remote-sensing data and water extent extraction

To extract varying waterbody extents of the Rascaillan pond, we processed a series of Synthetic Aperture Radar (SAR) images acquired by the Sentinel1 satellite constellation. These images were acquired in Interferometric Wide swath mode with a pixel spacing of 10 m , corresponding to an average resolution of 20 m . The images were calibrated and re-sampled at 20 m pixel spacing. The waterbody extent was retrieved based on the method proposed in [10].


Figure 4: Real bathymetry of Rascaillan pond obtained from lidar survey

This algorithm is based on the Bayes theorem and assigns to any pixel of a SAR image a probability of being water using its backscatter values in two steps. It first estimates automatically the probability distribution functions of backscatter values associated with water and non-water pixels respectively, by decomposing the histogram of backscatter values. These distributions are next used to estimate for each pixel its probability to be of class water. The resulting probabilistic map is finally used to extract waterbody contours, assuming that pixels with probability greater than 0.5 correspond to water.

## 4 Results

### 4.1 Academic test case

Figure 5 shows an example of application with three different contour-lines selected at $-0.1 \mathrm{~m}, 0 \mathrm{~m}$ and $0.1 \mathrm{~m}, 9$ punctual records (red points) and 100 interpolation functions (one each 10 m ). In this particular test case, the RMSE between the reconstructed field and the real one is equal to $e_{1}=0.32 \mathrm{~m}$ for Approach 1 corresponding to a relative error of $30 \%$. Approach 2 enables a drop of the error to $e_{2}=0.10 \mathrm{~m}(9.87 \%)$. It is first noticeable that the use of the contour-lines in the optimisation process reduces the error by three. Moreover, the approach enables the estimation of the contour-lines level with a RMSE equal to 4.7 cm only.

A parametric analysis is then performed with these generated data. Each of the following tests has been repeated 100 times with a random selection of measurement points.

The density of interpolation functions has first been tested on the classical approach with 3 contour-lines (selected at $-0.1 \mathrm{~m}, 0 \mathrm{~m}$ and 0.1 m ) and 9 punctual records. It can be seen (see Figure 6) that the distance between two $\varphi$


Figure 5: Example of application. a) Real field, with 3 contour-lines and 9 punctual records (red crosses). Results obtained using b) punctual records only (red crosses) and $J_{1}$ cost function, c) punctual records plus contour-lines (red crosses) and $J_{12}$ cost function.


Figure 6: Left: RMSE (m) as a function of number of interpolation functions for the classical approach (A1). Right: RMSE as a function of number of measurement points for the two approaches. The red lines correspond to the mean values, the green envelop to the $66 \%$ confidence interval and the blue one to the $95 \%$ confidence interval.
centres should be of the same order of magnitude than the field range of spatial correlation. The following results are thus obtained with $7 \times 7$ functions (e.g. about 15 m apart from each other).

The influence of the number of measurement points have then been assessed, with the three same curves. As expected, it is first noticeable that for both approaches, the result accuracy increases with the number of interpolation points. What is more interesting is that the use of contour-lines extracted from remote sensing enables a very significant gain in accuracy with few measurement points (see Figure 6 right). Indeed the RMSE obtained by Approach 2 with only one measurement point and the three curves is between the ones obtained using 9 and 16 points in the classical approach.

The last parameter of interest here is the number of contour-lines available, taken from 2 to 6 . At each of the 100 repetitions, the nine measurement points are randomly selected as explained before and the contour-lines are also ran-


Figure 7: RMSE (m) as a function of number of curves for the proposed approach (A2). Left: computed on the whole field; Right: computed on contour-lines points only.
domly selected, with levels ranging between -0.4 m and 0.4 m . It can be seen (Figure 7) that the benefit of adding contour-lines rapidly drops (best results are obtained with four curves). Moreover, although adding curves slightly enhance the altitude assessment on the whole domain on average, local biases degrade the estimates of each contour-lines level. This result shows that we face a biasvariance tradeoff which has been also observed for other spatial regularization problems [2].

### 4.2 Real case application

Figure 8 shows two contourlines extracted from Sentinel 1 images (using approach presented in [10]) at dates with different water levels (2017-11-03 and 2016-09-16) and an example of 8 punctual records selected with stratified random procedure from Lidar data. As for the academic case, several tests were run with contourlines number varying from two to four and with punctual records number from 5 to 10 . The results are assessed through the RMSE between the estimated and Lidar topographies. The standard approach based on records yields error ranging from 0.22 m to more than 0.6 m depending on the number and position of the randomly selected points. However, the proposed approach provides systematically better results with errors generally between 0.18 m and 0.22 m . Moreover, using more than two contourlines does not increase accuracy. This may be due to the uncertainty of the contourlines extracted from sentinel images as can be seen in Figure 8-right, that enable the comparison of the estimated contourlines to the real topography. Several factors may be in cause, such as image resolution, variation of topography between Lidar and images acquisition, or wind that often inclines the pond surface elevation in this area (several centimeters of difference from one side to the other).

Figure 9 shows an example of results obtained for the Rascaillan pond using the classical approach with five punctual records interpolation and the proposed


Figure 8: a) Example of two contourlines (red crosses) extracted from Sentinel 1 images (the probability for each pixel of beeing water is given in gray scale), and b) five punctual "records" selected from lidar data (red points) along with contourlines (black crosses) and lidar topograhy (in color).


Figure 9: a) Results obtained with punctual records only and b) with two contourlines extracted from Sentinel 1 images.
approach that accounts for the two contourlines extracted from Sentinel 1 images provided in Figure 8. The RMSE obtained here for the first approach is 0.42 m whereas it drops to 0.17 m using the two contourlines.

## 5 Conclusion

In this study we evaluate the impact of adding topography contourlines to traditional point-wise measured altitudes in a global topography reconstruction. The location of the isolines is an available information from remote sensing data, whereas their altitude remains unknown. Indeed, the approach takes benefits of widely accessible optical or radar images and, since the contourlines altitudes are assessed by the optimisation process, it does not require more rarely available altimeters information. The application on generated data en-
abled a parametric study with many repetitions. The results show a substantial reduction of the RMSE error when adding only a few contourlines (up to 4), whereas additional isolines do not seem to provide any useful information. The real-case application to the Rascaillan pond shows that this approach can easily be implemented using widely available data such as Sentinel images, yielding a large decrease of the root mean square error between the interpolated topography and the reference LIDAR acquisition, even using only two satellite images. Depending on the study area and the available data, other methodologies may be used to extract waterbodies contourlines such as the ones presented in [26] or [7].
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