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Survey Paper

Resilience and fault tolerance in
high-performance computing for numerical
weather and climate prediction

Tommaso Benacchio1 , Luca Bonaventura1,
Mirco Altenbernd2, Chris D Cantwell3, Peter D Düben4,5,
Mike Gillard6, Luc Giraud7, Dominik Göddeke2,
Erwan Raffin8 , Keita Teranishi9 and Nils Wedi4

Abstract
Progress in numerical weather and climate prediction accuracy greatly depends on the growth of the available computing
power. As the number of cores in top computing facilities pushes into the millions, increased average frequency of hardware
and software failures forces users to review their algorithms and systems in order to protect simulations from breakdown.
This report surveys hardware, application-level and algorithm-level resilience approaches of particular relevance to time-
critical numerical weather and climate prediction systems. A selection of applicable existing strategies is analysed, featuring
interpolation-restart and compressed checkpointing for the numerical schemes, in-memory checkpointing, user-level failure
mitigation and backup-based methods for the systems. Numerical examples showcase the performance of the techniques in
addressing faults, with particular emphasis on iterative solvers for linear systems, a staple of atmospheric fluid flow solvers.
The potential impact of these strategies is discussed in relation to current development of numerical weather prediction
algorithms and systems towards the exascale. Trade-offs between performance, efficiency and effectiveness of resiliency
strategies are analysed and some recommendations outlined for future developments.

Keywords
Fault-tolerant computing, high-performance computing, application-level resilience, numerical weather prediction, itera-
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1. Introduction

Since the dawn of computing, numerical weather predic-

tion (NWP) and climate studies have served as a key

application to test the performance of cutting-edge hard-

ware architectures. In time-critical operational weather

services, supercomputers provide the infrastructure for a

round-the-clock enterprise relying on the timely execution

of the forecast suite, ranging from handling and assimilat-

ing observations for the generation of adequate initial

conditions to performing extended-range predictions.

Up to a decade ago, improvement in atmospheric fluid

flow simulations followed steady increases in clock speed of

supercomputers’ processors. This growth has flattened out in

the last decade, so that, besides systematic exploitation of

alternative architectures such as GPUs, an increase in node

count represents the main factor in the current advances in

computational performance. Extrapolation of the sheer core

count and performance of the machines included in the

TOP500 list shows that the one-million core and exaflop

(1018 double precision floating-point operations per second)

limits are bound to be crossed in the next few years (see

Meuer et al., 2019).
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As of November 2020, the TOP500 list features at least

25 high-performance computing (HPC) systems exclu-

sively devoted to numerical weather and climate predic-

tion, with their combined figures exceeding 2.6 million

cores, 89 Petaflops maximum LINPACK performance and

memory in the region of petabytes (Table 1). This excludes

general-purpose HPC systems – some very high-ranking –

on which atmospheric simulations also run routinely. The

growing core count and computational performance have

enabled a steady increase in model resolution and, ulti-

mately, forecast accuracy (Bauer et al., 2015; Schulthess

et al., 2018; Wedi et al., 2020), but have also posed serious

challenges to existing modelling systems, numerical algo-

rithms, interplay between different modelling components,

computational infrastructure, increasingly hierarchical

memory management, data transfer efficiency, multi-node

scalability, and energy consumption.

As pointed out in Nielsen (2018), challenges of exascale

scientific computing will revolve around power (current

flops/watt rates projecting to unsustainable consumption

in the range of hundreds of megawatts), concurrency

(reduction of communications in parallel programs), data

locality (redefining performance from flops to bandwidth/

latency), and memory (as available memory per core is

decreasing). One relatively less considered issue on the

path towards exascale simulations in numerical weather

prediction concerns the reliability of computing systems.

While reliability was a major concern in the early days of

computing (see, e.g. the discussion in Lyons and Vander-

kulk, 1962), the practical irrelevance of computing hard-

ware faults has now been taken for granted for many years.

However, infallibility assumptions for HPC hardware, as

well as absence of faults at the bit level, inevitably cease to

hold as the number of processors increases, their size

shrinks and their energy use varies. Applications spread

across a larger number of computational nodes with single

points of failure. Bit-level faults may also be exaggerated in

the future due to a trend to exploit reduced precision in

order to accelerate the time-to-solution (Düben et al.,

2014b).

The present paper aims to explore the reliability issue in

the context of numerical weather and climate prediction

applications by:

� outlining the key algorithmic components of current

NWP systems and their associated computational

challenges;

� providing an overview of relevant existing and emer-

ging resilience strategies for exascale computing;

� illustrating how such technologies may be applied in

the context of NWP systems;

� presenting example applications of these approaches

to NWP model components;

� discussing the open challenges and opportunities

associated with applying resilience to current and

future NWP systems.

Above and in the following, resilience will be used as an

umbrella term for techniques that keep applications running

despite faults. After a general overview of NWP model

components and computational complexity (Section 2) and

a taxonomy of resilience-related concepts (Section 3.1),

Section 3.2 explores aspects of resilience at the level of

HPC hardware, considering the case study of the BullSe-

quana system. Section 3.3 then examines system-level and

backup grids-based resilience approaches that do not mod-

ify lower-level numerical implementations. Section 3.4

considers algorithmic resilience, discussing the

interpolation-restart and compressed checkpointing meth-

ods aimed at ensuring continuing execution and solution

quality of iterative methods for linear systems upon hard or

soft faults. In Section 4 we present numerical results

obtained applying some of the described algorithms to

implementations derived from numerical weather predic-

tion codes. Section 5 discusses how to compose and apply

Table 1. Subset of the Top500 list (November 2020 standings) with ranking, owning institution, core count (in thousands), and
maximum LINPACK performance Rmax for systems exclusively dedicated to numerical weather prediction and climate studies,
operational or for research (for more details see Meuer et al., 2019).

Ranking [/500] Institution KCores Rmax [PFLOPs]

30, 34, 196, 201 Météo-France 294.91(2) þ 72 þ 73.44 8.191 þ 7.683 þ 2.168 þ 2.157
37, 117, 118 United Kingdom Meteorological Office 241.9 þ 89.86(2) 7.039 þ 2.802(2)
49, 50, 313 Japan Meteorological Agency 135.79(2) þ 35.2 5.731(2) þ 1.715
60 NCAR (US) 144.9 4.788
74, 75 ECMWF 126.47(2) 3.945(2)
77 Indian Institute of Tropical Meteorology 119.32 3.764
106, 425, 426 NOAA (US) 63.84 þ 48.96(2) 3.081 þ 1.635(2)
109 Deutsches Klimarechenzentrum 99.07 3.011
140 Deutscher Wetterdienst 14.85 2.596
144 NCMRWF (India) 83.59 2.570
147, 159 China Meteorological Administration 50.82 þ 48.13 2.547 þ 2.435
164, 165 Korea Meteorological Administration 69.6(2) 2.396(2)
321 Beijing Meteorological Association 28.8 1.683
467 Chinese Academy of Sciences 48 1.428
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the approaches treated in the paper in an NWP context,

listing related challenges such as the interplay with emer-

ging domain-specific language-based software frame-

works. Section 6 concludes the paper.

We remark that this paper chiefly deals with fault recov-

ery techniques. We refer to the literature (e.g. Bautista-

Gomez and Cappello, 2015; Berrocal et al., 2015, 2016;

Turnbull and Alldrin, 2003) for fault detection and predic-

tion, as well as for other techniques, such as advanced

focused checkpointing strategies (Cores et al., 2013; Islam

et al., 2013; Kohl et al., 2019; Losada et al., 2019; Plank

et al., 1995; Rodrı́guez et al., 2010; Sancho et al., 2004; Tao

et al., 2018), selective identification of parts of models in

need of reliability (Bridges et al., 2012; Hoemmen et al.,

2011), self-stabilizing iterative solvers (Sao and Vuduc,

2013), data compression techniques (Di and Cappello,

2016), global view resilience (Chien et al., 2015), and resi-

lience in the framework of domain decomposition precon-

ditioners (Rizzi et al., 2018a, 2018b; Sargsyan et al., 2015).

2. Numerical weather and climate
prediction models

Operational weather prediction systems use a complex

workflow that involves gathering and selecting observa-

tions, assimilating these observations into the forecast

model to generate initial conditions, advancing the model

to make predictions of future weather, post-processing

model output and disseminating the forecast products. Cli-

mate predictions require simulations of very long time peri-

ods – often hundreds of years – and therefore require high

throughput rates and stable predictions systems.

Within the numerical model, the dynamical core discre-

tises the governing equations of the atmospheric flow –

typically the inviscid compressible Navier-Stokes equa-

tions under gravity – using a prescribed computational grid.

The typical prognostic variables include wind, temperature,

air density or pressure, as well as other thermodynamic and

water substance variables – different options for variables

and equation sets are discussed, e.g. in White (2002). The

numerical solution involves handling the transport by the

wind as well as the faster dynamics of internal gravity

waves and sound waves, induced by the compressibility

and vertical stratification of the atmosphere (Benacchio,

2014; Benacchio et al., 2014; Bonaventura and Budich,

2012; Steppeler et al., 2003). Semi-implicit time discreti-

zation strategies are widely employed in atmospheric mod-

els in order to achieve efficiency by employing large time

steps unconstrained by the speed of fast waves (see, e.g.

Mengaldo et al., 2019, and the discussion therein). Semi-

implicit approaches, however, imply the formulation and

solution of global linear systems that make model discre-

tizations more involved and parallelization harder than

with explicit methods. Experience with operational semi-

implicit discretizations suggests that preconditioned linear

solvers routinely take up sizeable portions – up to 30% – of

wall-clock time in dynamical core runs. Conceptually

similar linear solvers also feature in the data assimilation

process, which takes up as large a share of the total com-

putational time required to produce a weather forecast as

the advancement of the dynamical model. Linear solvers

resilience is therefore of paramount importance for a daily

predictable runtime and timely dissemination of forecast

products.

In addition to the inviscid dynamics solved by the dyna-

mical core, many of the processes associated with meteor-

ologically relevant phenomena – convection, radiation,

cloud microphysics, boundary layer turbulence, gravity

wave drag, and others, customarily referred to as the phy-

sics in this context – occur at scales that cannot be resolved

by the computational grid, so their subgrid effects are para-

metrized and fed into the dynamical core as source terms.

Model complexity is further enhanced by other compo-

nents, such as the ocean and wave model, the land surface

model, the atmospheric chemistry model, and their mutual

coupling.

Today’s state-of-the-art global operational NWP sys-

tems provide forecasts simulated with 25-9 km average

grid-spacing in the horizontal direction. Limited area mod-

els use grid-spacings down to 1 km. Ensembles with per-

turbed initial conditions and additional model perturbations

with up to 50 members are used to sample the initial con-

dition and model uncertainty. Vertical discretizations use

more than 100 unevenly spaced vertical levels out to model

tops of around 80 km. This translates into more than 500

million spatial degrees of freedom per variable, requiring

more than 2000 forward discrete time steps for a 2-week

forecast.

Due to the relatively short window between the arrival

of observations, the quality control, assimilation and sub-

sequent dissemination of the forecast, typically only 1 hour

is available for a 2-week NWP forecast including uncer-

tainty estimation. Failed tasks or other hardware issues can

very quickly lead to delayed forecast dissemination. Effi-

ciency and scalability, with a mixture of both strong scaling

and weak scaling requirements, become important when

exploiting an increasing amount of distributed computing

resources. Recent studies warned that current model effi-

ciency needed to improve by at least two orders of magni-

tude in order to be able to run timely 1 km global NWP

simulations on exascale systems (Neumann et al., 2019;

Schulthess et al., 2018). Simulations at 1 km global reso-

lution promise significant improvements in predictions as

they allow for the explicit representation of deep convec-

tion within simulations.

Even though HPC hardware reliability has been rela-

tively stable in recent years, resilience to hard and soft

faults for NWP models should now be investigated more

thoroughly, given increasingly tighter production schedules

and expanding core counts. Scalability tests with weather

models using a significant fraction of some of the world’s

fastest supercomputers are still feasible without serious

problems due to faults (Düben et al., 2020; Fuhrer et al.,

2018), but checkpointing intermediate forecast results to

Benacchio et al. 3



disk is already required. As an example, operational deter-

ministic global forecasts at 9 km resolution at the European

Centre for Medium-Range Weather Forecasts (ECMWF)

run with 324 compute nodes and 28 I/O server nodes with

four MPI tasks per node. This translates into 202 MB of

data to be written for a restart file per MPI task – including

the models for atmosphere, ocean, waves and ice. Writing a

restart dump for this system takes 1 to 3 seconds. During a

10-day forecast, five checkpoints are written, requiring less

than 1% of the total forecast runtime. Although these fig-

ures suggest that there is still some leeway before check-

pointing becomes unaffordable in operational NWP, the

procedure already absorbs almost the entire bandwidth of

the Lustre file system. At 1 km resolution for the atmo-

spheric model component, the total size of restart files

reaches 4 TB, which may be simultaneously written from

across thousands of MPI tasks to a single file system. This

raises questions regarding the interference among different

user jobs on the entire HPC performance. Other strategies

for resilience already in place in NWP models include host-

ing identical twin computing clusters for instant switching

of workloads and separating resources for research from

those dedicated to operational suites.

3. Resilience methodologies

3.1. Taxonomy

In the reliability literature, faults are defined as causes of

errors, which are parts of the state causing a failure. The

latter represents the transition to incorrect service (for tax-

onomy and wider related literature we refer to the reviews

in Avizienis et al., 2004; Cappello, 2009; Cappello et al.,

2014; Dongarra et al., 2015; Mittal and Vetter, 2015; Niel-

sen, 2018; Snir et al., 2014). Parallel computing systems

may undergo hardware breakdowns in several of their com-

ponents – processors, nodes, blades, cabinets. These break-

downs are usually defined as hard faults, they are in general

reproducible and, if unaddressed, bring programs to halt.

Soft faults are instead usually caused by fluctuations in

radiation that introduce spurious modifications in the

program data in the form of bit flips and are usually

non-reproducible (Cher et al., 2014). Faults are further dis-

tinguished into detected and corrected, detected and uncor-

rectable, and undetected ones. The latter category can take

the form of silent data corruption (SDC) and lead the pro-

gram to compute the wrong solution unbeknown to the user

(Calhoun et al., 2017; De Oliveira et al., 2017; Elliott et al.,

2014, 2015, 2016; Feng et al., 2010; Fiala et al., 2012;

Guhur et al., 2017; Li et al., 2018; Michalak et al., 2012).

Next to other performance figures in HPC, mean time

between failure (MTBF), made of the sum of mean time

to interrupt (MTTI) and mean time to repair (MTTR), has

arisen as a measure of reliability of a computing system.

Efforts to limit the impact of computing failures have

usually revolved around rollback strategies, mostly in the

form of checkpoint-restart (CPR). In this approach, state

data are written out to a parallel file system, enabling the

application to continue from this consistent state after being

restarted following a failure. Checkpointing is intuitive in

principle and is commonly agreed to be good programming

practice for code bases of a certain size. However, it is

computationally expensive as it involves moving data to

and from disk, a potential requeuing of the job when run

under batch submission systems, and an increase in total

system resource and energy usage. Looking ahead, the

delays in time-to-solution and overhead caused by CPR

may become less and less sustainable for time-bound appli-

cations such as NWP, given the inherently increasing fail-

ure frequency in future operating schedules. While studies

have identified optimal checkpointing intervals (Daly,

2006), CPR clearly stops being worthwhile at the point

when the checkpointing procedure takes longer than the

average mean time between failure that it is meant to pro-

tect from. As an example, Snir et al. (2014) reports CPR

times of 2000s for a 64 TB dump on 1000 nodes. Other

traditional resilience strategies have used other forms of

redundancy, typically replication (Benoit et al., 2017; Don-

garra et al., 2015). While these approaches may present

some advantages when MTBF is low and CPR is heavy,

they also carry sizeable overheads and are generally power-

hungry.

To protect the system from bitflips, error-correcting

code (ECC) memory features in almost all architectures

used in HPC (see, e.g. Mittal and Inukonda, 2018, for a

recent review). The associated overhead in terms of perfor-

mance, storage, and power consumption is not negligible.

Depending on the configuration, capacity overhead varies

between 10% and 40% (Li et al., 2013) and performance-

power overhead around 10–20% (Kim et al., 2015b). In the

hardware community, a 12.5% overhead appears to be a

commonly accepted value (Sun, 2014). In this context, fig-

ures released by hardware vendors tend to include perfor-

mance penalty only, overlooking the power requirements

for ECC/Chipkill (Dell, 1997). Memory (DRAM) protec-

tion – increasing refresh rate and adding more parity mod-

ules/bits to ECC/Chipkill – also needs energy. The

hardware community agreed on the power or performance

penalty associated with reliability enhancement. Despite

new techniques enabling more efficient reliability enhance-

ment, it is inevitable for computer system architects to

allocate some power and performance budget for reliabil-

ity. For example, in Kim et al. (2015a) a highly reliable

Chipkill was implemented with 2 extra chips for a 16-chip

memory module. Other authors suggested hybridizing

dynamic refresh rates and Chipkill together to tune relia-

bility, power and performance trade-offs.

At any rate, high-performance computing hardware

could work much more efficiently if the constraint to

always calculate the exact answer could be weakened. A

number of studies recently investigated the possibility to

reduce numerical precision in weather simulations so as to

lower computing costs and energy consumption. Savings

can be reinvested to increase model resolution or the

4 The International Journal of High Performance Computing Applications XX(X)



number of ensemble members for ensemble forecasts to

improve predictions. Studies have covered atmosphere

models (Düben and Palmer, 2014) but also data assimila-

tion (Hatfield et al., 2018) and other model components

such as land surface (Dawson et al., 2018). It has also been

argued that reduced numerical precision may not necessa-

rily degrade results of simulations for weather predictions.

In contrast, in some cases it may even be possible to use

variability from rounding errors to improve ensemble simu-

lations (Düben and Dolaptchiev, 2015).

A possible reduction in numerical precision has been

investigated using stochastic processors (Düben et al.,

2014b) and exact arithmetic, for example employing pro-

grammable hardware such as Field Programmable Gate

Arrays (FPGAs, Russell et al., 2015). Stochastic processors

reduce power consumption through voltage over scaling.

Here, the voltage applied to the processor is reduced

beyond the level at which all operations are calculated

correctly. Results suggest that power consumption could

indeed be reduced significantly if a low number of faults

is acceptable for the applications (Düben et al., 2014a;

Lingamneni et al., 2012; Sartori et al., 2011).

3.2. Hardware resilience

The exponential growth in the core counts of high-

performance computing systems carries the potential to

shrink fault-free computing cycles, dramatically so in some

cases. The authors of Gamell et al. (2014) report a MTBF of

9–12 hours. Lower figures were identified for Blue Waters

(Di Martino et al., 2015) and the Tianhe-2 machines (Chen

et al., 2017). The authors of Gupta et al. (2017) present the

normalized MTBF of five systems over 8 years (their Fig-

ure 1). As reported in Daly (2006), the MTBF of a system

with one million nodes, each of which with a MTBF of 3

years, drops to about 94 seconds.

Published figures about machines used in weather cen-

tres are generally hard to come by. The two supercomputers

at ECMWF, with a total 7220 Cray XC-40 nodes and a joint

peak performance of more than eight petaflops, show about

15 node failures per months, including memory failures,

CPU failures and software crashes but excluding preven-

tive maintenance (Christian Weihrauch, personal commu-

nication; see also Barker et al., 2016; Bautista-Gomez

et al., 2016; Gupta et al., 2017; Schroeder and Gibson,

2009, for more experimental resilience assessments).

Reliability, availability and serviceability (RAS) fea-

tures of an HPC system include all the components required

to keep the system functional for long periods without fail-

ures. In HPC, it is generally recognized that the overhead

cost associated with permanent RAS features should be

kept low compared to the potential impact of computational

nodes loss.

The common hardware RAS features are deployed at

different levels, from processors to the whole HPC system.

Radojkovic et al. (2020) surveyed and set priorities for the

Figure 1. Approaches to communication-channel recovery using user-level failure management extensions proposed for MPI 4.x.
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implementation of lower-level RAS features, focusing on

CPU, memory, intra-node (socket-to-socket) interconnect

and emerging FPGA-based hardware accelerators. A

‘must-have’ features list in production HPC systems

resulted based on three main criteria:

1. Resilience features should ensure that the failure

rate of the system stays below an acceptable thresh-

old depending on the deployed technology, system

size and target application;

2. Given the high cost of uncorrected errors, frequent

hardware errors should be corrected, at low cost,

preferably on hardware;

3. HPC systems should monitor the temperature of

their components and include mechanisms that pre-

vent overheating, one of the main causes of unreli-

able device behaviour, while balancing power/

energy and performance.

More specifically, essential resilience features accord-

ing to Radojkovic et al. (2020) include, at the processor and

accelerator level, error detection in CPU caches and regis-

ters, memory thermal throttling to slow down memory

access rate and dynamic voltage and frequency scaling

(DVFS). At the memory level, ECC should be included

in main and accelerator memory and a mechanism to iden-

tify and correct memory errors should be introduced. At

intra-node level, packet retry should be deployed in the

intra-node interconnect, mostly based on cyclic redundancy

check (Peterson and Brown, 1961; Ramabadran and Gai-

tonde, 1988), and PCIe should be included among the stan-

dard RAS features. At inter-node level, stacking network

switch allowing redundant network links using Link

Aggregation Control Protocol (LACP) is recommended,

while at storage level, Redundant Arrays of Inexpensive

Disks (RAID, see, e.g. Patterson and Hennessy, 2016) and

evolutions such as Declustered RAID, see Qiao et al.

(2019), should feature.

Note that some techniques have a larger positive or

negative impact on performance than others. For example,

ECC and DVFS features lower the performance while

LACP can improve performance as it takes advantage to

the redundant hardware.

Redundancy is the approach commonly used at the

higher infrastructure level, where management of the

redundant resources is especially crucial. At the whole sys-

tem level, a solution is to have two or more HPC facilities

physically apart, as done at ECMWF, Météo-France, and

the UK Met Office, for example. This method can include

also the low-level RAS features.

Case study: The BullSequana XH2000 system

For concreteness, we consider in detail a set of high-level

hardware redundancy techniques for power, cooling, man-

agement and high-speed interconnect implemented in a real

example, the BullSequana XH2000. This system is relevant

for the purposes of NWP applications, since it will be

installed at three major weather and climate centres in Eur-

ope (ECMWF, Météo-France and DKRZ), as well as at

supercomputing centres in Europe and beyond, such as

CINECA in Italy, GENCI in France, CSC in Finland and

C-DAC in India.

In the BullSequana XH2000 there is redundancy at the

level of power, cooling, management and high-speed inter-

connect. For power redundancy, in the XH2000 design the

AC/DC conversion within a rack is shared for all resource

elements (compute node, switch, hydraulic chassis, etc.).

The power section is composed of a power distribution unit

(PDU), power supply unit (PSU) shelves, optional ultra-

capacity module (UCM) and a busbar to distribute power

to all the components within the cabinet. The level and type

of redundancy is configurable for the PSU shelves, it could

be configured at the PSU block or at the PSU shelf level

with the following types of configuration: N (no redun-

dancy), N þ 1, N þ 2, and 2N redundant. The optional

UCM chassis allows the mitigation of micro power outages

up to 300 ms at full load when three-phase uninterruptible

power supply equipment for system shutdown is not pres-

ent upstream in the data centre infrastructure. Some HPC

centres use an uninterruptible power supply (UPS) so as to

maintain the power supply for longer in order to start

another power source or properly stop the systems. This

method (UPS plus another power source) is so costly with

respect to the power at stake that it is rarely deployed.

Indeed, the high electrical power demand of current HPC

systems is not compatible anymore with the densification

and power efficiency imperatives required.

The BullSequana XH2000 Direct Liquid Cooling sys-

tem is composed of hydraulic chassis (HYC), primary and

secondary manifolds, and an expansion tank. The HYCs

contain the heat exchanger system that allows it to achieve

95% of heat transfer between the primary and secondary

manifolds. Up to three HYC are available depending on the

redundancy type desired. To protect the system against

cooling lost at rack level and to avoid stopping the produc-

tion, the rack is immediately put in low power mode to

lower its power consumption, and thus its dissipation. In

case of persistent failure inducing a temperature rise, the

system shuts down automatically.

The network management of an XH2000 rack is based

on a redundant network switch stack (one redundant switch

for each switch) and redundant network links using LACP,

ensuring a minimum redundancy. Moreover, in case of a

cell failure, the cell-based architecture prevents from an

impact on the rest of the system. On the high-speed inter-

connect side, in case of node or switch loss, the Infiniband

standard allows for recomputing the routing tables in order

to find alternative routes and keep the system running by

isolating the failed resources.

3.3. Application-level resilience

Application-level resilience techniques take a software-

based approach, often with the focus on handling hard
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faults that result in the complete loss of one or more MPI

processes. The objective is protecting the entire application

from permanent failures in the computing resources and

enabling it to continue, potentially on a reduced set of

resources. As a consequence, application-level resilience

may target specific types of software using approaches

which cater to a subset of software.

The most basic form of resilience is replication,

whereby calculations are performed in duplicate on multi-

ple nodes. This allows immediate continuation of the cal-

culation in the event of a failure, but with a very inefficient

use of resources during normal forward-path execution.

Process replication has been explored as a simple and effec-

tive approach to resilience (Guerraoui and Schiper, 1997;

Mohamed, 2016), although it is highly wasteful of

resources during fault-free execution.

As noted in Section 2, CPR to stable storage is the

classic application-level resilience methodology used to

avoid complete re-execution of long-running simulations

in the event of faults. Application-based checkpointing is

common among production codes, particularly in NWP,

allowing targeted data structures to be protected without

wasting resources in protecting auxiliary data which can

otherwise be reconstructed. In the following, we survey a

number of recent developments that have been proposed in

order to improve the efficiency of the CPR technique at the

system level.

3.3.1. User-level failure mitigation and advanced checkpointing.
Rather than forcing a restart of the entire application, loca-

lized mitigation of the failure is preferable. One particular

challenge in the context of MPI applications has been the

difficulty in recovering MPI communication in the event of

hard faults. User-level failure mitigation (ULFM) exten-

sions to the MPI standard provide an application-driven

mechanism to detect and recover communication channels

in the event of a hard fault leading to the loss of one or more

processes. These extensions are currently under consider-

ation for inclusion in the MPI 4.x standard (Losada et al.,

2020). In prior versions of MPI, communication routines

would either trigger an immediate abortion of the program

or return control to the application to support a more con-

trolled termination. With the ULFM APIs, application pro-

grams are allowed to revoke failed MPI communicators –

alerting all surviving processes to the failure occurrence –

and subsequently shrink them to exclude all failed pro-

cesses and restore functionality of the communicator. If

supported by the computational resource, additional pro-

cesses may also be spawned to replace those which have

failed. These strategies are illustrated in Figure 1. Although

not yet part of the standard, the proposed ULFM extensions

have already been applied in a number of studies (see, e.g.

Ali et al., 2014; Ashraf et al., 2018; Bland et al., 2013;

Cantwell and Nielsen, 2019; Engwer et al., 2018; Fagg and

Dongarra, 2000; Gamell et al., 2017a, 2017b; Losada et al.,

2020; Teranishi and Heroux, 2014).

Following the restoration of communicators, the appli-

cation must be returned to a consistent state to continue

execution, including restoration of data structures on any

replacement processes. This requires mechanisms for both

protection and restoration of critical data structures.

In-memory checkpointing avoids writing to the parallel

file system. While local memory-based approaches provide

excellent performance for application faults, they fail to pro-

vide resilience against more serious hardware failures.

Remote in-memory checkpointing places checkpoints in the

memory of a remote node through a pairwise communica-

tion, retaining the performance benefits of avoiding parallel

file system access, but at the cost of increased network traf-

fic. Upon failure of one or more processes, remote check-

points can either be written to disk for use with traditional

CPR, or restored directly after ULFM communicator recov-

ery for a checkpoint-mitigate-rollback approach.

Data transfer over the network is the main performance

bottleneck of remote in-memory checkpointing. Depending

on the volume of state data which must be protected per

process, the volume of memory available on remote nodes

for storing checkpoint data is also a concern. Increasing

prevalence of fast NVRAM has addressed this issue to

some extent (Kannan et al., 2013; Mittal and Vetter,

2016). Nielsen (2018) considered the application of

Reed-Solomon encoding to reduce the storage require-

ments of checkpoints, storing only checksums in addition

to the local data, at the cost of additional computation. An

alternative strategy to protect the state of an application is

to log communications between processes, thereby allow-

ing recovery of one or more processes to be performed in

isolation. Message logging avoids the need for surviving

processes to rollback, but the size of message logs may

grow significantly, depending on the communication pat-

tern of the application.

Mitigation of hard failures and implementation of

application-level resilience techniques generally requires

modification of existing codes to varying degrees. A num-

ber of libraries and packages already exist to facilitate this

effort. Their impact ranges from almost zero intrusion

through to a complete rewriting of the source code to incor-

porate resilience.

ACR (Ni et al., 2013) implements Automatic Check-

point/Restart using replication of processes in order to han-

dle both soft and hard errors. FA-MPI (Hassani et al., 2014)

proposes non-blocking transactional operations as an

extension to the MPI standard to provide scalable failure

detection, mitigation and recovery. Finally, FT-MPI (Fagg

and Dongarra, 2000) was a precursor to ULFM for adding

fault tolerance to the MPI 1.2 standard. These approaches,

as well as Fenix detailed below, generally require signifi-

cant intrusion into the application code to mark data struc-

tures to be protected and to implement the recovery

process.

3.3.2. Minimally intrusive approaches. A less intrusive

approach (Cantwell and Nielsen, 2019), targeting time-
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dependent solvers, combines message-logging techniques

and remote in-memory checkpointing to reduce this burden

in often complex object-oriented applications. It exploits

the nature of these codes by transparently logging MPI

messages during the relatively short initialization phase

of the application, when the data structures remain static,

thereby allowing recovering processes to follow the normal

unmodified program to reach the time-integration phase.

For the time-integration phase, in which the solution data

change frequently, remote in-memory checkpointing is

used to maintain scalability. This approach is illustrated

in Figure 2.

3.3.3. Fenix and MPI_ReInit. Fenix is a framework enabling

MPI applications to recover nearly transparently from

losses of data or computational resources manifested as

observable errors. It is based on the premise that the MPI

standard itself provides facilities for trapping and isolating

Figure 2. A low intrusive approach to application-level resilience by splitting the algorithm into a static and dynamic phase (Cantwell
and Nielsen, 2019). (a) All communication is logged during the static initialization phase by intercepting MPI function calls. Remote in-
memory checkpointing is used during the dynamic time-integration phase. (b) Following a failure, spare ranks are used to replace failed
ranks. These ranks follow the normal code path but the results of MPI calls are replayed from the message log.
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such errors, allowing the application to retain control of

remaining unaffected resources and obviating full program

restart. Building on the success of Fenix’s prototype imple-

mentation (Gamell et al., 2014; Teranishi and Heroux,

2014), a significant extension has been made that provides

APIs for online application rollback and data recovery

together and serves many different application needs and

styles with formal specifications (Gamell et al., 2016). For

process recovery, Fenix_Init() specifies the point to

rollback when failure is detected and the recovery schemes

for the lost MPI ranks. For data recovery, Fenix provides

several data binding and recovery APIs that leverages the

internal information of Fenix’s process recovery interface

for efficient data recovery. The current implementation of

Fenix leverages ULFM, but the specification does not

require it. Recently, Fenix has been modified to support

asynchronous application recovery leveraging an on-node

asynchronous many-task parallel runtime (Paul et al., 2020)

to eliminate the need for online rollback of all MPI ranks.

MPI_ReInit (Georgakoudis et al., 2020; Laguna et al.,

2016) is a similar approach, but it does not expose any low-

level APIs like MPI-ULFM. Instead, it focuses on efficient

online rollback recovery, simplifying the low-level fault

detection and notification mechanism accommodated by

MPI-ULFM. MPI_ReInit does not specify any data recov-

ery schemes, allowing the use of external software. The

latest implementation (Georgakoudis et al., 2020) demon-

strates better scalability than MPI-ULFM in the absence of

failures. On data recovery for MPI programs, Global View

Resilience (GVR, Chien et al., 2015) and VeloC (Nicolae

et al., 2019) accommodate generic APIs for data persis-

tency. Both Fenix and MPI_ReInit can leverage a combi-

nation of these, or others. Fenix chiefly aims at providing

fast and in-memory redundant storage for efficient data

recovery, whereas GVR and VeloC target secondary stor-

age for data capacity. Nevertheless, VeloC addresses the

efficiency issues using multi-level checkpointing that uti-

lizes on-node memory and burst buffer (special staging I/O

nodes), achieving scalable and asynchronous checkpoint-

ing for the state-of-art HPC platforms.

3.3.4. Kokkos. Kokkos (Bertagna et al., 2019) is a Cþþ
library designed as a performance-portable node-parallel

programming model to allow platform-independent paral-

lel implementations across multiple heterogeneous archi-

tectures. The main idea of resilient Kokkos is extending the

abstraction of parallel computation and data representation

to support redundancy. These new features are enabled

through template parameters of parallel Kokkos loops and

view features to realize redundant program execution and

CPR handling both soft and hard error resilience. During

program execution, the resilient Kokkos runtime monitors

all active resilient view instances and automatically copies

the data to the persistent storage as needed. For program

recovery, Kokkos exploits the existing I/O and checkpoint

library facilitated with annotation capability for Kokkos

parallel loops and view instances to locate the point of

failure as well as the data objects being lost. Currently,

resilient Kokkos provides Cþþ I/O, HDF5 and VeloC

(Nicolae et al., 2019) for the persistent storage options and

supports OpenMP and CUDA backend for the execution

space. The reader is referred to Miles et al. (2019) for more

details on Kokkos resilience capabilities. Of note for atmo-

spheric applications, the E3SM climate model (Golaz et al.,

2019) is currently being rewritten in Cþþ/Kokkos and can

exploit these features.

3.3.5. Minimal ULFM and fallback. This approach is a much

more lightweight wrapper around the ULFM specification,

specifically targeted at Cþþ applications that intend to

react to node losses and silent data corruption via Cþþ
exceptions (Engwer et al., 2018). The wrapper ensures

that in case of a failure an exception can be received on

all surviving ranks if it happens inside a guarded block.

The term surviving here means, that the rank is capable

to continue the computation. We rely on two methods

from the ULFM proposal: MPIX_Comm_revoke, which

revokes the communicator for any communication and

MPIX_Comm_agree to agree on the error state. Once a

rank calls a communication method on a revoked commu-

nication an error is raised which is then mapped to an

exception. A working communicator can be recovered by

calling MPIX_Comm_shrink and its siblings, on which the

computation can be continued, after the error state has been

resolved. This functionality is typically not available in

default MPI installations on clusters yet, and thus, such a

wrapper can be convenient in a transition phase.

3.3.6. Quality of service. In addition to the system reliability,

quality of service (QoS) is increasingly important for NWP

to guarantee the prediction code to complete within a rea-

sonable time window. Recently, several papers pointed out

the performance variability of large scale HPC systems due

to multiple factors. For instance, Bhatele et al. (2013,

2020), Mubarak et al. (2017) and Yang et al. (2016)

observe performance interference by multiple concurrent

jobs. This is due to the fact that most HPC systems allow

multiple jobs to share interconnect network and I/O sub-

system for various types of data transfers. In particular, the

data traffic generated by checkpointing could impact the

performance of message passing and file system accesses

of other applications. This performance variability can be

mitigated by a sophisticated job placement that considers

application specific communication and I/O accessing pat-

terns, but the feasibility of this solution is unclear due to a

wide variety of application usages and the sheer complexity

of HPC system architecture further aggravated by the man-

ufacture variability of hardware components. Inadomi et al.

(2015) observe uneven thermal distributions across the

nodes in a single large scale HPC system, causing more

than 20% performance degradation. Bhatele et al. (2020)

claim that it is possible to apply machine learning to train

communication and I/O access patterns of a known work-

load to optimize job scheduling and placement. Despite the
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improvement of the QoS for network, I/O and job schedu-

lers in the near future, the workload and performance varia-

bility of future NWP systems should be characterized to

adapt the entire system configuration to the weather pre-

diction specific workload.

3.3.7. Backup grids for resilient NWP models. To the best of

our knowledge, there has only been a single study to test an

approach to secure weather and climate models against

hardware faults on a software level (Düben and Dawson,

2017). The approach uses a backup grid to store coarse-

resolution copies of prognostic variables. In the presence of

a hardware fault, an estimate of the original values of the

model fields could be reproduced from the backup grid to

enable the simulation to continue with no significant delay.

The approach could not reproduce a bit-identical result

when compared to a fault-free simulation but it could allow

the completion of a simulation in the presence of both soft

and hard faults.

The backup system uses the following mechanism

(Düben and Dawson, 2017):

� The prognostic variables from the model grid are

mapped onto the coarse-resolution backup grid at the

end of each time step. The values of the backup grid

are stored for one time step to allow a comparison

with the model fields at the following time step.

� It is checked whether the fields on the backup grid

have changed by an unexpected amount during a

time step. The threshold of this check needs to be

tuned to the specific model simulation under consid-

eration. If the change of a model variable is suspi-

cious, it is assumed that a hardware fault has

perturbed the simulation. Therefore, the specific

value on the backup grid is replaced by the corre-

sponding value from the previous time step.

� The corresponding values on the model grid that

influenced the erroneous grid value on the backup

grid are checked for values outside of a physically

meaningful range.

� If the value on the model grid is found to be unrea-

sonable, it is replaced by the value mapped from the

backup grid onto the specific position of the model

grid (Figure 3).

The approach was tested on numerical simulations with

a two-dimensional shallow water model, a standard test bed

for numerical schemes in NWP model development. As

long as the backup system was used, simulations did not

crash and a high level of solution quality could be main-

tained. The overhead due to the backup system was reason-

able with a 13% runtime increase (Düben and Dawson,

2017). Additional storage requirements were small.

However, there are a number of limitations to the

approach that would require further research. The backup

system, as used in Düben and Dawson (2017), is not able to

distinguish between model errors and hardware errors, and

it violates local mass conservation and global energy

conservation.

3.4. Algorithmic resilience: Recovery-restart for sparse
linear solvers

Numerical models as the ones used in NWP intensively rely

on the solution of sparse linear systems that consume a

significant part of the simulation time. In this section we

focus on possible numerical mitigation techniques to make

these kernels resilient. We assume that the core of the

application data, that are not updated by the linear solver,

are asynchronously checkpointed using appropriated

checkpointing techniques by the application before calling

the linear solver. An agile combination of the various tech-

niques described in this paper has to be considered to make

the full application resilient.

Algorithmic fault tolerance approaches aim at supplying

numerical methods with techniques to deal with hard or soft

faults. In general, these approaches modify the theoretical

formulation and the implementation of the non fault-

tolerant version of the methods. Some methods, for exam-

ple multigrid, structurally lend themselves well to these

modifications. The effectiveness of these approaches can

be evaluated based on the trade-off between fault tolerance

performance on one side and the scope of changes needed

for fault-proofing and related computational overhead on

the other.

Of particular interest in the NWP context are fault-

tolerant versions of iterative algorithms for linear systems

Figure 3. Backup system of Düben and Dawson (2017). The
coarse-resolution backup grid (black grid points) holds an
approximated representation of the prognostic variables on the
fine-resolution grid (red grid points). If a hardware fault is
detected, the prognostic fields on the model grid can be repro-
duced as an approximation from the backup grid or vice versa.
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solution. Two examples are given below that can be applied

when the fault translates to data that are lost and the loca-

tion of the lost data is known. We make the assumption that

a mechanism is able to notify the solver which data are lost,

assuming a separate mechanism for fault detection. In the

current software infrastructure, this corresponds well to

node failure where all the data stored on the node are lost

and MPI is able to detect the failure of the process running

on that node. We describe numerical mitigations that can be

implemented to ensure the continuation of the solution pro-

cess with possibly some delay in the convergence com-

pared to the non-faulty case. After data extraction, a

well-chosen part of the missing data is regenerated through

any of the described strategies, and is then used as mean-

ingful input to restart the iterative scheme.

A non-singular linear system Ax ¼ b with A 2 Rn�n and

x; b 2 Rn can be approximately solved by successive appli-

cation of the Richardson iteration (see, e.g. Quarteroni

et al., 2010)

xðkþ1Þ ¼ xðkÞ þ b� AxðkÞ
� �

ð1Þ

where xð0Þ is an appropriate initial guess and k the iteration

index.

We consider the formalism proposed in Langou et al.

(2007), where data losses are classified into three cate-

gories: computational environment, static data and

dynamic data. When a node crashes, all available data in

its memory are lost. The computational environment con-

sists of all the data needed to perform the computation

(program code, environment variables, etc.). Static data are

set up during the initialization phase and remain unchanged

during the computation. In the case of the solution of a

linear system, they correspond to the input data to the prob-

lem and include in particular the coefficient matrix A and

the right-hand side vector b. Dynamic data are those whose

value may change during the computation, that reduces to

the iterate xðkÞ for a single fixed-point iteration scheme. For

this section we are only dealing with dynamic data

recovery.

Let N be the number of partitions, such that each block-

row is mapped to a computing node. For all p, p 2 ½1;N �, Ip

denotes the set of row indices mapped to node p. With

respect to this notation, node p stores the block-row AIp;:

and xIp
as well as the entries of all the vectors involved in

the solver associated with the corresponding row indices of

this block-row. If the block AIp;Iq
contains at least one

nonzero entry, node p is referred to as neighbour of node

q, as communication will occur between those two nodes to

perform a parallel matrix-vector product.

Figure 4 shows a block-row distribution on four nodes,

with static data (matrix and right-hand side, blue) and

dynamic data (the iterate, green) associated with the linear

system. If node P1 fails, the first block-row of A as well as

the first entries of x and b are lost (in black in Figure 4). The

corresponding matrix block-row as well as the portion of

the right-hand side can be restored thanks to the checkpoint

performed by the application. By contrast, the dynamic

iterate is permanently lost and must be recovered.

A well-suited initial guess for the restart of the iterative

solver can be recovered by interpolating available data.

Two fully algebraic interpolation policies – recomputing

the entries of the faulty iterate based on data living on

surviving nodes and a compressed backup-based policy –

are considered. These interpolation policies require the

solution of either a small linear system or a small least-

squares problem. The schemes are designed at application

level and require no or only very moderate extra computa-

tional units or computing time when no fault occurs.

Because the primary interest here lies in the numerical

behaviour of the schemes, we make strong assumptions on

the parallel environment. In particular, when a fault occurs

we assume that the crashed node is replaced and the asso-

ciated computational environment and static data are

restored (Langou et al., 2007) thanks to some checkpoint-

ing mechanism.

Figure 4. General interpolation scheme: (a) before fault, (b) faulty iteration and (c) interpolation. The matrix is initially distributed with
a block-row partition, here on four nodes (a). When a fault occurs on the node P1, the corresponding data are lost (b). Whereas static
data can be immediately restored, dynamic data that have been lost cannot. We investigate numerical strategies for regenerating them
(c).
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3.4.1. Interpolation-restart. Interpolation-Restart (IR) tech-

niques are designed to cope with node crashes (hard faults)

in a parallel distributed environment (Agullo et al., 2015,

2017, 2016a, 2016b). The methods can be designed at the

algebraic level for the solution both of linear systems and of

eigenvalue problems.

The idea consists in interpolating the lost entries of the

iterate using interpolation strategies adapted to the linear

systems to be solved. The interpolated entries and the cur-

rent values available on the other nodes define the recov-

ered iterate which is then used as an initial guess to restart

the Richardson iteration.

A first interpolation strategy, introduced in Langou et al.

(2007), consists in interpolating lost data by using data

from surviving nodes. Let xðkÞ be the approximate solution

when a fault occurs. After the fault, the entries of xðkÞ are

known on all nodes except the failed one. This Linear

Interpolation (LI) strategy computes a new approximate

solution by solving a local linear system associated with

the failed node. If node p fails, xðLIÞ is computed via

x
ðLIÞ
Ip
¼ A�1

Ip;Ip
ðbIp
�
X
q6¼p

AIp;Iq
x
ðkÞ
Iq
Þ;

x
ðLIÞ
Iq
¼ x

ðkÞ
Iq

for q 6¼ p:

8><
>: ð2Þ

This basic idea can be adapted to more sophisticated

linear solvers based on Krylov subspace methods (Agullo

et al., 2016a; Langou et al., 2007) or to eigensolvers

(Agullo et al., 2016b) and more robust interpolation can

be designed to tackle the possible singularity of the diag-

onal block A�1
Ip;Ip

. We refer to Section 4.1 for a more

detailed description of these ideas in the context of the

GMRES method.

Finally, we note that when the linear system or eigen-

problem arises from the discretization of a partial differen-

tial equation (PDE), each node of the parallel platform

usually handles the unknowns associated with a subdo-

main. In the context of a linear system solution, the inter-

polation policy can be viewed as the solution of the PDE on

the failed subdomain with Dirichlet boundary conditions

defined by the current values on the interfaces with the

neighbouring domains. In that context, more sophisticated

boundary conditions can be considered as presented for

example in Huber et al. (2016).

3.4.2. Checkpoint-restart using lossy compression. Checkpoint-

ing techniques offer another opportunity to recover locally

lost data. Although checkpointing and classic CPR tech-

niques in general introduce a significant overhead on com-

putation and bandwidth, utilizing lossy compression for

local backups of the dynamic data can enable checkpoint

based recovery approaches.

Contrary to lossless compression methods, e.g. zip, png,

gif and others, lossy compression like mp3 or jpeg neglects

some information to increase the compression factor.

Therefore, the decompressed data differ from the input

data. However, since iterative solvers and preconditioners

are by definition not exact, the accuracy loss due to com-

pression can in fact be tolerated up to a certain degree. The

loss can be qualified as benign if the compression error is

smaller than the error within the solver, for example the

residual error accepted by some stopping criterion, and than

the model numerical truncation error. In this case, the

decompressed data can actually lead to results with similar

quality as data from a lossless compression method with the

advantage of a smaller size.

The efficient implementation of such compressed

checkpointing crucially relies on ULFM or similiar

system-level techniques, see Section 3.3, and on improve-

ments to classical CPR. Compressed checkpointing can be

used in the node loss scenario, but also in case of soft faults

such as SDC. In the following, we describe some ideas for

the former, more specifically for in-memory compressed

checkpoints, and refer to Altenbernd and Göddeke (2018)

for the SDC case. Mathematical and conceptual details can

be found in Göddeke et al. (2015), and more details on

implementation issues in Engwer et al. (2018). The key

point is that, by combining compression techniques for

backup creation with local-failure local-recovery (LFLR,

Teranishi and Heroux, 2014) approaches for iterative sol-

vers, e.g. multigrid preconditioners, the overhead in fault-

free scenarios can be reduced significantly compared to

classical CPR techniques, while still providing a speed-up

for recovery in the presence of hard faults or data loss.

Recovery can be further improved by storing additional

information in the backup like the search direction for the

conjugate gradient method. This can be especially useful if

many data losses occur. In the best case, the number of

iterations until convergence of the fault-prone solver before

and after the restart adds up to the same amount as in the

fault-free scenario. The generation of the initial guess based

on the backup data can be done in multiple ways which we

describe later.

We evaluate three techniques to create compressed

backups: zero backup, multigrid, and SZ compression (Di

and Cappello, 2016; Liang et al., 2018; Tao et al., 2017). In

the zero backup technique, lost data are reinitialized with

zeros. Multigrid can be interpreted as a lossy compression

technique, with a number of mathematical peculiarities that

need consideration (Göddeke et al., 2015). Multigrid algo-

rithms use a hierarchy of grids to solve linear systems in an

asymptotically optimal way. This hierarchy can be used to

restrict, i.e. lossily interpolate, the iterate from fine to

coarse grids. Such lower-resolution representation of the

iterate can then be stored as a compressed backup. Later,

the multigrid prolongation (coarse-to-fine grid interpola-

tion) operator is used to decompress the data. Obviously,

the quality of the backup is strongly dependent on the grid

where it is restricted to. This compression technique can

easily be applied if a multigrid solver or preconditioner is

used anyway, because the operators are readily available.

Furthermore, this principle can be used in combination with

other hierarchic methods.
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SZ compression, on the other hand, does not use opera-

tors from a specific solver or preconditioner but can be

applied to all kinds of field data, although it prefers, by

construction, structured data ideally associated with a

structured grid. Another important feature is that the com-

pression accuracy can be prescribed and adapted to the

situation. Unfortunately, a higher compression accuracy

usually leads to a lower compression factor and higher

compression time, which is crucial in terms of resilience

overhead.

4. Application of resilience methodologies
to NWP

This section contains illustrative applications of the fault-

tolerant algorithmic techniques described in Section 3.4. In

4.1–4.2, we illustrate the robustness of two numerical miti-

gation approaches that can be implemented in linear solvers

if they receive notification of possible data loss by some

layers of the system stack. The notification corresponds to

node failure that can be detected by the MPI runtime and

notified to the still alive processes. In 4.3, a more holistic

technique is investigated that addresses both the detection

and the mitigation of faults in the context of soft errors

(e.g., bit flip in some data). Note that the GCR solver con-

sidered in 4.3 is mathematically equivalent to GMRES, the

Krylov solver used in 4.1 in the context of node failure. We

should point out that these two techniques are complemen-

tary, since they address faults of different natures and could

be combined either in the context of GCR or GMRES to

increase the resiliency of both numerical linear solvers.

4.1. Resilient GMRES with interpolation-restart

The GMRES method is one of the most popular solvers for

the solution of non-symmetric linear systems. It belongs to

the class of Krylov solvers that minimize the 2-norm of the

residual associated with the iterates built in the sequence of

Krylov subspaces (MINRES, Paige and Saunders, 1975, is

another example of such a solver). In contrast to many other

Krylov methods, GMRES does not update the iterate at

each iteration but only either when it has converged or

when it restarts every m steps in the so-called restarted

GMRES (GMRES(m), Saad and Schultz, 1986).

Most of the parallel GMRES implementations rely on a

block-row partitioning of the matrix (Balay et al., 2019)

that induces a similar distribution of the Krylov orthonor-

mal basis, while the small upper Hessenberg matrix result-

ing from the Arnoldi procedure is replicated. The memory

footprint and extra local computational cost of this replica-

tion are negligible, and it avoids extra expensive global

communications.

When a node crashes, the approximate solution is not

available. The Hessenberg matrix is replicated on each

node and the least-squares problem is also solved redun-

dantly. Consequently, each individual node ‘ still in oper-

ation can compute its entries I ‘ of the iterate when a fault

occurs. Following the general idea of the IR policy, the lost

entries of the current iterate can be approximated by sol-

ving a local linear system defined by equation (2) or a more

robust recovery technique, referred to as LSI (Least-

Squares Interpolation) that solves the local least squares.

If node p fails, xðLSIÞ is computed as follows:

x
ðLSIÞ
Ip
¼ argmin

xIp

k ðb�
X

q 6¼ p

A:;Iq
xðkÞq Þ � A:;Ip

xIp
k;

x
ðLSIÞ
Iq
¼ x

ðkÞ
Iq

for q 6¼ p:

8>><
>>:

ð3Þ

In addition to removing the assumption on the non-

singularity of the AIp;Ip
block made to define the LI policy,

the LSI strategy ensures the monotonic decrease of the

residual norm, a key property of GMRES.

To study the numerical features of the proposed IR stra-

tegies, we display the convergence history as a function of

the iterations (Figure 5), that also coincide with the number

of preconditioned matrix-vector products.

The recovery policy can induce delay in the conver-

gence for two reasons. The first source of possible delay

is the quality of the interpolation, the second is related to

the restart that is performed after a fault. To distinguish

between the effect of the two sources of delay, we imple-

ment a GMRES where we do not inject faults but impose a

restart at each iteration the faulty run experienced a fault (it

corresponds to a variable restarted policy for GMRES). We

refer to this strategy as Enforced Restart (ER, yellow line in

Figure 5). Furthermore, we also depict in red a straightfor-

ward strategy where the lost entries of the iterate are

replaced by the corresponding ones of the first initial guess.

This simple approach is denoted as Reset and corresponds

to the zero backup in Section 3.4.2.

We solve the linear system Ax ¼ b with GMRES(100)

and taking as A the matrix Averous from the Florida matrix

collection (Davis and Hu, 2011), varying the volume of lost

entries between 3% and 0.001% at each fault (a single entry

is lost in the latter case). For these experiments, in order to

enable cross comparison, the number of faults is kept the

same and the faults occur at the same iteration for all the

runs. The straightforward restarting Reset policy does not

lead to convergence (Figure 5). Each peak in the conver-

gence history corresponds to a fault showing that the solver

is not able to converge. These characteristics are similar in

other cases like multigrid methods for symmetric positive

definite systems (Göddeke et al., 2015). In contrast, the IR

strategies ensure convergence and have very similar con-

vergence behaviour and robustness capabilities. Further-

more, the convergence behaviour of IR strategies appears

scarcely affected by the amount of data loss.

In Figure 6, we investigate the robustness of the IR

strategies when the number of faults is varied while the

amount of recovered entries remains fixed at 0.2% after

each fault. For those experiments, we consider restarted

GMRES(100) to solve a linear system associated with the

matrix Kim1 from the Florida matrix collection (Davis and
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Hu, 2011). An expected general trend that can be observed

on this example: the larger the number of faults, the slower

the convergence. When only a few faults occur, the con-

vergence penalty is not significant compared to the non-

faulty case. For a large number of faults, the solver still

converges, albeit more slowly. For instance, for an

expected accuracy of 10�7, the iteration count with 40

faults is twice the one without faults.

4.2. Compressed checkpointing

In order to showcase the backup and recovery options with

the compressed checkpointing method described in Section

3.4.2, we consider the test problem

�r �
1 0

0 0:01

 !
ru

" #
¼ b in O¼ ð0; 1Þ2

u ¼ 0 on @O

8><
>: ð4Þ

with b such that uðx; yÞ ¼ sinðpx2Þsinðpy2Þ is the exact

solution. This problem is solved within the DUNE PDE

framework by a conjugate gradient method with an alge-

braic multigrid solver as preconditioner provided by the

Iterative Solver Template Library (DUNE-ISTL, Blatt and

Bastian, 2007). The problem is solved in parallel on

52 ranks using an overlapping Schwarz approach with

minimal overlap (using the template ISTLBackend_

CG_AMG_SSOR as solver from DUNE-PDELab, Bastian

et al., 2010). The iterative solving procedure is stopped

after a relative residual reduction of 10�8. In the fault-

free case the solver needs 115 iterations to fulfil this criter-

ion for this particular demonstrator problem.

We suggest and evaluate three recovery techniques. The

first, baseline approach mimics CPR and simply replaces

the global iterate with its decompressed representation,

independently of the compression strategy. The second

approach follows the LFLR strategy and, similarly to

interpolation-restart, re-initializes only the local data lost

on faulty ranks by using backup data stored on neighbour-

ing nodes. Unlike the baseline approach, this is purely local

and only needs minimal communication to receive a remo-

tely stored backup. In particular, the recovery procedure

itself does not involve the participation of other ranks.

As a worst-case fallback when the backup data are not

sufficient, we established a third improved recovery

approach, which is still mostly local. An auxiliary problem

is constructed, either by domain decomposition overlap or

Figure 5. Numerical behaviour of the IR strategies applied to the GMRES(100) solution of the linear system with matrix Averous/epb3
and 10 faults when the amount of data loss is varied: (a) 3% data lost, (b) 0.8% data lost, (c) 0.2% data lost and (d) 0.001% data lost.
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the operator structure, with boundary data from the neigh-

bouring ranks, and solved iteratively with an initial guess

based on the checkpoint data. This improves the quality of

the recovered data and is closely related to equation (2) in

Section 3.4.1, where a pure algebraic approach is consid-

ered. This approach can nearly always restore the conver-

gence from the fault-free scenario independently of the

used backup technique, only the number of additional local

iterations varies (see also Altenbernd and Göddeke, 2018;

Huber et al., 2016). It can be mandatory in highly-frequent

fault scenarios to maintain convergence.

In addition to the recovery approaches, for backup we

consider the aforementioned techniques of Zero Backup,

Multigrid compression (MG, Göddeke et al., 2015), and SZ

compression, as well as a fourth adaptive SZ compression

(aSZ) technique. MG is configured to a fixed backup depth

of two which reduces the data volume to 1=16 in our 2D

demonstrator. For standard SZ compression, we prescribe a

compression accuracy of 1e-7 and 1e-3 as benchmarks for

high and low accuracy. For adaptive SZ compression, the

compression accuracy is coupled to the normalized local

vector norm of the current residual multiplied by an addi-

tional tolerance tolaSZ 2 1e� 2; 1e� 1; 1e0; 1e1f g:

k AxðiÞ � bk2

k bk2

tolaSZ : ð5Þ

Table 2 shows the average number of iterations to

convergence in the iterative solution of problem 4 when a

Figure 6. Numerical behaviour of the IR strategies applied to the GMRES(100) solution of the linear system with matrix Kim/kim1,
varying number of faults, and fixed 0.2% data loss at each fault: (a) 4 faults, (b) 8 faults, (c) 17 faults and (d) 40 faults.

Table 2. Average number of iterations to convergence in the solution of the anisotropic diffusion problem (4) with faults, using
different approaches for backup and recovery (see text for details).

Zero MG SZ_1e-7 SZ_1e-3 aSZ_1e-2 aSZ_1e-1 aSZ_1e0 aSZ_1e1

global 200.00 200.00 154.00 193.00 116.00 115.00 119.00 120.00
local 199.33 194.67 134.33 173.00 114.33 115.67 115.67 114.67
improved 113.00 113.00 113.00 113.00 113.00 113.00 113.00 113.00
aux_iter 190.00 118.33 57.33 106.67 23.00 23.00 24.00 28.33
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fault happens in iteration i 2 f10; 40; 75; 110g on rank

r 2 f0; 21; 37g, using different combinations of recovery

approaches (first three rows) and backup techniques.

Furthermore, the last row (aux_iter) shows the number of

additional iterations for the local auxiliary problem when

the improved recovery is applied, using the different back-

ups as initial guesses.

Local recovery is always superior to global recovery

while the overhead is similar or even less. The improved

recovery always yields the best possible results but the

amount of additional iterations of the auxiliary solver var-

ies. Zero backup, MG and the less accurate SZ compression

technique SZ_1e-3 result in a significant number of addi-

tional iterations, either global or auxiliary ones. For local

recovery, high accurate fixed SZ compression (SZ_1e-7) is

good if a fault happens early but is not competitive if a fault

happens late in the iterative procedure (e.g. in iteration 110,

not shown). Adaptive SZ compression seems to be the best

and aSZ_1e0 seems to mark the sweet spot as increasing

the accuracy does not yield a big advantage for global and

local recovery and a decrease in accuracy (aSZ_1e1) yields

around 20% more additional iterations when using

improved recovery.

In terms of compression factors (Figure 7, top) and

cumulative data size (Figure 7, bottom), most of the SZ

compressed backups yield a compression factor of around

100 for the given data size. Therefore, the cumulative size

over 115 iterations is less than the size of two classic check-

points of 1 iteration. Furthermore, the adaptive approach

takes advantage of the low accuracy of the solver in the

early stages and obtains higher compression factors. At the

end of the iterative solve, the adaptive compression is not

as strong as the non-adaptive one, but it enables a more

efficient recovery as shown before. It should be noted that

SZ compression gives even better compression factors

when used for more data points. The cumulative checkpoint

size could be further reduced by reducing its frequency, i.e.

a checkpoint every n-th iteration. This could also reduce the

communication overhead because the backups on different

ranks could be created in different iterations and thus the

communication would be better distributed.

4.3. Soft fault detection and correction in the
Generalized Conjugate Residual method

A new nonhydrostatic dynamical core, the Finite Volume

Module (FVM, Kühnlein et al., 2019), is being developed

at ECMWF for next-generation NWP. The module uses a

preconditioned Generalized Conjugate Residual (GCR)

elliptic solver (Smolarkiewicz and Margolin, 2000; Smo-

larkiewicz and Szmelter, 2011) to solve the boundary value

problem that arises from the application of the Non-

oscillatory Forward-in-Time integrator based on the

MPDATA advection scheme (Smolarkiewicz and Szmel-

ter, 2005) and results in an equation which can symboli-

cally be written as

L �ð Þ ¼ R ð6Þ

where L is the elliptic operator and R represents the right-

hand side of the problem at hand. The elliptic solver (Algo-

rithm 1) belongs to a class of Krylov subspace methods,

minimizes the L2-norm of the residual, r, of the model (6),

and solves the kth-order damped oscillator equation with

preconditioner operator P:

@k
Pð�Þ
@tk

þ 1

Tk�1 tð Þ
@k�1

Pð�Þ
@tk�1

þ :::þ 1

T 1 tð Þ
@1

Pð�Þ
@t1

¼ L �ð Þ � R

ð7Þ

See Smolarkiewicz and Szmelter (2011) for a descrip-

tion of the physically motivated stopping criteria. The

damped oscillator equation (7) is discretized in pseudo-

time t and optimal parameters T 1 ; ::Tk�1 are determined

to assure the minimization of < r; r > for the field � (see

Figure 7. History of the average compression factor (top) and cumulative backup size compared to full-sized checkpoint (bottom) over
the iterative process using different backup techniques in the iterative solution of the anisotropic diffusion problem (4) with faults.
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Smolarkiewicz and Margolin, 2000; Smolarkiewicz and

Szmelter, 2011, for a detailed discussion).

The solver employs bespoke left-preconditioning (for

details see, e.g. Kühnlein et al., 2019) to address the large

condition number induced by the domain anisotropy for

global atmospheric problems. Since the elliptic solver takes

a significant (*40%) proportion of the computational

resources of the dynamical core, it is quite likely to encoun-

ter soft faults if they were to occur during computation.

The iterative nature of GCR provides ample opportunity

to recompute faulty data at minimal cost to the solver,

given an ability to detect such faults. A basic detection

method can be derived, given that for each iteration of GCR

(n in Algorithm 1), the kth order dampening takes place on a

Krylov subspace, Kn, such that Kn � Knþ1, 8n 2 1; 2; . . . .

As such, each iteration of GCR minimizes the L2-norm of

the residual, r, on that Krylov subspace. Since the norm is

non-increasing on each subspace, it is also non-increasing

between subspaces. If during computation the discrete

L2-norm value increases, that most likely indicates a prob-

lem with the solver. Testing the resilience of Algorithm 1

by injecting faults (bit flips) into various stages of GCR

often cause the solver to stall for an iteration, after which

the routine usually continues – sometimes more slowly but

often without other noticeable signs that a problem has

been encountered. Even when a larger proportion of data

is corrupted by a fault, GCR is usually able to converge

with about 10–20% computational overhead. However, this

can cause some erratic behaviour of the solver – including

large jumps in the maximum absolute value of the residual

in the domain, with the potential to induce undesired

modes into the solution, even if the solver itself still

converges.

Assuming a fault has been detected, the solver can be

easily reverted to a state previously deemed good (i.e., no

fault detected), at the cost of at most a full iteration of

Algorithm 1 (if a fault occurs during the n ¼ k � 1 pass).

Algorithm 1 describes the fault-tolerant GCR (FT-GCR)

method, including snap-shotting and fault detection. The

instructions needed for fault tolerance are marked in red.

In order to test the effectiveness of FT-GCR (algorithm

1), the GCR elliptic solver in Mengaldo (2016) was adapted

to include fault injection, detection, and resetting. The

method solves potential flow for an isolated hill on an

Earth-like domain. An O32 Octahedral reduced Gaussian

mesh (corresponding to *280 km horizontal resolution)

with 51 vertical layers was used for the simulations.

Faults are injected after the preconditioning stage with

an implausibly high 2% probability, with a maximum of 10

individual fault occurrences allowed. The fault causes a

given number of entries of e ¼ P�1 rnþ1ð Þ; the precondi-

tioner output, to suffer a bit flip. Figure 8 illustrates gra-

phically the response of the protected and unprotected

simulations, for different levels of data corruption per fault

encountered. Histograms a), b), c), and d) correspond to 1

(0:0004%), 100 (0:04%), 500 (0:2%), and 2700 (1%)

entries corrupted (% of total data), respectively. Table 3

documents averaged statistics for each of these simulation

sets. Each set contains between 100 and 200 simulation

results, where faultless simulations are disregarded.

It is clear that GCR is highly resilient to bit flip faults.

Indeed, even when a larger amount of data is corrupted, the

unprotected algorithm usually manages to converge. Addi-

tionally, it can be observed that minor data corruption

events have little effect on convergence (Figure 8(a)),

which is also the likely reason why such small corruption

events are difficult to detect. When a sufficient proportion

of data is corrupted, FT-GCR detects between 60–80% of

faults (Table 3), and convergence delay is reduced by five

to eight iterations compared to the unprotected runs. The

overhead of this fault-tolerant method is small, with one

backup step required per full GCR iteration – including a

small amount of extra memory to store the backups. The

cost of detection is also minimal, since the expensive global

sum to compute the L2-norm of the residual has already

been carried out.

5. Discussion

5.1. Composable resilience in NWP models

No single resilience technique provides a perfect solution

to ensure reliable execution of NWP models. Recently,

Hukerikar and Engelmann (2017) discussed how effective

resilience can be achieved through a composition of mul-

tiple resilience techniques in the area of HPC. They

claimed the importance of classifications to identify

Algorithm 1. FT-GCR(k).

For any initial guess, φ0, set r0 = L φ0 − R, p0 = P−1 r0 ; then iterate:
for n = 1, 2, ... until convergence do

for ν = 0, ..., k − 1 do

β =
rνL (pν)
(pν) L (pν)

φν+1 = φν + βpν

rν+1 = rν + βL (pν)
if rν+1 then

exit
end if
if rν+1 ≥ rν then

n=n-1
reset [φ, r, p, L(p)]0 to [φ, r, p, L(p)]∗

else if ν = 0 then
set [φ, r, p,L(p)]∗ to [φ, r, p, L(p)]0

end if
e = P−1 rν+1

L(e) =
3

l=1

1
ζ∗
l

∇ · ζ∗
l C∇e

for l = 0, ..ν do

αl =
L(e)L pl

L pl L pl

pν+1 = e +
ν

l

αlp
l

L pν+1 = L(e) +
ν

l

αlL pl

end for
end for
reset [φ, r, p, L(p)]k to [φ, r, p, L(p)]0

end for
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resilience design patterns across the layers of HPC systems

and applications, facilitating seamless systematic composi-

tions of these techniques towards resilience-oriented

application-system co-design. Such a co-design balances

resilience and performance, both in the forward execution

and recovery execution path, ensuring that NWP models

can recover in the most efficient way from a variety of

failure types.

Resilience in NWP models will therefore result from a

combination of hardware, programming environment,

algorithmic and application resilience measures. Some of

the approaches presented in this paper can be combined

straightforwardly. For example, hardware resilience

techniques and algorithmic resilience methodologies, or

application resilience and soft fault detection/correction,

can be applied in a relatively independent way.

As an example of composition of resilience methods,

compressed and in-memory checkpointing as seen in Sec-

tion 3.4.2 could be incorporated into the FT-GCR solver.

Assuming that checkpointing will have to play a more

dominant role to maintain robustness of solvers, our

experiments show that compression can increase effi-

ciency and reduce overhead substantially, without com-

promising the numerical accuracy. Using these techniques

in an adaptive way yields low overhead at the start of the

iterative procedure, when a restart or information loss has

little effect. Later, when a simple restart will cause the

loss of a large amount of invested computational effort,

the compression accuracy increases, as well as the over-

head, but in return the recovery is as good as with no

compression. The computational overhead introduced by

the SZ compression is in the low single-digit percentage

range, while its achieved compression factors can

decrease the memory overhead significantly. Small scale

numerical tests (cf. Figure 7) already provide promising

compression factors, although SZ compression requires

much larger data sets to exploit its full potential.

Table 3. The average number of faults per run, average number
of faults detected, average iterations for FT-GCR, and the average
number of iterations for unprotected GCR for each plot in
Figure 8.

Histogram
% data

corrupted
Faults

per run
Faults

detected
Convergence

FT-GCR
Convergence

GCR

a 0:0004% 4.17 0.1 68.0 68.0
b 0:04% 4.38 3.72 69.4 77.1
c 0:2% 4.33 3.66 69.6 77.8
d 1:0% 4.61 3.28 72.2 77.3

Figure 8. Numerical behaviour of GCR and FT-GCR when faults are introduced. Each histogram displays the percentage of runs that
converged at a given iteration. Fault-free convergence is reached after 66 iterations. (a) 0.0004% data lost, (b) 0.04% data lost, (c) 0.2%
data lost and (d) 1% data lost.
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Introducing these techniques into the FT-GCR solver

could further reduce its communication and storage over-

head while maintaining its recovery properties. In addi-

tion, backup grid approaches as seen in Section 3.3 can

easily be implemented in other numerical frameworks, for

example in the modal DG framework (Tumolo and Bona-

ventura, 2015) by storage of the lowest order modal coef-

ficients of the solution for each element.

5.2. Open challenges and opportunities

The techniques surveyed in this paper to secure NWP appli-

cations against faults are not yet implemented within opera-

tional environments, but may start to play a more

significant role in the next few years. As exascale architec-

tures start to be deployed, the feasibility of disk or memory

CPR will ultimately be contingent on the evolution of

memory latency and bandwidth compared with the growing

size of restart files in NWP applications at km-scale reso-

lution. In addition, to assume that all calculations will be

performed with no faults will become increasingly costly.

Computational cost could be significantly reduced if con-

straints for fault-free calculations are weakened (see for

example discussion of ECC memory checking and stochas-

tic processors in Section 3.1).

The ongoing transition to exascale NWP models consti-

tutes an excellent framework to set out objectives and

requirements for resilience and fault tolerance, as well as

to test different options to include resilience features in

future atmospheric models that may translate into cost sav-

ings. More economical resilience strategies should be

investigated that could flank or supplant CPR, which

should ideally become the technique of last resort. On the

road to those solutions, decisions and compromises need to

be made on a number of aspects, for instance whether to

focus exclusively on fault recovery or also fault detection,

and on hard or soft faults.

In the United States, efforts targeting improvement of

hardware resilience are under way in the framework of the

Exascale computing project. In particular, application of

the above-mentioned VeloC has enabled to significantly

reduce CPR time (Di Martino et al., 2015). With a final

project target of a 1-week MTBF at exascale, on some

machines a three-fold increase in MTBF has been obtained.

In Europe, at ECMWF energy efficiency and model

sustainability efforts are focusing on reshaping model

implementation into more manageable independent units

called dwarfs, developed in the framework of the

ESCAPE (Müller et al., 2019) and ESCAPE-21 projects.

The dwarfs are eventually expected to cover around 60%
of the forecast model code, so improved checkpointing

procedures can be tested on existing dwarfs with a view

to establishing a resilience framework applying to future

ones. For instance, experiments with checkpointing in

memory (Cantwell and Nielsen, 2019) rather than to disk

could be carried out. Avoiding the parallel file system

may give a sizeable boost in performance when a large

number of nodes write simultaneously. With this and

other possible solutions, performance gains from fault

recovery using spares and spawning, as well as savings

in requeueing time and start-up cost of the NWP code,

should be weighed against development overhead for the

tools themselves. From the systems point of view, stan-

dards are already starting to provide resilience tools, an

example being the potential inclusion of ULFM as an

extension to version 4.x of MPI.

In addition, performance and portability across multi-

ple architectures with a single source code requires NWP

models to shift to domain-specific-language (DSL)-based

approaches, such as Kokkos (Bertagna et al., 2019), Psy-

clone (Adams et al., 2019), and Stella/GridTools (Fuhrer

et al., 2014; Thaler et al., 2019). Fault tolerance efforts

requiring code modifications will more naturally interface

with DSLs, see Section 3.3.4 in this paper for an example.

On the hardware side, securing stronger support from

HPC vendors in resilience efforts will require clear use

cases from the NWP community. ESCAPE and ESCAPE-

2 dwarfs can provide an ideal environment for such ex-

periments. When a dwarf-tested application resilience

technique evolves into a de facto standard in the weather

and climate community, it can become a differentiator for

vendors targeting this HPC market.

While vendors have generally been reluctant to publish

hardware resilience statistics such as MTBF for HPC archi-

tectures, the request for this information could be included

in future procurements. Hardware could include system

monitoring functionalities, so that users can isolate nodes

that look suspicious and distinguish between healthy and

unhealthy ones. In fact, unlike faults on data, soft faults

impacting instruction sets of hardware as well as integer

arithmetic are not yet addressed by any of the methods in

this survey, which have not yet been tested for a specific

hardware configuration. Atos, an ESCAPE and ESCAPE-2

project member, takes part in MPI Forum, the MPI stan-

dardization body (MPIForum, 2020). Currently there is a

strong interest in the high-performance Fault Tolerance

Interface (FTI) for hybrid systems (Bautista-Gomez et al.,

2011), and Atos is already delivering FTI as part of its

software stack called Super Computer Suite.

From the algorithms viewpoint, properties of the meth-

ods shown in this paper should be explored in more realistic

NWP settings. In particular, interpolation-restart tech-

niques could be deployed to fault-proof linear solvers in

atmospheric dynamical cores under development such as

the ECMWF’s FVM (Kühnlein et al., 2019) or the Discon-

tinuous Galerkin (DG) dynamical core under development

in ESCAPE-2 along the lines proposed in Tumolo and

Bonaventura (2015). Because of the nature of solvers used

in NWP, data recovery approaches that are local in nature

will be of particular interest given the increasing commu-

nication/computation time ratio, and contrasting the global

connectivity of global spectral solvers still used effectively

in NWP today.
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As shown by the resilience experiments with the FT-

GCR solver in this paper, small numbers of faults in the

elliptic solver are hard to detect and generally have a lim-

ited impact on convergence. If we can better detect soft

faults in the elliptic solver, repair techniques like the one

proposed here would be able to adequately protect this part

of the model. FVM uses a GCR solver, so that implement-

ing the FT-GCR version introduced here would give an

immediate comparison between it and, for example, IR-

GMRES in terms of resilience and overhead. Results could

be compared to those obtained with disk checkpointing or

replication to evaluate trade-offs and inform decisions.

Compressed checkpointing aside, the methods ana-

lysed in this paper chiefly, though not exclusively, con-

cern recovery from hard faults. The frequency of soft

errors in modern supercomputers presently is not pre-

cisely known to model developers. Bit-reproducibility

tests could relatively easily be set up for large model

configurations in order to start filling this knowledge gap.

Hardware vendors could offer valuable advice in these

efforts, which would have to be intertwined with verifica-

tion and validation (V&V) strategies. Indeed, bit-

reproducibility tests are a common verification step in the

testing of NWP models, but the protocol for these tests

and the interpretation of their results may need to be revis-

ited if more frequent soft faults have to be taken into

account. Indeed one strategy has been to routinely test

with alternative compilers and libraries to sample poten-

tial reproducibility issues. In addition to soft faults, the

use of massively threaded systems (accelerators), FPGA,

and special-purpose – such as AI – chips creates a huge

challenge for bitwise reproducibility. Overall bit-

reproducibility is realistic when executing only a few test

runs, while model checking can be used in workflows with

repeated code execution. For the latter, it is essential to

explore more sophisticated V&V techniques to assess the

correctness of NWP code. Today, a variety of V&V tech-

niques have been practised in other areas of computational

science and engineering (Roy, 2005; Roy and Oberkampf,

2011), and the HPC community has recognized the impor-

tance of V&V techniques in the areas of compiler optimi-

zation (Bentley et al., 2019), runtime (MPI and thread

scheduler, Chapp et al., 2015; Evans, 2018) and numerical

kernels (Demmel and Nguyen, 2015).

Finally, it can be argued that the operational use of

ensemble simulations for weather and climate introduces

another level of resilience, since individual ensemble mem-

bers are run in parallel. If a single simulation is crashing

due to a hardware fault, at least most of the members may

finish in time and still allow the delivery of a forecast.

However, it will be difficult to perform reliable forecasts

if the number and quality of ensemble simulations varies.

In general, the error of ensemble predictions will be pro-

portional to the sum of a constant that is dependent on the

quality of the forecast model plus a term which is propor-

tional to the inverse of the number of ensemble members

(see Leutbecher and Ben Bouallègue, 2020).

6. Conclusion

Performance of HPC facilities is expected to grow by an

order of magnitude and cross the exascale threshold in the

next decade. Time-critical numerical weather prediction,

climate monitoring and climate projection are at the fore-

front of exploiting the available HPC hardware and are

preparing for the challenges of using it effectively. Pro-

jected figures for failure frequencies question the assump-

tions on fault-free operating cycles that scientists have been

taking for granted. As research teams and operational cen-

tres overhaul their codes to rise up to the exascale chal-

lenge, enhanced scalable performance will be of little use

with algorithms operating in reduced precision, but plagued

by unchecked soft faults, and within workflows based on

unaffordable checkpointing schedules running on machines

with unknown reliability.

This report has reviewed potential pathways to algorith-

mic fault tolerance and computational resilience in numer-

ical weather and climate prediction. Existing numerical

techniques have been surveyed, ranging from

interpolation-restart and compressed checkpointing

approaches for iterative solvers to in-memory checkpoint-

ing, ULFM-based process and data recovery for MPI, and

advanced backup techniques. The methods were selected

because of their proximity to NWP practice – iterative

solvers for linear systems being a major component of

semi-implicit methods employed in most operational dyna-

mical cores worldwide, and MPI being the de facto stan-

dard for distributed-memory parallelism.

In order to strengthen the case for hardware and soft-

ware resilience, NWP scientists should reach out to other

scientific communities confronted with related issues. In

particular, machine learning efforts currently exert strong

impact on hardware developments. Therefore, an investi-

gation on the need for resilience in machine learning could

offer valuable insights and help to drive hardware develop-

ment. Wide-ranging multinational exascale projects cur-

rently under way provide ideal scientific arenas in which

to discuss and develop mitigating strategies against the

threats posed by increasing fault rates. The pressing need

for reliable and time-critical production of weather and

climate forecasts makes a compelling case for accelerating

the pace of such endeavours.

Authors’ note

The present paper stems from the ESCAPE-2 workshop on

fault-tolerant algorithms and resilient approaches for exas-

cale computing held in January 2019 at the Mathematics

Department of Politecnico di Milano. An earlier version of

the present paper was submitted as an internal ESCAPE-2

project deliverable.

Acknowledgements

We thank the authors of Agullo et al. (2016a, 2016b),

namely E Agullo, L Giraud, A Guermouche, J Roman, P

Salas, and M Zounon, for the permission to report the

20 The International Journal of High Performance Computing Applications XX(X)



description and numerical testing of the interpolation-

restart strategy in Sections 3.4 and 4, and Dr Christian
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Müller A, Deconinck W, Kühnlein C, et al. (2019) The ESCAPE

project: energy-efficient scalable algorithms for weather pre-

diction at exascale. Geoscientific Model Development 12(10):

4425–4441.
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