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Occlusion Boundary: A Formal Definition & Its
Detection via Deep Exploration of Context
Chaohui Wang*, Huan Fu*, Dacheng Tao Fellow, IEEE, and Michael J. Black

Abstract—Occlusion boundaries contain rich perceptual information about the underlying scene structure and provide important cues
in many visual perception-related tasks such as object recognition, segmentation, motion estimation, scene understanding, and
autonomous navigation. However, there is no formal definition of occlusion boundaries in the literature, and state-of-the-art occlusion
boundary detection is still suboptimal. With this in mind, in this paper we propose a formal definition of occlusion boundaries for related

studies. Further, based on a novel idea, we develop two concrete approaches with different characteristics to detect occlusion
boundaries in video sequences via enhanced exploration of contextual information (e.g., local structural boundary patterns,
observations from surrounding regions, and temporal context) with deep models and conditional random fields. Experimental
evaluations of our methods on two challenging occlusion boundary benchmarks (CMU and VSB100) demonstrate that our detectors
significantly outperform the current state-of-the-art. Finally, we empirically assess the roles of several important components of the
proposed detectors to validate the rationale behind these approaches.

Index Terms—QOcclusion boundaries, convolutional neural networks, fully convolutional networks, conditional random fields

1 INTRODUCTION

Cclusions are ubiquitous in 2D images of natural scenes (Fig. |I[)
They are introduced in the 3D-to-2D projection process during
image formation, due to overlap of the 2D extents (in the image
plane) of 3D components/surfaces. In this paper, we are interested
in these occlusion boundaries, each of which separates two 2D
regions projected from two parts of scene surfaces that overlap
locally in either of those two regions.

Occlusion boundary detection is of interest in computer vision,
image analysis, and other related fields (e.g., [1]l, [2], [3], [4]).
On the one hand, occlusions constitute an obstacle to designing
rigorous models and efficient algorithms in computer vision and
image analysis. Besides the lack of information on invisible scene
components, another main reason is that occlusions invalidate the
assumption that two neighboring pixels in a 2D image correspond
to two adjacent points lying on a common part of a 3D surface.
Despite often being violated, this assumption is often made,
either explicitly or implicitly, in existing methods (e.g., the use
of smoothness priors for aggregating spatial information in the 2D
image). The localization of occlusion boundaries would, therefore,
be very useful for overcoming this limitation and improving
the solution in these tasks. On the other hand, since occlusion
boundaries separate visible scene components from locally oc-
cluded components and usually correspond to an abrupt change
in depth (along the line of sight), these boundaries contain rich
perceptual information about the underlying 3D scene structure,
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Fig. 1: llustration of the ubiquity of occlusions and the variety of
local occlusion patterns (source image from [|17]]).

the exploitation of which would be beneficial in various visual
perception applications. For example, occlusion boundaries can
serve as important cues for object discovery and segmentation
(e.g., [4]l, [5]), since an object is generally delimited from its envi-
ronment by the isolation of its 3D surface. Indeed, psychologists
have long studied their importance in human visual perception
(e.g., Biederman [06], Gibson [7]). Hence, a number of studies
have been performed and various methods have been proposed to
detect occlusion boundaries in images and videos (e.g., [8], [9],
[[1O], 110, [12], [13], [114]l, [15]I, [16]).

In spite of their value, there is no unified definition of oc-
clusion boundaries in the literature and it is usually regarded as
a well-known concept. Previous works have provided their own
definitions (e.g., [10], [18], [[19], [20]], [21]), which nevertheless
refer to different concepts and exhibit one or more of the following
problems: (i) too abstract and lack clarity; (ii) not self-complete
and require the definition of other term(s) which in themselves are
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complicated; and (iii) inaccurate or even incorrect. For instance,
the most formal definition that we can identify is the one given
in [21]]: “occlusion boundaries are object boundaries that occlude
other parts of the scene - as opposed to within-object boundaries.”.
Nevertheless, such a definition is based on the definition of the
object, which depends on the specific application (e.g., tree detec-
tion regards the whole tree as an object, while leaf counter treats
every leaf as an object). Also, from the viewpoint of linguistics,
the term occlusion boundary should only involve the concepts of
occlusion and boundary, so as to be distinguished from other terms
commonly used in computer vision, such as: object boundary,
motion boundary, etc. Hence, here we propose a formal definition
of occlusion boundaries and illustrate its major connection with
depth boundaries, object boundaries and motion boundaries, so as
to serve for further exploration of this valuable concept in visual
perception and understanding.

Regarding the occlusion boundary detection, despite the con-
siderable number of studies, its state of the art is still unsatisfac-
tory. We believe that one main reason for this is that contextual
information has not been sufficiently explored in an efficient way.
With this in mind, here we are particularly interested in exploring
three main types of contextual information useful for occlusion
boundary detection: (i) local contextual correlations in pixel
labeliné]_-](e.g., 90, (100, (1], (121, (131, [114], [22]); (ii) contextual
correlations between the labeling of pixels (e.g., patches) and the
observations from the surrounding area of the region (e.g., [9],
[22]); and (iii) temporal contextual information contained in video
sequences (e.g., [10], [14]). Moreover, we aim to jointly model
these three types of information with advanced modeling tools
(e.g., deep models, graphical models) to better explore them and
boost occlusion boundary detection performance.

To better explore type (i) and (ii) of contextual information,
we propose the following main idea (referred to as L2S): let
us learn to establish a structural labeling map that estimates the
state of a relatively small patch “S” by performing the reasoning
on the observation in a relatively large image patch “L” with
the same center as “S” based on an advanced model (e.g., a
deep model). With respect to type (iii) contextual information,
we consider the scenario in which a video sequence is the input
datzﬂ (similar to many existing works such as [10], [[11], [12],
[13], [[14]]) and design an effective way to make use of such
information in the whole model. Finally, we develop two detectors
with different characteristics. The first consists of a convolutional
neural network (CNN) [23]] and a conditional random field (CRF)
[24]], [25]], referred to as L28-C? (see Fig. . It benefits from
a low requirement for training data, but suffers from additional
intrinsic errors introduced in the motion feature computation and
the CRF inference. Therefore, we attempt to further improve the
performance and show that our L2S idea can be implemented via
a specifically designed fully convolutional network (FCN) [26],
[27]. Based on this, we develop a second approach, referred to
as L2S-FCN (see Fig. E]) which performs better than L2S-C? but
requires much more training data.

Experimental evaluations based on two challenging occlusion
boundary benchmarks (CMU and VSBI100) demonstrate that our
detectors significantly outperform the current state-of-the-art. Fur-

1. Like most existing methods, we formulate the problem by endowing
each pixel with a binary variable denoting whether the pixel is on occlusion
boundaries.

2. Note that one proposed approach, L2S-C?, can also be applied directly to
the scenario where an individual 2D image is the input data (see Table .
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ther, we empirically demonstrate the importance of spatial and
temporal contextual information in occlusion boundary detection,
compare our methods with several alternatives to validate the
underlying rationale of L2S, and show how the performance of
L2S-FCN varies with respect to its two main parameters. These
studies are helpful for addressing related visual perception tasks
such as object localization and semantic segmentation.

The remainder of the paper is organized as follows. Following
the presentation of related work in the remainder of this section,
we introduce our definition of occlusion boundaries in Section
We then present the two proposed approaches for occlusion
boundary detection in Section [3] Experimental evaluations are
provided in Section[d] and finally we conclude in Section [5]

Related Work

Regarding the definition of occlusion boundaries, besides the def-
inition in [21]] discussed above, some other works have provided
their own versions. For example, occlusion boundaries are defined
as “extremal boundaries, where the viewing ray is tangent to the
object’s surface” in [[10], “pixels where the flow forward from a
frame is inconsistent with the flow back into the frame or where
the flow gradient has large magnitude” in [18]], “non-occluded
boundary pixels that circumscribe a dis-occluded region” in [19],
and “the border between two different depth planes” in [20]]. It can
clearly be seen that all these definitions exhibit one or more of the
aforementioned issue(s) with definitions.

Occlusion boundary estimation has attracted extensive atten-
tion in computer vision over the past few years. Several methods
have been proposed to detect occlusion boundaries in a single
image. For example, Saxena et al. [28] learn an MRF to capture
3D scene structure and depth information from single images.
Hoiem et al. [9]] demonstrate the importance of 2D perceptual cues
and 3D surface and depth cues for occlusion boundary detection,
and compute these geometric contexts to reason about occlusions
within their CRF model.

Due to the fact that occlusion boundary detection from a
single 2D image is ambiguous, many applications consider videos
or image sequences as inputs and extend occlusion boundary
detection to the temporal dimension. Apostoloff and Fitzgibbon
[29] observe that the T-junction is a particularly strong occlusion
indicator, and thus learn a relevance vector machine (RVM) T-
junction classifier on spatiotemporal patches and fuse Canny edges
and T-junctions to detect occlusion edges in the spatial domain.
Feldman and Weinshall [4] define the average of the second
moment matrix around a pixel as a gradient structure tensor by re-
garding the video sequence as a spatiotemporal intensity function,
and demonstrate that the smallest eigenvalue of this tensor is the
occlusion indicator. Stein and Hebert [10] exploit subtle relative
motion cues present at occlusion boundaries during a sequence of
frames and develop a global boundary model that combines these
motion cues and standard appearance cues based on an initial edge
detector [30]]. Black and Fleet [31]] represent occlusion boundaries
via a generative model that explicitly encodes the orientation
of the boundary, the velocities on either side, the motion of
the occluding edge over time, and the appearance/disappearance
of pixels at the boundary. Based on this model, the motion of
occlusion boundaries is predicted and thus information over time
is integrated. Stein and Hebert [32] utilize a spatio-temporal edge
detector to detect edglets and estimate edge strength, orientation,
and normal motion. Based on these, patches from either side of
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each detected edglet are extracted, and then their motions are
estimated and compared to determine whether the edglet belongs
to an occlusion boundary. Further, both motion boundaries and
image boundaries are combined within an MRF framework in
[33] to better reason about the occlusion structure in the scene
over time.

Although some aforementioned methods attempt to develop
discriminative occlusion features on a spatiotemporal volume,
recent works have shown that directly using flow-based occlu-
sion features as the temporal information is more convenient
and efficient. To name a few, Sargin et al. [11] introduce a
probabilistic cost function to generate a spatiotemporal lattice
across multiple frames to produce a factor graph. Boundary feature
channels are then learned using this factor graph by taking some
independent flow-based occlusion feature channels into account.
He and Yuille [12] argue that image depth discontinuities often
occur at occlusion boundaries and estimate the pseudo-depth
using the singular value decomposition (SVD) technique from
motion flow as a cue for their occlusion detector. Sunberg et al.
[13] recompute occlusion motion flows on each edge fragment
at region boundaries from the initial optical flow [34] based on
the observation that an occlusion boundary can be handled by
comparing the difference in optical flow in regions on either side.
Based on the Hedge algorithm [35]], Jacobson et al. [36] propose
an online learning approach to classifying each particle into one
of the predefined occlusion types (including non-occlusion) by
utilizing three consecutive images and the corresponding two
flow fields as the input. Reporting that local patch features are
unable to handle highly variable appearances or intra-object local
motion, Raza ef al. [|14] estimate temporally consistent occlusion
boundaries via an MRF model whose potentials are learned by
random forests using global occlusion motion features and a high-
level geometric layout on segmentation boundaries.

Contextual information already plays a proven important role
in many computer vision tasks such as object detection, local-
ization, and recognition [37]], [38], [39], [40]]. Recently, context
modeling has also been introduced to boundary detection. Dollar
and Zitnick [41]] adopt random decision forests [42] to capture
structural information of local patch edges. Weinzaepfel et al. [43]
extend [41] to video datasets and exploit temporal information
and static image cues to learn correlations between motion edges
within local patches (edges between motion objects).

Previous studies have suggested that the brain encodes contex-
tual information, and biologically inspired deep CNNs have been
shown to be powerful for feature extraction and description [44],
[45]]. This has motivated us to learn the internal correlation of an
occlusion boundary in local patches using the CNN framework.
Patch-level CNNs have been widely used in a variety of computer
vision tasks, with excellent progress made over recent years. For
example, Fan et al. [46] combine local image patches and a holistic
view in a CNN framework to learn contextual information for hu-
man pose estimation. Wang et al. [47] exploit physical constraints
in local patches using a CNN-based model for surface normal
estimation. Sun et al. [48]] and Li et al. [49] learn convolutional
features from multiple local regions for facial trait recognition.
Further, Sun et al. [50] formulate an MRF model to remove non-
uniform motion blur using the patch-level probabilistic motion
blur distribution by CNNs. Motivated by nearest neighbor rela-
tionships within a local patch, Ganin and Lempitsky [22] detect
edges by learning a 4 X 4 label feature vector for each patch and
matching against a sample CNN output dictionary corresponding
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to training patches with known annotation. Shen et al. [51|] make
use of the structural information of object contours in contour
detection by classifying image patches into different boundary
types and accordingly defining a special loss function for training
a CNN.

2 DEFINITION OF OCCLUSION BOUNDARIES

Computer vision studies (except studies based on 3D volumetric
image, transparency-related works, efc.) usually assume that the
scene of interest consists of completely and totally opaque com-
ponents, such that the image generation of such a scene can be
modeled as a set of colored 3D surface in R? (R™ denotes n-
dimensional Euclidean space) and a camera model [52]]. Let us
use S C R? to denote the union of all the 3D surfaces included in
the underlying scene, and IT : R3 ~— R? the 3D-to-2D projection
mapping involved in the camera model. Below, we first define
occlusion boundaries in the context of the continuous image and
then explain how to apply it to digital images.

Given a continuous image [ of interest with a 2D image
domain Q) C R?, occlusion boundary point is defined as follows:

Definition 1. Occlusion boundary point: ¥x € 0\ 9(Q), x is
occlusion boundary point iff there is no neighborhood Ny of
x and Sx C S, such that: S is entirely visible and its 2D
projection II(Sx) is Nx.

In the above definition, we do not consider the points on the
image border as occlusion boundary points. Broadly speaking, the
camera’s aperture boarder can also be regarded as a part of the
scene, in which case we can simply replace “vx € Q \ 9(Q)” by
“Vx € 27 in the definition.

Definition 2. Occlusion boundaries: the set of all occlusion
boundary points of the image I.

To apply definition |I| to a digital image, we only need to
recover the continuous neighborhood N in the continuous image
domain for the smallest discrete neighborhood N4 of a pixel x
(e.g., in case of 4-neighborhood, the smallest discrete neighbor-
hood consists of five pixels: x itself and its four neighbors), the
test of which is sufficient to determine whether x is occlusion
boundary point. To this end, we can simply regard a pixel occupies
a square in the continuous image domain and Ny is the union of
the squares of the pixels included in N,ﬁl. Note that the definition
leads to two-pixel-width boundaries, composed of the (inner)
boundary points of the two (local) regions on the two sides of
boundaries (referred to as the occluder-side and the occludee-side
hereafter). If we want to have a one-pixel-width boundaries, we
can simply take into account only the points of the occluder-side
or the occludee-side.

Note that a piece of occlusion boundary corresponds to the
end of some piece of occluding surface and usually implies abrupt
increase in depth (i.e., the distance to the camera) from the
occluder-side to the occludee-side. And depth boundaries, which
are the discontinuities of the ground-truth depth map for an image,
provide a great approximation of occlusion boundaries in practice,
in particular when the ground-truth 3D surfaces in the scene are
unknown. Furthermore, there is often relatively big variation of
other features (such as surface normal, brightness, efc.) between

3. For images of outdoor scenes, one can use a plane lying far enough away
from the camera or a ball of sufficiently large radius centered at the camera to
model the background such as sky.
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Fig. 2: Illustration of the CNN architecture and the output of several layers. For a 27 x 27 patch of the given input sequence,
we first extract Ny static and IV,,, motion feature maps, which serve as the input of the CNN (N; = 2 and N,,, = 3 in the current
implementation). The output of M azp3 layer corresponds to deep features that aggregate the high-level contextual information (referred

to as deep contextual features). fc3 layer outputs a probabilistic labeling map on a 7 x 7 patch.

the two sides of the occlusion boundary. From these, we can
see that occlusion boundaries contain rich information about the
underlying scene structure (in particular about the extent and
shape of the underlying objects corresponding to those occluding
surfaces), and provide very useful cues for scene construction and
understanding from 2D images.

Based on definition [I] according to whether the surface pro-
jected onto the two sides of a piece of occlusion boundary are from
the same object of interest in the scene, we can further get the
definitions of the self-occlusion boundaries (in the positive case)
and the object boundaries (in the negative case) of the image I.
This also indicates that the occlusion boundaries are the union of
the self-occlusion boundaries and the object boundaries. However,
different applications may have different object boundaries and
self-occlusion boundaries, since the definition of object depends
on how we specify the object in the application. For example,
(1) in tree detection, we regard the whole tree as an object,
and the occlusion boundaries between leaves as self-occlusion
boundaries; (2) in leaf counter, every leaf is an object and the
occlusion boundaries caused between leaves are object boundaries.
This demonstrates that, unlike object boundaries, the concept of
occlusion boundaries is application-independent.

Besides, motion boundaries, another type of boundaries
largely studied in computer vision, are defined as the disconti-
nuities of the ground-truth optical flow between two consecutive
frames [53]]. We can see that the definition of motion boundaries
depends on how we define/measure the discontinuities. This is
usually done via a thresholding process and different thresholds
lead to different ground-truth motion boundaries. Actually, such
discontinuities usually occur across the occlusion boundaries of
which the two (local) regions on the two sides exhibit a significant
motion difference, since the motion of the 2D projection of a piece
of entirely visible surface usually is usually smooth. In this sense,
if the discontinuity of optical flow is measured properly, the set of

motion boundaries boils down into the set or a subset of occlusion
boundaries, for the setting where the input data is video sequence.

VA
8

T ¥ )\ N

Fig. 3: Position sensitive box. The green box can provide more
discriminative features than the blue box, if we use either of them
to predict the category-level label of the red pixel.

3 OccLUSION BOUNDARY DETECTION VIA DEEP
EXPLORATION OF CONTEXT

3.1 Why L2S?

The L2S idea is mainly motivated by the belief that learning
boundaries in a small patch “S” from a large patch “L” with the
same center can better explore: (i) local contextual correlations
in pixel labeling; and (ii) contextual correlations between the
labeling of pixels and the observations from the surrounding
area |]3_2f[] Here, we further explain one more rationale for L2S
from the semantic segmentation perspective, since scene parsing
and occlusion boundary detection are highly correlated tasks
(occlusion boundaries often lie between neighboring regions of
different categories in the image domain). Scene parsing operates
at the region level, and a specific pixel may have different semantic
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labels in the prediction based on different regions, especially pixels
in boundary regions. For example, as shown in Fig.|3| to accurately
predict the category label of the red pixel, the features from the
green box are more discriminative than those from the blue box
since the green box contains more foreground information.

The above observation is reminiscent of position-sensitive
score maps (PSSM) proposed in [55[, [56], which reduce the
translation-invariance of deep convolutional architectures to bet-
ter address object detection and image segmentation with deep
models. The PSSM scheme of [55]], [56] is in fact a variant of
L2S, and L2S also implies the motivation of PSSM. In [55]], [56],
the PSSM scheme learns M? position-sensitive score maps by
considering M? neighboring regions from the feature maps. In
our L2S scheme, given an input patch, we learn and predict the
weighted occlusion boundary map on a smaller patch (of size
M x M) with the same center. That is to say, a specific pixel
has M? scores predicted from M? neighboring patches. From
this perspective, L2S and PSSM share a similar concept (Fig. ]
illustrates their connection). Finally, based on the aforementioned
observation regarding scene parsing, the proposed L2S makes the
regions on the two sides of the boundary more distinguishable and
thus is efficient for boundary detection, especially for object-level
boundaries (such as occlusion boundaries).

3.2 L2S-C? Approach

First, to accomplish L2S, we: (i) consider each individual pixel
patch as the unit of interest, and (ii) adopt a CNN to learn and
predict a patch’s occlusion boundary map based on the observation
of a larger patch of pixels with the same center. Second, we
efficiently explore and encode temporal contextual information
within the whole framework by adopting effective motion features
in the CNN. Finally, we use a CRF model to integrate patch-based
occlusion boundary maps and soft contextual correlations between
neighboring pixels to achieve occlusion boundary estimation for
the entire image. Each part is described below.

3.2.1 Patch-based Labeling using CNNs

We are interested in modeling and predicting labeling of
a patch of pixels based on the observation of a larger patch
with the same center via a structured learning/prediction process.
Mathematically, given the K -channel observed data on an N x IV
patch centered at pixel c, denoted x. € RE*N 2, we aim to
obtain the weighted occlusion boundary map y. € RM * on an
M x M (M < N) patch that is also centered at pixel ¢, which
is achieved via our structured CNN illustrated in Fig. 2] Below
we first briefly describe the architecture of our structured CNN
and then discuss the initial input features/cues used for occlusion
boundary detection.

CNN Architecture

We train a CNN using a cross entropy loss function to predict
the probability distribution in a small 7 X 7 patch from a large
27 x 27 image patch (e, M = 7 and N = 27 in our
experiments). The overall CNN architecture is shown in Fig. 2]
The input of our CNN consists of 3 static color channels and 2
temporal channels of size 27 x 27 (detailed in Section [3.2). The
CNN structure can be described by the size of the feature map
at each layer as follows: convl (32@25*%25) — maxpl —
LRN1 — conv2 (64@11*11) — mazp2 — LRN2 —
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convd  (96@6*6) — maxp3 — fcl (2048) — dropoutl —
fc2  (2048) — dropout2 — fc3  (49), which corresponds to a
probabilistic labeling map of size 7% 7. Here, conv, maxp, LRN,
fc and dropout denote the convolutional layer, max pooling
layer, local response normalization layer, fully-connected layer,
and dropout layer, respectively. The LRN scheme implements
a form of lateral inhibition, encouraging competition for large
activations in the neuronal output [57], [58]]. The dropout layer
is used to prevent units from co-adapting too much when training
a large neural network [59].

In our CNN architecture, the rectified linear units (ReLU's)
non-linear active function, f(z) = max(0, x), is followed by all
conv and fc layers except fc3. A sigmoid function is applied
to fc3 to obtain a probabilistic labeling map; and accordingly
the cross entropy loss function is adopted for the training process.
Furthermore, the output of M axp3 provides learned deep features
that aggregate the high-level contextual information (referred to as
deep contextual features), which are then used in the CRF model
(see Section[3.2.2)) to globally reason about occlusion boundaries.

Initial Features for Occlusion Reasoning

Many previous occlusion boundary detection methods have
attempted to extract various specific features that characterize
occlusions in raw images such as T-junctions, relative depths,
and other useful 3D scene properties [9]], [[12], [14]. However,
accurate automatic extraction of such features is also challenging.
To avoid these difficulties, we aim to perform occlusion reasoning
by using simple but effective initial features/cues. To this end, we
first convert an RGB image to Lab space and consider the gradient
magnitudes of the Lab maps as three feature maps for the CNN
model. In addition, we include optical flow-based motion features
to efficiently encode temporal contextual information in video
sequences to further improve detection performance. In particular,
the following two motion features, together with that of [60], are
exploited in the experiments:

o Motion Feature 1. The first occlusion motion feature O M F}
aims to capture optical flow discontinuity, which suggests
occlusion boundaries. We use f; 14+, (to € N *) to denote
the optical flow map from frame ¢ to frame ¢ + ¢g. To capture
the discontinuity of fi,4s,, we compute the unoriented
gradient magnitude GF} ;y+,:

GF iyt = |vft,t+t0‘ (D

Since both forward flow f; 1+, and backward flow f;;_+,
provide motion information from frame ¢, in order to achieve
robustness, we compute GF},_;  similarly together with
GF} 14+, and consider their geometric mean as one occlusion
motion feature OM F;:

OMF1 = \/GFt,t-‘,-tO * GFt,t—to (2)

o Motion Feature 2. The second occlusion motion feature
OMF5 models the fact that the consistency of the flow
ftt+t, and reverse flow fi 4+ is not satisfied when oc-
clusion occurs [61]. We measure these inconsistencies using
both location and angle, illustrated in Fig. |5} Let f; and f/
denote the flow values at location [ in the forward and reverse
flow maps f; ¢4+, and fi44, .+, respectively. If a point located
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Fig. 4: Illustration of the connection between PSSM (left) and L2S (right). Gray grid: image. Larger box: receptive field (or
input patch). Smaller box: label patch. Let us take the red pixel as an example. In PSSM, the red pixel receives M? scores from
M? neighboring larger boxes. In L28S, these M2 neighboring larger boxes are mapped to M2 neighboring label patches, all of which
contain the red pixel. In other words, they provide M? scores to the red pixel. PSSM and L2S are equivalent in this sense.

~— reverse flow

A

MOY asiana,

Fig. 5: Illustration of flow inconsistencies.

at [ in frame ¢ is visible at ¢ and ¢ + ¢, its correspondence
in frame ¢ + t( should be located at [ + f; and should return
to its start position [ after being transported to frame ¢ by the
reverse flow f/ +f,- And with respect to angle, flow fi and
reverse flow f] £ should be 7 apart if consistent. Hence, we
measure these inconsistencies as follows:

Lo =1fi+ fiipl 3)

0 P|@Q

—fiflyy, “4)
arccos{ Tillits ] } others

A=
where P and @ represent |f;| < 0 and |f], ;| < 0, respec-
tively, and are used to filter out the likely static pixels and
prevent the denominator of the formulation above from being
0 (6 = 0.01 * max; (] f;|) for each frame in the experiments).
Since both I" and A describe inconsistent properties when oc-
clusions occur, we combine them to obtain our inconsistency
descriptor ICy ++,, via a Gaussian smoothness process:

. _ler—y?
ICyt,(1) =D o(d—[I" =1))e” = Ti-Ai- (5)

1*

where o(z) = 1 when z > 0 and O otherwise, and d = 2
in the experiments. Similar to OM Fy, OM F5 also takes the
backward flow into consideration and is defined as:

OMFE, = \/ICtM0 5« I1Cy4y, (6)

3.2.2 Image-level Reasoning via CRFs

We then adopt CRFs to efficiently integrate patch-based oc-
clusion boundary maps and soft contextual correlations between
neighboring pixels, so as to achieve global occlusion boundary
estimation for the entire image. Here, we consider the most
common pairwise CRF with 4-neighborhood system used in
computer vision and image analysisﬂ In the CRF model, the
nodes correspond to the pixel lattice and the edges to pairs of
neighboring nodes. Let V and £ denote the node set and the edge
set, respectively. The CRF energy is defined as:

BE(x) =Y 6i(z)+ Y. 0Oi(zy) (M

=% {i,j}€€

Unary potentials (0;(+));cy are used to encode the data like-
lihood on individual pixels based on the patch-based probabilistic
labeling maps provided by the CNN presented in Section[3.2.1] by
defining 6;(-) as the negative logarithm of the average probability
Di(+) over all output patches that cover the pixel

0i(w;) = —log pi(x;) ¥

Let R; denote the deep contextual features of the local patch
centered at pixel ¢ provided by the maxp3 layer of our CNN,
and the [2 norm between R; and RR; is measured to capture the
dissimilarity between neighboring pixels % and j. To penalize dif-
ferent labels between neighboring pixels, the pairwise potentials
(055(-)) 4,51 c¢ between pairs of nodes are defined as:

0 if Ti =Ty

0ij(wi, xj) = { w-exp{— || Ri — R; ||} otherwise

where w is a weight coefficient balancing the importance of the
unary and pairwise terms (w = 2.1 in the experiments).

)

3.2.3 Implementation Details

We adopt the region detector provided in [62], which produces
a large number of small regions, so as to preserve nearly all types
of boundaries, including occlusion boundaries. The occlusion
boundary detection boils down to a binary classification problem
which determines whether the boundary between regions is or is
not an occlusion boundary, which is the same setting as many
previous works (e.g., [9], [10]], [13], [14]]). In order to address

4. The whole method is modular with respect to the choice of CRFs. A
main reason to adopt the pairwise CRF with 4-neighborhood system in the
experiments, instead of more sophisticated CRFs, is to demonstrate more
clearly the effectiveness of the whole method.
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the ground truth labeling bias (e.g., the original set of boundaries
created by [62] are often 1 or 2 pixels away from the correspond-
ing ground truth boundaries drawn by hand [[10]]), we consider all
pixels within 2 pixels of the boundaries obtained by [62] to pro-
duce image patchesﬂ To balance the number of positive patches
(patches containing an occlusion boundary curve) and negative
patches during training, we randomly sample 100,000 training
patches in a 1:1 ratio.

The optical flow computation is done via FlowNet [63ﬂ
The 3 image and 3 motion cue channels are the CNN input to
learn internal correlations around occlusion boundaries and predict
probabilistic labeling maps and extract deep contextual features
(see Section [3.2.1] for the motion cues computation and structured
CNN framework). Our structured CNN model is built based on
Caffe [64], developed by the Berkeley Vision And Learning Center
(BVLC) and community contributors. The CRF model is then
constructed to globally estimate occlusion boundaries for each im-
age using the probabilistic labeling maps and the deep contextual
features provided by the learned CNN model. Regarding CRF
inference, many powerful off-the-shelf algorithms can be directly
applied to solve the CRF model [25]]. We simply used sum-product
loopy belief propagation [65] to estimate approximate-marginal
probabilities of all nodes/pixels via message passing over the
graph, so as to get a probabilistic boundary labeling map on the
entire image and directly compare with previous methods using
the same quality metric, i.e., F-measure.

In the final step, we apply the method in Arbelaez et al. [62] to
remove isolated pixels and connect disconnected short lines that
might belong to a long boundary in our probabilistic occlusion
boundary map 7. This produces contour boundary map 2. We
then combine 7 and €2 by learning a weight factor o using SVM
to get obtain our final occlusion boundary detector &:

E=a*xn+(1—a)xQ (10)

The value of « is 0.65 in our experimentsﬂ

3.3 L2S-FCN Approach

The L.2S-C? approach presented in Section performs well in
occlusion boundary detection. However, it introduces additional
intrinsic errors caused by the following two facts:

e The occlusion motion features are modeled based on the
spatial discontinuity of the optical flow and the consistency
between the original and reverse flow maps. However, optical
flow estimation itself is an open problem in computer vision
and its state-of-the-art accuracy is generally still not satisfac-
tory. Further computation based on the computed flow would
lead to more errors and further debase the motion information
involved in optical flow.

o The image-level inference with CRFs is generally an ap-
proximate process due to its NP-hardness, which can also
introduce additional computational errors.

Hence, we attempt to further improve our L2S-C? and develop
a second approach referred to as L2S-FCN. We first introduce
the approach based on the structure (shown in Fig. [6) used in the
experiments by presenting the technical details with respect to two
main aspects, and then the implementation details.

5. This operation also prevents the CNN from paying too much attention to
the center of the label patch and assigning a high probability to it.

6. Except the experiment estimating how the performance of L2S-C? de-
pends on the accuracy of optical flow computation, as shown in Sectionm

7. The code will be released open-source on publication, same for L2S-FCN.

http://dx.doi.org/10.1109/TPAMI.2020.3039478

3.3.1 L2S via FCNs

Assuming that the feature map C (consisting of ¢ channels of size
h X w) and the feature vector F (consisting of f variables) are fully
connected, there should be f corresponding convolutional kernels
of size h X w X c (as illustrated in Fig. . Then, for C’, we can
obtain f channels of feature maps of spatial dimension H x W
via those convolutional kernels and some zero-padding operations
(to maintain the spatial dimension). In doing so, a feature vector
at a specific spatial location in F’ is fully connected to the
corresponding feature maps of spatial dimension i X w within
C’. Thus, the feature vectors for all those pixels are computed in a
single feed-forward step without any information loss. Moreover,
the connection between latent variables to latent variables is a
special case of the connection between C and F with h = w = 1.
It should be noted that L2S-FCN predicts M? position-sensitive
score maps, and for each position/pixel, the M? scores in the
channel dimension correspond to those of the small label patch
(M x M) around it in the original L2S-C? scheme.

As shown in Fig. [f] L2S-FCN takes two images (frame ¢ and
t + to) and the optical flow map between them as inputs, and
outputs the detected occlusion boundary map for the reference
frame ¢. The training of those five convolutional layers (illustrated
in Fig. @) is supervised by the M? position-sensitive score maps
to consider features from different receptive fields. Finally, all the
score maps are combined together via a group convolutional layer
to output the estimated occlusion boundary map. Last but not least,
in the whole scheme, the dilation strategy is adopted to extend the
receptive fields; the last convolutional layer is added to make the
network a little deeper; and those deconvolutional layers are used
to upsample the score maps.

3.3.2 Dense Supervision

To predict the label of a specific pixel, it is not true that the
larger the receptive field the better. Receptive fields of different
sizes may be suitable for recognizing different objects and thus
the boundaries between objects. This observation has previously
been exploited so as to enhance the performance of deep mod-
els. For instance, Xie and Tu [66] suggest giving supervision
to each convolutional block of a deep network architecture in
their holistically-nested edge detection (HED) approach. Liu et
al. |67] give supervision to each convolutional block in their richer
convolutional features (RCF) model for edge detection by jointly
using all the convolutional features within a convolutional block to
capture rich information. However, since the direct concatenation
of all the features within a convolutional block would have a
high memory cost, RCF resorts to further dimensionality reduction
operations, resulting in information loss. Here, to make full use of
these convolutional features, we choose to densely supervise (DS)
all individual convolutional layers in our network by providing
supervision to the outputs of those deconvolutional layers in Fig. [f]
and then fuse all output scores.

3.3.3 Implementation Details

As shown in Fig. m after two basic convolutional layers (includ-
ing two local normalization layers and two max pooling layers),
we obtain a set of convolutional features with spatial dimension
H/4 x W/4, where H and W are the height and the width
of the inputs. On top of the basic convolutional layers, three

8. The second image is only used to compute brightness warping errors,
following [|63]].

Copyright (c) 2020 IEEE. Personal use is permitted. For any other purposes, permission must be obtained from the IEEE by emailing pubs-permissions@ieee.org.
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Fig. 6: L2S-FCN. The illustration of the L2S-FCN approach (see text).
€ (hxwxc Last but not least, a set of ablation studies on L2S-C? and L2S-
( ) FW)
B R FCN are presented to show several of their important properties.
4.1 Experimental Setting
e € (HXWXc) < FHxwxf) 4.1.1 Benchmark

Fig. 7: Fully-connected layer to convolutional layer. Top: a
patch-level fully-connected layer (in L2S-C?). Bottom: the cor-
responding image-level convolutional layer (in L2S-FCN).

additional convolutional layers (C : ¢; ~ c3) with kernel size
3 X 3 and channel number 256 are used to make the network
a little deeperﬂ To perform reasoning on occlusion boundaries
at the image level without further downsampling operations, a
typical pooling strategy would make the network lose too much
information, while convolution with large kernels would seriously
challenge limited GPU memory. Thus, we choose to adopt a
dilated convolution technique, which introduces additional zeros
to extend the covered areas of the convolutional kernels. Our
experiments show that L2S-FCN performs well when the dilation
is 6. Moreover, an additional convolutional layer of kernel size
1 x 1 and channel number 1024 is adopted to make the mapping
function more complex. The insert concatenation is specifically
designed for L2S-FCN, so that those M x M score maps can
concatenate channel-by-channel according the label patch posi-
tions. Then, a group convolutional layer learns 5 x M? weights
for fusing the five M 2-score maps in a weighted manner.

4 EXPERIMENTAL RESULTS

In this section, we first introduce the experimental setting, and
then demonstrate the effectiveness of our L2S-C? and L2S-
FCN approaches in both qualitative and quantitative assessments.

9. In our experiments, we observe that more convolutional layers sharply
decrease the performance since our training images are limited and more
parameters lead to overfitting.

We evaluate the performance of 1.2S-C? and L2S-FCN on two
challenging occlusion boundary benchmarks: CMU [10] and
VSB100 [13].

CM U|E| is a widely used occlusion boundary benchmark con-
taining 30 video clips and where one single frame of resolution
480 x 640 is labeled for each video clip. Most previous works
on occlusion boundary detection (e.g., [10], [11], [12], [13[l, [68])
report their performance on this benchmark. It should be noted
that this benchmark is not officially split into training and testing
sets.

VSBI Oqﬂ was proposed by the Berkeley Vision Group for
boundary/motion boundary detection and video segmentation and
contains 100 videos (40 for training and 60 for testing). Manually
labeled boundaries are provided for several frames of each video.
For a labeled frame, several types of boundaries are provided
according to the segmentation, and one of these is close to
occlusion boundary (referred to as pseudo occlusion boundary).
Aiming to provide an occlusion boundary benchmark, Sundberg et
al. [13]] chose 100 frames (one for each video) to further process
their pseudo occlusion boundaries to improve the quality of the
occlusion boundary labeling.

4.1.2 Data Augmentation

Since the available occlusion boundary benchmarks only provide
a limited number of labeled images, various data augmentation
techniques are employed to prevent overfitting and to make L.2S-
FCN converge to a better solution, including: (i) size-scaling:
we pre-scale the data (i.e., the inputs and the corresponding
labeled boundary map) via 5 fixed factors: 0.5, 0.75, 1.0, 1.25,
and 1.5; (ii) random cropping: we randomly crop rectangles with
predefined sizes from the data; (iii) flipping: we horizontally flip
the data during the training process, and (iv) time-scaling: for
a reference image with a labeled boundary map, we compute
optical flow maps across different neighboring frames to constitute

10. http://www.cs.cmu.edu/~stein/occlusion_data/
11. https://www2.eecs.berkeley.edu/Research/Projects/CS/vision/grouping/
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additional training inputs for the same labeled boundary map. Only
flipping was used for L2S-C2 in our experiments thanks to its low
requirement for training data.

4.1.3 Performance Criteria

As many previous works on edge/boundary detection (including
those competitors [43], [62f, [66], [67], [69], [70]), we use the
following three criteria as quality measures: (i) optimal dataset
scale F-score (ODS): the best F-score (i.e., F-measure) on the
dataset obtained using a common threshold for all involved test
images; (ii) optimal image scale F-score (OIS): the aggregate F-
score on the dataset obtained with image-dependent thresholds;
and (iii) average precision (AP): the average of the precision on
the full recall range.

4.1.4 Other Details

The interval fy between the two input frames is fixed as 5.
Both L2S-C? and L2S-FCN are randomly initialized, driven by
some cross-entropy loss terms, and learned in an end-to-end
fashion during the training process. The stochastic gradient de-
scent optimization involved in deep learning follows a polynomial
decay strategy with a base learning rate of 0.0001, power of 0.9,
momentum of 0.9, and weight decay of 0.0005. Finally, L2S-
FCN is trained with a batch size of 4 on 4 TITAN X (Pascal)
GPUs with an input resolution of 320 x 512 for 50K iterations.

4.2 Qualitative and Quantitative Results

4.2.1 CMU
. Metric

Algorithm ODS ‘ OIS ‘ NG

OBFM [10] 0.48 - 0.47
POBD-SPL [11] 0.57 - 0.58
Pseudo-depth [|12]] 0.47 - 0.43
gPb+mg+6 [[13] 0.62 - 0.69
Gb [68] 0.62 - -

gPb-owt-ucm [|62] 0.466 0.536 | 0.425
SE [69] 0.423 0.430 | 0.368
LDMB [43] 0.577 | 0.623 0.680
HED [66] 0.542 | 0.563 0.519
RDS [[70] 0.533 0.539 | 0514
RCEF [67] 0.577 | 0.601 0.39
L.2S-C%, S1 0.637 | 0.689 | 0.765
L2S-C2, S2 0.634 | 0.674 | 0.745
L2S-C?, S3 0.651 0.697 | 0.795
L2S-FCNs-NMS 0.656 | 0.700 | 0.796

TABLE 1: Quantitative comparison on the CMU benchmark.
The top and middle subtables show the quantitative results of several
previous occlusion boundary detectors and representative edge detec-
tors, respectively. The bottom subtable shows the quantitative results
of L2S-C? and L2S-FCN. “Sk” (k = 1,2, 3) denotes the index of
the experimental setting for L2S-C2. “NMS” represents standard non-
maximum suppression [69]] (used hereafter), which is widely used to
thin detected edges.

Since the CMU benchmark only provides 30 labeled images,
which is not enough for image-level training, we train L2S-
FCN by adopting 2530 labeled images from the original VSB100
benchmark and then test on the 30 labeled images of CMU.
For LZS-CQ, we evaluate the method in the following three

http://dx.doi.org/10.1109/TPAMI.2020.3039478
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settings, where the quantity of the training data was much smaller
and 100, 000 patches randomly extracted from the training images
are used for training: (1) use all 100 frames labeled by Sundberg
et al. [[13] for the BVSD benchmark as training images and test on
all labeled images in the CMU benchmark; (2) similar to (1), but
instead of all 100 labeled frames, use only 15 frames randomly
taken from the 40 training frames as training images; and (3)
perform 2-fold cross-validation (the 15 images with even/odd
indices are regrouped into one fold).

A representative set of qualitative occlusion boundary detec-
tion results and a detailed quantitative comparisorE] are shown
in Fig. [8] and Table [1] Our L2S-C? and L2S-FCN approaches
outperform the state-of-the-art for all metrics. Moreover, the Pre
vs. Rec curves of the different methods are shown in Fig.[TI0] which
further demonstrate that the two L2S-based detectors outperform
those competitors by a significant margin, especially within the
recall interval of [0.4, 0.7]. With more training data, it is expected
that L2S-FCN would be able to further improve performance by
making the whole network deeper. The performance of L2S-C? in
all three settings demonstrates the weak dependence of L2S-C? on
the quantity of training data and that L2S-C? can achieve good
results when very limited labeled images are available for training.

4.2.2 VSB100
. Metric

Algorithm ODS | OIS | AP

gPb-owt-ucm [|62] 0.540 0.575 0.527
gPb+mg+4 [13] 0.56 - -

HED [66] 0.582 | 0.635 | 0.600
LDMB [43] 0.523 | 0.559 | 0.547
SE [69] 0.535 | 0.569 | 0.510
RDS [70] 0.597 | 0.660 | 0.637
RCF [67] 0.615 | 0.662 | 0.635
Boundary Flow [71] 0.597 0.632 0.566
L2S-C?, Sl 0.607 | 0.662 | 0.675
L2S-C2, S2 0.601 0.660 | 0.665
L2S-FCN-NMS 0.641 | 0.716 | 0.720

TABLE 2: Quantitative comparison on the VSB100 benchmark.
The quantitative results of several previous methods and ours. “Sk”
(k = 1, 2) denotes the index of the training setting for L2S-C2.

Since Sundberg er al. [13] is the only occlusion bound-
ary detection study that reported quantitative performance on
the VSB100 benchmark, we also used the 60 test images that
they labeled as the testing set. Regarding the training set, L.2S-
FCN adopts 1225 labeled images from the officially-specified
VSB100 training set and the CMU benchmark, while L2S-
C? is evaluated in two settings where the model is trained using
100, 000 patches randomly extracted from: (1) those 40 training
frames labeled by Sundberg et al. [|13] and all 30 labeled samples
in the CMU benchmark; and (2) 15 frames randomly taken
from the aforementioned 40 training frames. We also test several
related methods whose codes are available online. As shown in
Table [2| L2S-C? and L2S-FCN outperform these competitors by
a large margin. Fig. [0] shows a representative set of qualitative

12. The results of previous occlusion boundary detectors (see top rows in
Table |1 are taken from the original papers (AP values are from [[13]]), while
those of representative edge detectors (see middle rows in Table[T) are obtained
via experimental evaluation using authors’ codes, which are available online.

Copyright (c) 2020 IEEE. Personal use is permitted. For any other purposes, permission must be obtained from the IEEE by emailing pubs-permissions@ieee.org.
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img ground truth gPb-owt-ucm RCF L2S-C2 L2S-FCN
Fig. 8: Representative qualitative results on the CMU benchmark . Each row corresponds to one test sequence and consists of (from

left to right): a reference frame, the occlusion boundary ground truth, the occlusion boundary maps obtained by gPb-owt-ucm [62]], RCF [67],
our L2S-C? and L2S-FCN approaches, successively.
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Fig. 9: Representative qualitative results on the VSB100 benchmark . The whole figure consists of the upper and lower sub-figures.
Each column of each sub-figure corresponds to one test sequence and con51sts of (from top to bottom): a reference frame, the occlusion
boundary ground truth, and the occlusion boundary maps obtained by our L2S-C?and L2S-FCN approaches.

results. It should be noted that, when learning L2S-FCN for the
VSB100 benchmark, each convolutional layer only contains half
the number of channels (fewer parameters) used for the CMU
benchmark due to the decrease of the number of training images
by about a haliEl

From the results on both the CMU and VSB100 bench-
marks, we can conclude that L2S-FCN delivers better performance
than L2S-C? in those cases in which enough data with ground

13. Because of limited training samples and fewer parameters, we feed the
first image to pre-trained VGG-16 to extract 3 channels of convolutional
features from conv3-3.

truth are available to train the model, while L2S-C? provides a
good approach to the scenario in which it is problematic to obtain
enough training data for image-level training.

4.3 Ablation Studies of L2S-C>
4.3.1

We next present experimental resultsEl that estimate the contribu-
tion of each type of motion feature to our algorithm. From the
middle subtable of Table [3] it can be seen that: (i) the motion

Contribution of Temporal Cues

14. All ablation experiments are performed using the same data setting as
the evaluation on the CMU benchmark presented in Section 2T}

Copyright (c) 2020 IEEE. Personal use is permitted. For any other purposes, permission must be obtained from the IEEE by emailing pubs-permissions@ieee.org.
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Fig. 10: Precision-recall curves. The left and right subfigures show the precision-recall curves on the CMU and VSB100 benchmarks,

respectively, which are drawn following [62], [69].

context provides important cues that have a large impact on
occlusion boundary detection performance, and (ii) each of the
three motion features significantly contributes to the method’s
performance and jointly using them achieves the highest accuracy.
Furthermore, in order to evaluate how the method’s performance
depends on the accuracy of optical flow computation, in the
bottom subtable of Table EL we report the quantitative performance
achieved by using three typical optical flow algorithms proposed
by: Brox et al. [34], Sun et al. [73|] and Weinzaepfel et al. [[74].
Those similar scores demonstrate that our method is quite robust
with respect to the choice of optical flow algorithm.

Variants Metric
ODS [ OIS | AP

L2S-C?(FlowNet) 0.637 | 0.689 | 0.765
Static 0.523 0.596 | 0.577
Omf1 0.618 | 0.656 | 0.678
Omf2 0.612 | 0647 | 0.669
Omf3 0.611 0.647 | 0.665
L2S-C?(LDOF) 0.619 0.678 0.714
L2S-C?(ClassicNL) 0.634 | 0710 | 0.755
L2S-C?(Deepflow) 0.622 | 0.695 0.738

TABLE 3: Comparison between different temporal cues and op-
tical flow computation algorithms. The top row shows the baseline
setting “L2S-C?(FlowNet)”, where all three occlusion motion features
are used (i.e., the two presented in Section @ and that of [60])
and where the optical flow is obtained by FlowNet [63]. The middle
subtable shows the performance when replacing the used features in
the baseline setting. Static: L2S-C? without motion features. Omfi
(i = 1,2,3): L2S-C? with the ™ one of those three occlusion
motion features. The bottom subtable shows the performance of L2S-
C? with optical flow obtained by the LDOF [34], ClassicNL [73]], and
DeepFlow [[74] algorithms, successively.

4.3.2 \Validation of the choice of the L2S mapping

The way in which contextual information is explored (i.e., in L2S
we learn the mapping from a large patch “L” to a small patch
“S” with the same center as “L”) is a key component of the
method, since both the edge and node potentials in the final CRF
framework are related to the contextual information aggregated by
CNNs. To validate our choice, we compare it with the following
variants: (i) L2P: we learn the mapping from “L” to the pixel
at the center of “L”; (ii)) L2SP: we learn the mapping from “L”
to “S” by independently learning the mapping to each individual
pixel located within “S”; and (iii) L2L: we learn the mapping

from “L” to “L”, where the sizes of input and output patches
are equal. The quantitative results reported in Table ] show that
the method works best when the mapping is learned from “L”
to “S”. This observation can be explained as follows: (i) In L2P
and L2SP, the CNN concentrates more on learning the differences
between input samples to binary classify the whole input patch
without considering the structural correlation between the labeling
of the pixels within a local image patch; (ii) In L2L, contextual
correlations between the labeling of pixels and the observations
from the surrounding area are not considered. Besides, the fixed
training set would become over sparse for the model training if
“L” is too large; and (iii) L2S properly handles the aforementioned
issues exhibited in the variants so as to achieve better structural
features and labeling results.

Variants Metric

ODS | OIS | AP
L2P 0.601 0.660 0.680
L2SP 0.593 0.652 0.674
L2L 0.606 0.662 0.688
L2S 0.637 0.689 0.765

TABLE 4: Comparison of different mapping methods.

4.4 Ablation Studies of L2S-FCN
4.4.1 Influence of the Label Patch Size

To explore the influence of the label patch size for boundary
detection tasks and to find an optimal label patch size, we perform
experiments on label patches of side length 1, 3, 5, 7, and 9,
respectively, and the obtained quantitative metricq °| are shown in
Table [5] L2S-FCN performs best when the side length is 5 and
7. When the side length is 1, which is simply an image to single
boundary map structure (without L2S structure), the performance
is obviously lower than those of 3, 5, and 7, demonstrating the
effectiveness of our L2S idea. Moreover, L2S-FCN-9x9 performs
the worst, mainly because a pixel lying far away from the center
of a label patch cannot respond well to a fixed input region, which
significantly affects the training process.

4.4.2 Different Depths and Receptive Fields

Different receptive fields in different depths all contribute to
the final score, so here we report in Table [f] these scores for

15. Note that NMS [69] was not used in the experiments shown in Sec.
unless explicitly mentioned.
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Variants Metric

ODS | OIS | AP
L2S-FCN-1x1 0.610 0.668 0.718
L2S-FCN-3x3 0.619 0.675 0.739
L2S-FCN-5x5 0.646 0.689 0.764
L2S-FCN-7x7 0.640 0.689 0.761
L2S-FCN-9x9 0.605 0.673 0.711

TABLE 5: Comparison of L2S-FCN with different label patch
sizes. L2S-FCN-MxM means that the label patch size is M x M.

further analysis of L2S-FCN. The baseline model, which does
not consider different receptive fields (without DS), leads to an
ODS of 0.570. When adding dense supervision (different receptive
fields at different depths), it yields an ODS of 0.646, which
outperforms the baseline model by 13.3%. Also, we can conclude
from Table [6] that the increase in the depth number within a certain
range can include information from more scales of receptive fields
and improve final performance. However, due to data limitations,
a too deep network can result in overfitting.

Variants Metric
ODS | OIS | AP

Baseline 0.570 0.646 0.682
L2S-FCN-C1 0.577 0.643 0.700
L2S-FCN-C2 0.598 0.649 0.705
L2S-FCN-C3 0.646 0.689 0.764
L2S-FCN-C4 0.640 0.682 0.756
L2S-FCN-C5 0.622 0.670 0.743

TABLE 6: L2S-FCN of different depths. L2S-FCN-Cn denotes
L2S-FCN of depth n with DS. Baseline denotes L2S-FCN-C3 without
DS.

4.4.3 Study based on MPI Sintel Dataset

Last, but not least, we also conducted an ablation study based on
MPI Sintel [75], which is a synthetic dataset that provides a set
of animated films with ground-truth annotations for optical flow,
depth, and motion occlusion regions. We use the discontinuity
of the provided ground-truth depth maps to compute the pseudo-
occlusion-boundaries, due to the lack of the ground-truth 3D
surface. We split the original MPI Sintel videos into the training
and testing sets, where the latter consists of four animated films,
i.e., “alley_2”, “ambush_5”, “bandage_2" and “temple_2". As a
result, the training and testing set contain 748 and 195 images. We
resize the images to the resolution of 512 x 1024, and train our
L2S-FCNs model on a random crop of 512 x 512.

The quantitative results are reported in Table [/} On the one
hand, we compare L2S-FCN with the RCF [67], OMD [76],
and DOOBNet [TE] [77] methods, and L2S-FCN achieves the best
performance. On the other hand, we test L2S-FCN with optical
flow obtained by the DeepFlow [74], FlowNet [78[], FlowNet2
[[63], RAFT [79]] algorithms, and also the provided ground-truth
optical flow, successively. The obtained results demonstrate that:
(1) the performance of L2S-FCN depends on that of the optical
flow algorithm, which is logical; and (2) L2S-FCN is robust with
respect to the choice of the optical flow algorithm.

16. We reproduce DOOBNet on MPI Sintel dataset by removing the orien-
tation smooth L1 loss and adding the optical flow feature.
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Variants Metric
ODS | OIS | AP

RCF [67] 0.489 0.548 0.359
OMD [[76] 0.525 0.569 0.430
DOOBNet [77] (FlowNet2) 0.536 0.581 0.446
L2S-FCNs-NMS (FlowNet2) 0.570 0.617 0.498
L2S-FCNs-NMS (DeepFlow) 0.561 0.606 0.483
L2S-FCNs-NMS (FlowNet) 0.564 0.609 0.485
L2S-FCNs-NMS (FlowNet2) 0.570 0.617 0.498
L2S-FCNs-NMS (RAFT) 0.572 0.618 0.498
L2S-FCNs-NMS (GT) 0.586 0.631 0.506

TABLE 7: Quantitate Evaluation on the MPI Sintel dataset. The
top subtable shows the comparison between L2S-FCN and three alter-
native algorithms, while the bottom subtable displays the performance
of L2S-FCN with optical flow obtained by four representative algo-
rithms, and also the ground-truth provided by the dataset, successively.

5 CONCLUSION

In this paper, besides a formal definition of occlusion boundaries,
we have developed two occlusion boundary detectors following
the L2S idea so as to exploit contextual information including local
structural boundary patterns, observations from surrounding re-
gions, temporal context, and soft contextual correlations between
neighboring pixels. Experimental results demonstrate that both the
detectors significantly outperform the current state-of-the-art. Last
but not least, we empirically assess the roles of several important
components of the proposed detectors in exploring contextual
information to validate the rationale behind these approaches. In
the future, we would like to seek appropriate approach to reducing
the amount of human labor in labeling data for training L2S-FCN,
and search for sophisticated approaches to applying the L2S idea
to other challenging scene understanding problems.
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