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Abstract—Registration of multi-modal medical images is
an essential pre-processing step, for example, for fusion
or image guided-interventions. However, the alignment
process is prone to high variability in tissue appearance
between modalities, in addition to local intensity variations
and artefacts. This work introduces a robust multi-modal
registration approach that mitigates the undesirable effect
of such variability. Robustness is achieved using Huber’s
loss function for the data fidelity and regularization terms.
We propose a novel approach using Huber’s criterion,
which enables a jointly convex estimation of the motions
and the associated scale parameters. We formulate the
problem as a complex 2D transformation estimation and
investigate a robust total-variation smoothing, as well as a
dictionary learning-based data fidelity term. Experiments
are conducted using two datasets of multi-contrast MR
brain images.

Index Terms—Multi-modal registration, robust registra-
tion, Huber’s criterion, coupled dictionary learning, MR-
T1, MR-T2

I. INTRODUCTION

The registration of multi-modal images, such as multi-
contrast MR images or MR to computed tomography im-
ages, is an essential problem in medical image analysis.
Because multiple scans (acquired from different imaging
systems) can result in changes in the location or shape
of anatomical structures, many processing tasks such
as fusion, guided interventions or disease progression,
require that the images are first registered, i.e., aligned
to the same coordinates.

In order to align a pair of images, registration methods
usually seek to characterize either a feature-based or
dense (i.e., pixel-wise) spatial transformation that warps
one image to the other. Dense or intensity-based regis-
tration methods face a common challenge because of
the high variability in the tissue appearance between
different modalities. Most of the current methods rely
on mutual-information (MI) as a matching criterion [1]–
[3]. MI is a global criterion that does not incorporate
local information; this makes it also sensitive to local
intensity variations. Moreover, it is not designed to
handle imaging artefacts or noise. A different approach

first transforms the intensities into a domain where the
images share the same appearance [4], [5]. Registration
is then performed using classic similarity measures, such
as the sum-of-squared differences, also known to be
sensitive to intensity changes.

Robust loss functions provide an efficient way of
incorporating resilience to intensity variations. Huber’s
loss function is a typical choice in this context [6]. Like
most robust loss functions, Huber’s loss requires the esti-
mation of a scale parameter controlling outlier rejection
properties. However, the simultaneous estimation of the
parameters of interest and scale of the error terms is not
jointly convex from the standard maximum likelihood
(ML) perspective. An interesting jointly convex alter-
native is provided by Huber’s criterion [6]. In [7], the
Huber’s criterion formulation has been generalized to
the complex case in the context of multichannel sparse
recovery.

In this work, Huber’s loss function is used to incor-
porate robustness in the multi-modal image registration
problem. The proposed robust method aims to reduce
the impact of intensity variations and other registration
outliers. We adopt a two stage methodology where one
of the images is transformed to the appearance of the
other modality before performing registration. In the
first stage, a novel transformation method using coupled
dictionary learning (CDL) [8] is proposed. Instead of
using a global MI criterion, we follow a dense optical-
flow approach [9]. Finally, a Huber’s criterion-based for-
mulation leads to a cost function that is jointly convex in
the deformation to be estimated and the scale parameters
associated with Huber’s loss function.

II. ROBUST MULTI-MODAL REGISTRATION

A. Problem Formulation

Registration of two multi-modal input images I ∈
RN×M and J ∈ RN×M is achieved by estimating
a dense non-rigid deformation Z ∈ CN×M . At each
pixel position (i, j) in the image, we consider that the
deformation can be separated into a real horizontal and



imaginary vertical component, i.e., zij = uij + ivij ,
i = 1, .., N , j = 1, ...,M , and i = sqrt−1.

Let I be the reference image and Jr be the registered
version of J . Then

Jr(w) = J(w +Z) (1)

where W = X + iY , with X and Y denoting the
horizontal and vertical coordinates, respectively.

In the energy minimization framework, Z is typically
obtained by minimizing a cost function composed of
the sum a data fidelity term expressing the similarity
between the input images, and a regularization term

min
Z
{Edata(Z, I,J) + λEreg(Z)} (2)

where λ ∈ R+ controls the amount of regularization.
In this work, we use an optical-flow-based data fidelity
term, combined with a spatial smoothing term based
on total-variation [9]. The next subsection explains the
first step of the proposed method, which focuses on the
image transformation required for using optical-flow in
the context of multi-modal imaging.

B. Optical-flow Using CDL
Optical-flow is a well-established approach for esti-

mating dense deformations [9], [10]. As opposed to other
classic methods that make use of the image differences
directly, optical-flow has the key advantage of providing
a linear data fidelity term. The linear relationship be-
tween the images and the deformation is based on the
brightness constancy assumption, where it is assumed
that the intensity of a pixel remains constant over short
periods of time. A first order Taylor expansion leads to
the classic optical-flow constraint equations

∂tIij +∇xIijuij +∇yIijvij = 0 (3)

where ∂tI denotes the temporal derivative of the in-
tensities and ∇x, ∇y are the horizontal and vertical
spatial gradient operators. In the context of multi-modal
imaging, the brightness constancy assumption is does
not hold because of the drastically different appearances
between modalities. One solution to this problem is to
transform the intensities of one input image to match
the appearance of the second modality. Since it is not
straightforward to find such a transformation, we propose
to adopt a learning-based approach. Specifically, the
implicit mapping between the modalities is learnt using
CDL. This strategy allows us to obtain a data-driven
mapping that does not require designing a specific trans-
formation for each modality (or searching for relevant
features to be registered beforehand). After mapping the
images to the same modality, it is possible to use the
classic optical-flow approach.

CDL [8] aims to capture the relationship between two
input signals by finding their joint sparse representation

in two coupled dictionaries. In this work, we learn
two dictionaries DI and DJ capturing the implicit
appearance transformation between two medical imaging
modalities. Specifically, these dictionaries are learnt by
solving the following optimization problem [11]

min
DI ,DJ ,A

‖DIA− P(I train)‖2F + ‖DJA− P(Jrtrain)‖
2
F

s.t. ‖Ai‖0 ≤ K, ‖[DI ]j‖2 = 1, ‖[DJ ]j‖2 = 1,∀j, i
(4)

where I train and Jr
train are two registered training im-

ages, A is their joint sparse representation (with Ai

denoting the ith column of A), P is a binary patch
extraction operator, and K stands for the sparsity level.
Once the dictionaries are learnt, a new input image
J is mapped to the modality of I by first finding
its sparse representation A in the dictionary DJ (e.g.,
using Orthogonal Matching Pursuit (OMP) [12]). The
transformed image J̃ is then reconstructed using DI as

J̃ = P∗(DIA), (5)

where P∗ is the operator that places each patch in its
original position and averages overlapping patches. After
transforming the image J and obtaining J̃ , the optical-
flow equations (3) can be rewritten as

Iij − J̃ ij +∇xIijuij +∇yIijvij = 0, ∀i, j (6)

where the temporal derivative ∂tI has now been approx-
imated by I − J̃ . By denoting the complex gradient
with respect to the coordinates W as ∇, i.e., ∇Iij =
1
2 (∇xIij − i∇yIij), (6) leads to the data error term

ed(zij) = Iij − J̃ ij + 2Re[∇Iijzij ] (7)

C. Robust Cost Function Using Huber’s Criterion

The data fidelity and regularization terms in (2) also
require the choice of an appropriate loss function ρ.
As explained in Section I, we employ Huber’s loss
function in order to deal with the various outliers that
can be present in the context of multi-modal registration.
Huber’s loss function takes the following form [6]

ρ(e) =

{
|e|2 |e| ≤ σc

2c|e| − c2 |e| > σc,
(8)

where c is a user defined parameter controlling the
outlier rejection and efficiency properties, and σ is
the associated scale parameter. For example, a value
c = 1.345 provides 95% asymptotic relative efficiency
under Gaussian errors [13] (this is the value that will
be used in our experiments in Section III). Note that
Huber’s loss function can be viewed as a hybrid `2-`1
loss function where the relatively small errors are treated
with the `2-loss while large errors are penalized less
heavily using the `1-loss.



1) Huber’s Criterion: Solving (2) using Huber’s ro-
bust loss function requires an estimate of the scale
parameter for both Edata and Ereg. In the standard ML
approach, one minimizes the negative log-likelihood of
the data when the errors e are assumed to follow a prob-
ability density function of the form f(x) ∼ exp(−ρ(x)).
For example, the ML approach using Huber’s loss over
the data errors (7) yields the following data fidelity term

Edata,ML =
∑
i,j

ρ(ed[zij ]/σd) +NM log(σd), (9)

where σd is the scale parameter associated with ed.
The ML formulation in (9) has the disadvantage of not
being jointly convex with respect to the transformation
Z and the scale σd. This issue can be circumvented
using Huber’s criterion [13], which provides a jointly
convex alternative to the ML approach. Joint convexity
is achieved by reformulating Edata,ML as

Edata,HUB =
∑
i,j

ρ(ed[zij ]/σd)σd + 2NMβσd, (10)

with β > 0 being a fixed scaling factor used to obtain
Fisher-consistency for Gaussian errors and computed
using the predefined parameter c (see [13] for more
details on the computation of this parameter).

2) Final Cost Function: After transforming one of
the images using the CDL approach presented in Subsec-
tion II-B, a cost function of the form (2) is constructed by
combining the optical-flow-based term (7) with a regu-
larization enforcing a smooth deformation. As explained
above, we use Huber’s criterion in order to bypass the
non-convexity of the ML approach, and obtain the final
jointly convex minimization problem

min
Z,σd,σr

∑
i,j

ρ

[
Iij − J̃ ij + 2Re[∇Iijzij ]

σd

]
σd (11)

+λ
∑
i,j

ρ

[
∇∗zij
σr

]
σr + 2NM(βσd) + 2λNM(βσr)

where the first term corresponds to the optical-flow
constraint using the transformed image J̃ and the ref-
erence image I , while the second term stands for the
smoothness constraint weighted by the parameter λ.
Specifically, the use of Huber’s loss for the regularization
term ensures that the gradient of the deformation field
changes slowly, while allowing for some discontinuities.
Note that the associated scale parameter is denoted σr
and ∇∗ stands for the complex conjugate gradient , i.e.,
∇∗zij =

1
2 (∇xuij −∇yvij) +

i
2 (∇yuij +∇xvij).

D. Minimization
The minimization of (11) is carried out using a gradi-

ent descent approach for the deformations Z, combined
with a fixed point update of the scale parameters σd and

σr. The fixed point iteration is obtained by equating the
gradient of (11) to zero. The final registered image is
obtained using (1).

III. EXPERIMENTS

The proposed method is compared to the multi-
modality non-rigid demons algorithm [14], which is
a multi-modal version of the classic demons algo-
rithm [15]. This method incorporates the mutual-
information criterion by transforming the images from
one modality to the other using 2D mutual histograms.
The estimated transformation is dense, and smoothed
at each iteration of the algorithm using Gaussian filter-
ing. A multi-resolution scheme is used to handle large
deformations. We will refer to this method as MM-
demon. The registration performance of each method
is measured using the root-mean-squared error (RMSE)
between the true and estimated deformations.

A. Datasets

The proposed robust registration method is evaluated
using two publicly available datasets of mutli-contrast
MR images, namely ALBERT [16] and The Whole Brain
Atlas1. The former dataset contains neonatal MR brain
images, while the latter depicts various brain diseases,
such as strokes, Alzheimer’s, etc. All multi-modal pairs
of images are originally registered in both datasets,
which allows us to have a ground-truth for performance
evaluation. A subset of these registered images will also
be used in the learning phase (the CDL step described in
Subsection II-B). For each pair, we then apply different
dense deformations to one of the images (this will be the
image to be registered). An example of a pair of input
images, as well as the image obtained after deformation,
is shown in Fig. 1.

Fig. 1: Examples of an (a) input MR-T2 image (I),
(b) input MR-T1 image and (c) the T1 image (J ) after
deformation.

1Available at http://www.med.harvard.edu/AANLIB/



Fig. 2: The transformed image (J̃ ) obtained for the T2
image shown in Fig. 1-a.

B. Transformation Learning Using CDL

The first step of the proposed method focuses on learn-
ing the implicit transformation between multi-contrast
MR images. A total of 50000 patches of size 8×8 pixels
were extracted from The Whole Brain Atlas dataset and
used as a training set.2 The sparsity parameter was set to
K = 15 with a dictionary size of 64×900. Fig. 2 shows
the image J̃ obtained by transforming the T1 image J
in Fig. 1-a to the appearance of the T2 modality. Notice
that the outer edge of the original T1 image does not
appear in this transformed version of the T2 image.

C. Registration Performance

Two types of deformations were applied to the test
images before registration. First, the performance was
tested using simple translations of 1 pixel in both
the horizontal and vertical directions. The second type
of deformations were generated using a Free-Form-
Deformation model based on B-splines, with different
magnitudes. These non-rigid transformations were larger
than those of the first category.

Tables I and II show the RMSEs obtained for all the
images in both datasets. The errors obtained using the
proposed method with c → ∞ (i.e., non-robust setting
denoted by NR) are provided for comparison. The results
show that the proposed method outperformed the MM-
demon algorithm for all experiments. However, we can
observe some differences in the gap between the errors
for the different types of deformations. Specifically, we
can see a more significant improvement in the case
of small translations (Table I). This can be explained
by the fact that the proposed method does not use
a multi-resolution scheme in order to deal with large
deformations.

Overall, the proposed robust method performed better
than its non-robust version, showing the benefits of ro-
bustness. The pixels that are treated differently with these
two approaches correspond to data or spatial outliers.
These are the pixels that result in errors greater than

2These training images were excluded from the registration evalua-
tion set.

Dataset Brain Atlas Neonatal
MM-Demon 2.75 1.91
Proposed NR 0.88 0.53
Proposed R 0.74 0.49

TABLE I: RMSE for rigid deformations

Dataset Brain Atlas Neonatal
MM-Demon 3.02 2.21
Proposed NR 2.28 1.80
Proposed R 2.08 1.65

TABLE II: RMSE for non-rigid deformations

Fig. 3: Resulting (a) data and (b) spatial outliers for the
images in Fig. 1. The pixels corresponding to outliers
are shown in white color.

the outlier rejection threshold defined by c and σd or
σr. Fig. 3 shows an example of data and spatial outliers
obtained for the images in Fig. 1. One can see that in
this example, outliers corresponded to the outer edge of
the brain. This is the fat layer that can be observed in the
T1 images but is relatively dark in the T2 modality (see
Fig. 1). This shows how the proposed robust formulation
can account for high variabilities in tissue appearance.

IV. CONCLUSION

This paper has presented a robust method for the
registration of multi-modal images. A first preprocessing
step using coupled dictionary learning has been used
to transform the appearance of the images from one
modality to the other. In a second step, registration has
been performed by minimizing a robust cost function
composed of an optical-flow and spatial regularization
terms using Huber’s loss function. One more contribu-
tion of this work focuses on taking advantage of Huber’s
criterion formulation, providing a jointly convex cost
function with respect to the image deformation field
and its scale parameters. Finally, experimental results
obtained using two datasets of multi-contrast MR images
have shown the improved robustness of the proposed
approach.
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