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ABSTRACT

We present a deep learning method able to accurately predict
quantitative perfusion maps from raw perfusion sequences,
even in low-dose regimes of gadolinium-based contrast agent.
The proposed stU-Net architecture is composed of a 2-
dimensional decoder and a 3-dimensional encoder able to
exploit spatio-temporal regularities by learning convolutional
filters that jointly act on the spatial and temporal domains.
The method is evaluated on a public data set containing 49
patients with brain tumors, using an original approach to
simulate low-dose perfusion sequences.

Index Terms— Perfusion imaging, glioma, gadolinium,
low-dose, deep learning, simulation.

1. INTRODUCTION

From raw perfusion sequences to quantitative maps. Perfu-
sion MRI is an advanced biomedical imaging technique that
allows to visualize and quantify the blood supply of an or-
gan, such as the brain or the heart. The surveys [1] and [2]
show that perfusion MRI is widely used in clinical practice,
notably in neuroimaging for the initial diagnosis and treat-
ment planning of stroke and glioma. Dynamic susceptibil-
ity contrast (DSC) is the most widespread perfusion tech-
nique: a gadolinium-based contrast agent (GBCA) is injected
intravenously to the patient and rapid repeated T2? imaging
is performed to obtain a temporal sequence of 3D images.
Quantitative maps of relevant parameters, such as the cerebral
blood volume (CBV) or the cerebral blood flow (CBF), are
computed from these raw perfusion sequences before analysis
by the radiologist [3, 4]. Different perfusion post-processing
software solutions are freely or commercially available [4,
5, 6]. They rely on microvascular models that are fitted in
a voxel-wise fashion. The estimation of quantitative perfu-
sion maps is classically framed as a deconvolution problem,
requiring the preliminary estimation of the so-called arterial
input function (AIF) by manually or semi-automatically de-
lineating a large artery in the raw perfusion sequence [4].

Limits of classical deconvolution approaches. The robust and
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Fig. 1. Cerebral blood volume (CBV) maps computed from
full, half and quarter-dose DSC-perfusion sequences with ei-
ther the classical deconvolution approach of Verbena [6], the
deep learning method proposed in [8], and our stU-Net.

repeatable estimation of perfusion quantitative maps is no-
toriously difficult for three main reasons [2, 4]: (i) raw se-
quences typically exhibit low signal-to-noise ratios (SNR),
(ii) deconvolution approaches are mathematically sensitive to
noise, and (iii) manual inputs are required from the user. In
addition, recent clinical guidelines advocate for more parsi-
monious GBCA injections [7]. As reducing the injected vol-
umes below the standard 0.1 mmol/kg dose would further de-
grade the SNR of raw perfusion sequences [4], the practical
feasibly of low-dose perfusion remains unclear today.

Deep learning approaches to perfusion. In [8] and [9], the
authors propose deep learning methods able to reproduce



reference quantitative maps directly from the corresponding
raw perfusion sequences, in a fully-automatic fashion. Such
model-free, purely data-driven approaches notably circum-
vent the classical deconvolution approach, and are shown to
be more robust to noise. One fundamental strength of these
approaches is the ability for the neural network to learn by
itself powerful regularizing priors. For instance, in [8] the
“spatial correlation” module learns adapted 2-dimensional
(2D) convolution filters that enforce some level of spatial
smoothness in the produced quantitative perfusion maps,
therefore enhancing the robustness of the method when ex-
posed to noisy data. Similarly, [9] resort to 2D convolutional
neural network (CNN) architectures able to learn and lever-
age the natural spatial regularity of imaging data. By contrast,
these methods differ in their management of the temporal di-
mension of raw perfusion sequences: [8] resort to a “sequence
encoder” module based on 1D convolution filters, when [9]
treats each frame of the perfusion sequence as an independent
color channel.

Contributions. In this paper, we introduce the spatio-temporal
U-Net (stU-Net) architecture, designed to predict quantita-
tive maps from raw perfusion sequences. This CNN notably
differs from previous works in its original combination of
a 2D decoder with a 3D encoder able to exploit the intrin-
sic spatio-temporal regularities of perfusion data by learning
convolution filters that jointly act on the spatial and tempo-
ral domains. This core “(2+1)D” computational unit gener-
alizes the architecture of [8], to which the performance of
our method will be compared, on a public data set of 49 pa-
tients with brain tumours. We also propose a simple and
lightweight method to simulate low-dose acquisitions by arti-
ficially degrading reference perfusion sequences, allowing the
evaluation of the stU-Net on sequences acquired with reduced
amount of contrast agent.

2. SIMULATING LOW-DOSE PERFUSION

According to the classical DSC-perfusion theory, the tempo-
ral signal S(t) in each voxel of the raw sequence varies lin-
early with the concentration C(t) of GBCA this voxel con-
tains at any time t [4]. In practice, only a noisy version of
the true signal can be observed at a discrete set of regularly
spaced time points t ∈ t0, t1, . . . , tT , typically every second:

S(t) = S(0) + κ · C(t) + ε(t) where ε(t)
iid∼N (0, σ2

ε ).

Assuming that the temporal dynamics of C(t) are slow with
respect to the temporal sampling interval ∆t = tj+1 − tj ,
we can write C(t) ≈ C(t) where the operator (.) denotes a
local average. Note that this hypothesis is reasonable since it
actually corresponds to a desired behavior when the operator
selects the sampling interval ∆t. Since the noise distribution
is assumed independent of time, we can finally write ε(t) ≈ 0
and therefore ε(t) ≈ S(t)− S(t).

𝑺𝒅(𝒕) ← 𝑺(𝒕) − (1 − 𝑑) ) 𝑺(𝒕) − 𝑺(𝟎)

Original sequence, full-dose

Simulated sequence, half-dose

Fig. 2. Artificial degradation method for the simulation of
low-dose DSC perfusion sequences. Based on an original
perfusion sequence (top right image), a synthetic 50%-dose
sequence is simulated (bottom right image).

Introducing now the artificial dose reduction factor 0%≤
d≤ 100%, we argue that the signal Sd that would have been
observed instead of the reference signal S if the injected
GBCA dose had been reduced by a factor d, writes:

Sd(t) = S(0) + κ · C(t)× d+ ε(t)

≈ S(t)− (1− d) ·
[
S(t)− S(0)

]
. (1)

This synthetic signal Sd can be easily computed for any ref-
erence signal S or artificial dose reduction factor d. Figure 2
displays an example of the proposed approach.

3. THE stU-NET ARCHITECTURE

Figure 3 summarizes the proposed stU-Net architecture, de-
signed to predict perfusion quantitative maps from raw per-
fusion sequences. Inspired by the classical 2D U-Net archi-
tecture for biomedical segmentation [10], the stU-Net is a hy-
brid 2/3D CNN that performs 3D convolutions with or with-
out striding in its encoding part, and alternates between 2D
transposed convolutions and regular 2D convolution in its de-
coding part. The encoder is fed with temporal sequences of
2D “strips”, i.e. rectangular 2D patches, extracted from the
raw perfusion data. The successive frames are stacked as a
third dimension, homologous to the two spatial ones, allow-
ing the network to naturally perform spatio-temporal convo-
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Fig. 3. Architecture of the stU-Net, designed to predict perfusion quantitative maps from the corresponding raw sequences.

lutions, using anisotropic kernels of size 3×3×7 with stride 1
or size 2×2×4 with stride 4. The decoder predicts 2D quan-
titative map strips by chaining purely spatial convolution-like
kernels of size 5×5 with stride 1 or size 2×2 with stride 2. To
ensure the dimensional consistency, the skip connections per-
form a max-pooling reduction in the temporal dimension of
the intermediate (2+1)D feature maps computed by encoder.

The stU-Net is trained for 200 epochs by the Adam op-
timizer with default hyper-parameters to minimize the L2
loss between its predictions and target perfusion maps, pre-
computed from the raw sequences using a third-party soft-
ware of reference. During training, data strips are sampled
regularly from the original images with a stride of 8. At test
time, strips of raw perfusion sequences are sampled with a
stride of 1 and all the predictions are assembled by averaging.

4. EXPERIMENTS AND RESULTS

4.1. Validation of the low-dose simulation method

We validate the artificial degradation method proposed in Sec-
tion 2 using DSC-perfusion data acquired from a rat. The ani-
mal is injected in a first session with a standard 0.10 mmol/kg
dose of GBCA, and in a second session the following day
with a reduced dose at 0.05 mmol/kg. The full-dose perfusion
sequence is artificially degraded into a simulated half-dose se-
quence, as devised by Equation 1 with d= 0.5. The average
brain signals are then extracted using manual segmentation,
and visually compared to each other. We can finally verify
on Figure 4 the good agreement between the simulated and
target half-dose signals, as theoretically expected.

4.2. Evaluation of the tUNet predictive performance

Data and pre-processing. We evaluate the predictive perfor-
mance of the stU-Net on a public data set containing 49 pa-

tients with brain tumors [11, 12], that we randomly split into
training, validation and test subsets respectively composed of
25, 12, and 12 subjects. Raw brain DSC-perfusion sequences
are readily available for all subjects, along with individual
segmentation maps large vessels from which we estimate the
AIF. We generate reference quantitative CBV maps using the
SVD pipeline of Verbena v4.0, freely distributed as part of the
FSL v6.0 software suite [6, 13, 14]. Corresponding pairs of
raw DSC sequences and CBV maps are individually cropped
on square prisms tightly fitted on the brain voxels, and each
slice is then resampled to a 256×256 size. The DSC and
CBV signals are then standardized using the brain content
statistics, and clipped to the [-5, 5] interval in order to re-
move extreme values. All DSC frames are normalized simi-
larly, according to the signal statistics of the first five frames
only. In addition to this reference “full-dose” data set, we syn-
thesize corresponding “half-dose” (d = 50%) and “quarter-
dose” (d = 25%) perfusion sequences, following the simu-
lation method presented in Section 2. The same previously-
described preprocessing steps are similarly applied.

Results. The performance of the proposed stU-Net method
is evaluated in three scenarios: reproducing the reference
Verbena-computed CBV maps from the original perfusion
sequences, from the synthetic half-dose sequences, and from
the synthetic quarter-dose sequences. This performance is
compared to the state-of-the-art method of Hess et al. [8], and
to the SVD pipeline of Verbena for the two low-dose scenarii.

Figure 1 qualitatively plots the obtained results, for an
arbitrarily-picked test case. The CBV map computed by Ver-
bena [6] from the original perfusion sequence (top-left fig-
ure) plays the role of ground truth, to which all others maps
should be compared. We see that the Verbena maps are signif-
icantly degraded in the lower-dose scenarii, and especially in
the quarter-dose case where the tumour region is catastroph-
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Fig. 4. Representative snapshots from DSC-perfusion se-
quences acquired from a rat (top row figures) or simulated
by artificial degradation (bottom-left figure). Brains are man-
ually delineated (blue, yellow and red line), and their respec-
tive average signals are plotted on the bottom-right figure.

ically misestimated. By contrast, the two deep learning ap-
proaches appear to produce more consistent results across the
different doses regimes. The method of Hess et al. [8] seems
however unable to reconstruct the small-scale details of the
ground truth and to over-estimate the CBV values in the tu-
mour region. On the other hand, the stU-Net predicts the most
resembling CBV maps, as quantitatively confirmed by the L1
metric values (averaged across all slices).

Table 1 reports quantitative results, in terms of the L1,
tumor-averaged L1 (t-L1), L2, tumor-averaged L2 (t-L2) and
structural similarity (SSIM, see [15]) performance metrics.
We first note that in the full-dose scenario, the method of
Hess obtains of performance of 34.01×10−2 for the L1 metric
i.e. approximatively 3% of the total signal variation range [-5,
5], in line with their published results on a different data set of
stroke patients (clipped-L1 performance of 0.524 versus a sig-
nal range of [0, 20], i.e. 3% as well). However small, this dis-
crepancy remains superior to the L1 performance of 22.69×

10−2 obtained by the deconvolution-based Verbena software
in the harder half-dose scenario, suggesting that the perfor-
mance of Hess’ method is not optimal. In the quarter-dose
regime, Verbena is although outperformed, as all its perfor-
mance metric drop sharply (L1 metric of 46.16×10−2). Fi-
nally, we can read that in all scenarii and for all metrics, the
stU-Net outperforms on average both the method of Hess and
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L2 (10−2) (n/a) 38.71 (15.06) 8.38 (3.52)

t-L2 (10−2) (n/a) 26.30 (67.29) 5.93 (6.44)

L1 (10−2) (n/a) 34.01 (5.49) 17.58 (4.05)

t-L1 (10−2) (n/a) 26.89 (21.51) 16.52 (9.37)

SSIM (%) (n/a) 63.16 (5.71) 82.08 (5.02)
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L2 (10−2) 15.97 (3.70) 39.00 (15.95) 8.86 (2.98)

t-L2 (10−2) 11.24 (15.50) 28.09 (72.44) 3.95 (4.17)

L1 (10−2) 22.69 (3.70) 33.87 (6.04) 18.97 (3.76)

t-L1 (10−2) 20.62 (14.59) 27.31 (22.47) 13.96 (7.07)

SSIM (%) 77.90 (4.22) 63.67 (5.47) 79.19 (5.17)

¼
-d
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L2 (10−2) 70.90 (74.47) 39.82 (15.86) 9.68 (2.72)

t-L2 (10−2) 38.67 (43.45) 30.06 (70.35) 6.26 (7.48)

L1 (10−2) 46.16 (19.11) 34.72 (6.09) 18.22 (2.35)

t-L1 (10−2) 41.66 (24.32) 30.07 (22.32) 17.53 (10.89)

SSIM (%) 59.08 (6.57) 62.78 (5.37) 81.36 (3.91)

Table 1. Means and standard deviations of the L2, t-L2, L1, t-
L1, and SSIM performance metrics achieved in the full-dose,
half-dose and quarter-dose scenarii by the SVD pipeline of
the Verbena software [6], the state-of-the art method of Hess
et al. [8], and our proposed stU-Net approach. Verbena gener-
ated the reference full-dose CBV maps, and therefore cannot
be evaluated in this scenario (indicated as n/a in the Table).
Metrics are only computed on the test cases. The best metric
of each row is indicated in bold, the second best is underlined.

Verbena, achieving a minimal L1 discrepancy of 17.58×10−2

in the full-dose scenario.

5. DISCUSSION AND CONCLUSION

We proposed a deep learning method able to accurately
predict quantitative perfusion maps from raw perfusion se-
quences, even in low-dose regimes of GBCAs. The spatio-
temporal U-Net architecture, or stU-Net, combines a 2D de-
coder with a 3D encoder able to learn and leverage the spatio-
temporal regularities of perfusion sequences, and showed
superior performance to the current state-of-the-art on a pub-
lic data set of patients with brain tumors. We also proposed a
simulation approach to simulate synthetic low-dose perfusion
sequences, and used it to benchmark the robustness profile of
our approach as well as relevant related algorithms.

Basing our experiments on the publicly-available Verbena
software to generate reference quantitative maps has the ad-
vantage of fostering reproducibility. However, this also repre-
sents a limit of our work, as Verbena is not a clinical standard.
In future work, we may explore the opportunity of using mul-
tiple reference quantitative maps generated from a collection
of software solutions when training our deep learning method.
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