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System-Level Logical Execution Time:
Augmenting the Logical Execution Time Paradigm for
Distributed Real-Time Automotive Software

KAI-BJÖRN GEMLAU, LEONIE KÖHLER, ROLF ERNST, TU Braunschweig, Germany
SOPHIE QUINTON, Inria Grenoble Rhône-Alpes, France

Logical Execution Time (LET) is a timed programming abstraction, which features predictable and composable
timing. It has recently gained considerable attention in the automotive industry, where it was successfully
applied to master the distribution of software applications on multi-core electronic control units (ECUs).
However, the LET abstraction in its conventional form is only valid within the scope of a single component.
With the recent introduction of System-Level Logical Execution Time (SL LET), the concept could be transferred
to a system-wide scope. This article improves over a first paper on SL LET, by providing matured definitions
and an extensive discussion of the concept. It also features a comprehensive evaluation exploring the impacts of
SL LET with regard to design, verification, performance and implementability. The evaluation goes far beyond
the contexts in which LET was originally applied. Indeed, SL LET allows to address many open challenges
in the design and verification of complex embedded hardware/software systems addressing predictability,
synchronization, composability, and extensibility. Furthermore, we investigate performance trade-offs and we
quantify implementation costs by providing an analysis of the additionally required buffers.

CCS Concepts: •Computer systems organization→ Embedded software;Real-time systems;
Distributed architectures.

Additional Key Words and Phrases: Embedded software, distributed execution platform, real-time pro-
gramming models, logical execution time, time determinism, data flow determinism, composability
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1 INTRODUCTION
Real-time automotive software applications often implement control algorithms. A team of con-
trol engineers provides a functional model, typically programed in Simulink, which serves as a
specification of the application. It is challenging for software engineers to translate this platform-
agnostic Simulink model into a correct implementation. The process includes function partitioning,
function-to-task mapping, signal-to-message mapping, allocation of platform elements to tasks
and messages, as well as priority assignment. Moreover, the software engineers have to deal with
issues like scheduling, communication, and shared resources. The current ad hoc implementation
strategies do not scale well with the increasing complexity of the embedded hardware/software
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Fig. 1. Design flow with system-level logical execution time (LET) (SL LET). This graphical representation is
based on Sangiovanni-Vincentelli et al. [38] and uses SL LET as abstraction for the implementation model.

system, and struggle to meet timing and dependability goals. In particular, the shift from singlecore
to a multicore electronic control unit (ECU) has shown that a more formalized and tool-supported
design flow is urgently needed in the automotive industry. With the emerging trend to distribute
functions over several ECUs in automotive embedded systems (transition from federated to inte-
grated architectures), this consolidated design flow is needed all the more. Sangiovanni-Vincentelli
et al. [38] [12] described requirements of a future-oriented and sound embedded system design for
automotive applications. Major goals are

• to decouple the application design from the execution architecture design. Decoupling the appli-
cation design and the execution architecture design allows independent development, re-use and
portability. The authors of [38] [12] therefore propose a design process which consists in selecting
an application instance from the application space (represented by one or more functional models)
and selecting an architecture option from the architecture space (represented by an architecture
model). An intermediate implementation model should be agnostic of low-level details of the
functional model and the architecture model. It is intended as an abstraction which allows to easily
derive system properties and evaluate design choices. Moreover, it should preserve the semantics
of the functional model in the implementation, including timing properties and data flow. It is an
open question what are useful abstractions for the implementation model. The described layered
design process is illustrated in Figure 1.

• to design time-predictable and composable systems. The real-time behavior of an automotive
embedded system must be predictable, i.e. computable, such that time-critical cause-effect chains in
the application software can be proven to satisfy their end-to-end deadlines. A key to handling new
functionalities and multi-variant products, a very important concern of today’s original equipment
manufacturers (OEMs), is the composability of automotive embedded systems. Composability
ensures the preservation of component properties under composition, and thus significantly eases
the important problems of verification and integration.

We agree with [38] [12] that both the described design flow with an intermediate implementation
layer and the goal to build time-predictable and composable systems are essential. However, we
have identified two further goals which we believe to be a key for the design of complex automotive
software systems:

• to design data-flow deterministic systems. From the point of view of the functional model, a
system consists to a large part of a set of communicating, periodically activated functions. A path
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in the graph of communicating functions is called cause-effect chain. Constraints relate to these
cause-effect chains: they specify end-to-end deadlines and precedences. A data-flow deterministic
system reproduces the precedences specified in the functional model in any simulation run of the
implementation model and in any execution run of the implementation.
Timing and data flow are closely related. Time predictability is sufficient to check end-to-end dead-
lines and to find all possible data flows [2]. However, time predictability is in general not sufficient
to create data flow determinism. Data flow determinism is thus an independent requirement.

• to design programs with platform-independent timing and data flow. Optimally, the behavior of
a program should be independent of the execution architecture with regard to the timing and data
flow of cause-effect chains. This allows re-use of application software at a level which goes beyond
what is achieved by the layered design approach: Cause-effect chains can then be ported across
execution architectures while preserving deadlines and precedences.

One implementation model which embraces all the above named requirements is the logical
execution time (LET) programming abstraction [28]. The model represents the system as a set of
LET tasks with precedences which are executed on processing elements. It is agnostic of (1) the
actual functionality contained in the tasks and (2) the actual architecture of the processing elements.
The LET programming abstraction therefore provides the desired abstraction to explore the design
space and predict system behavior. Moreover, it is compatible with other implementation models
using different abstractions. LET tasks (compared to conventional task models) are assumed to have
fixed reading and writing instants at the beginning and end of a static logical execution time. The
LET programming uses this time-determinism to achieve time predictability, composability, data
flow determinism, and platform independence. At the implementation level, the LET programming
abstraction is enforced by hardware/software mechanisms.
Due to all the useful properties and not least because of the data flow determinism, the LET

programming abstraction has been recently discovered as a useful approach to master the inte-
gration, verification, and implementation of applications on multicore ECUs. Different industrial
case studies have been published by OEM and Tier-1 suppliers, which use the LET programming
abstraction in this context effectively [42] [21] [37] [31] [32]. The success has even led to an update
of the AUTOSAR timing extensions, including now the LET paradigm [10].
However, the LET programming abstraction is limited to a part of the execution architecture,

where values written at the end of an LET can be published to potential reader tasks in (nearly) zero
time. Unfortunately, the LET-inherent assumption of zero-time communication cannot be fulfilled
in a distributed system with remote communication partners. In the context of automated driving
where information from many different sensors must be fused to construct the current traffic
situation and to take decisions, the direct application of the LET-based strategy must therefore fail.
In this paper, we present the concept of system-level LET (SL LET) [14], which deals with the

issue of non-zero time communication in distributed computing systems by introducing time zones
(where the classical LET paradigm applies) and LET interconnect tasks which link time zones.
We show that SL LET preserves the above stated properties of LET. Compared to the seminal
paper on SL LET [14], the SL LET concepts are discussed in-depth and an extensive evaluation is
added including an actual implementation and case study. We investigate impacts on design and
verification, performance trade-offs and quantify implementation costs by providing an analysis of
the additionally required buffers.
This paper is organized as follows: We begin with an overview on related work in Section 2.

Section 3 details the problems in finding an implementation which satisfies the functional model of
an automotive software application. Section 4 presents first the traditional ad hoc implementation
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strategy used in automotive industry and the newer LET-based implementation strategy. Then the
limitations of the LET programming abstraction are discussed with respect to distributed systems,
leading to the concept SL LET which is introduced in Section 5 together with a discussion of
important properties of SL LET. Section 6 evaluates the impact of SL LET on design and verification,
performance, and implementation cost. The paper concludes with an outlook on open problems.

2 RELATEDWORK
This section presents two related programming abstractions, LET and synchrony, which make both
assumptions about when a system component reads inputs, when it computes outputs, and how
fast outputs are published. The synchronous abstraction is built around the zero-delay concept,
while LET abstraction is based on the weaker notion of unit-delay [22]. Both, LET and synchrony,
make time explicit in the programming abstraction and the determinism reduces the system state
space. Also, the determinism successfully addresses concurrency-related issues like communication
and synchronization.

Important differences appear in the design flow. If the synchronous approach is applied, then a
functional model is expressed in a synchronous language, e.g. Simulink. This synchronous model is
then typically directly compiled to source code. If the LET approach is applied, then the functional
model is translated to an intermediate, semantics-preserving LET implementation model. The
entities of the LET implementation model are LET tasks with precedence constraints which have a
close relation to operating system tasks in a later implementation. LET tasks in the implementation
model have predictable, deterministic, composable, platform-independent timing and data flow,
and are compatible with different platform-related constraints (legacy tasks, scheduling policies,
other programming paradigms, asynchrony etc.). The implementation model is accessible to the
software engineers, and is the basis of design space exploration and verification. The existence
of this explorable implementation model at a useful abstraction level is in our opinion a strong
comparative advantage of LET-based designs over synchrony-based designs in the context of
embedded automotive systems. Interestingly, LET and synchrony, have both difficulty to address
distributed execution platforms. This is where SL LET comes in as an augmentation of the LET
concept.

2.1 Logical execution time systems
Originally introduced as part of the time-triggered programming language Giotto [22] [28], LET
abstracts the physical execution time of a task from its logical execution time. It provides deter-
ministic and platform independent communication points at the beginning and the end of a tasks
LET. This property was used to separate the scheduling problem from the functionality viewpoint.
Consequently it provides a clean interface between the timing model used by the control engineer
and that of the software engineer. The concepts of LET have been adapted by hierarchical timing
language (HTL) [24] and timing definition language (TDL) [36]. LET-oriented runtime systems
include the E machine [23] and Variable-Bandwidth Servers (VBS) [11].

At first the LET concept did not gain much interest in the automotive domain, since the additional
costs in terms of memory and timing were still unclear. This situation changed with the introduction
of multicore ECUs for safety critical tasks. Due to the massively increased complexity in design
and verification of these multicore systems, the benefits of predictability, composability, platform-
independence etc. appeared attractive enough – finally outweighing the potential drawbacks of
increased latencies and implementation costs. Moreover, the design process needs to be adapted
to handle the new complexity [1] and LET has proven to be an efficient contracting interface
between the control engineers and the integrators [16]. Implementations from different OEMs
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and suppliers [21], [42],[20],[40] paved the way for LET to become integrated into the AUTOSAR
standard (version 4.4.0) [10].

Although the LET programming abstraction has become so successful, an important drawback is
its limitation to non-distributed systems. In distributed systems, the communication delay becomes
non-negligible and the requirement of immediate publishing of data with the elapse of the LET can
no longer be fulfilled. To overcome this restriction, one possibility is to hide the finite communication
delay within the LET of the message-sending task. This approach has been realized, e.g., by the
TDLComm layer published in [18] [17] [34]. Though it leads to transparent distribution in the
sense of [18], it entails some serious disadvantages: Firstly, the sender task must have a sufficiently
large LET to include both the response time of the task and also the communication delay of the
message. Secondly, the communication delay can never be larger than the LET of the sender task
𝐿𝐸𝑇𝑠𝑒𝑛𝑑𝑒𝑟 which is a major restriction in the design space. Consider the case of a sender task which
transmits a signal by sending samples with the period 𝐿𝐸𝑇𝑠𝑒𝑛𝑑𝑒𝑟 such that the Nyquist theorem is
satisfied. However, this does not imply that the communication delay to consumer tasks must equal
𝐿𝐸𝑇𝑠𝑒𝑛𝑑𝑒𝑟 since the delay can be hidden by pipelining (cf. Figure 5b). Finally, the approach mixes
application design and network design which are usually separated fields both from a technical
and an organizational perspective. The SL LET concept proposed in this article avoids all three
disadvantages.

2.2 Synchronous systems
The behavior of a synchronous system [5] [6] is described by an infinite sequence of atomic reactions,
where at each reaction every system component (a) re-computes its outputs based on current inputs
and states in zero time, (b) propagates the outputs to other components instantaneously. A reaction
thus happens in zero time. As a consequence of this synchrony assumption, synchronous programs
are difficult to parallelize due to the need to resolve through fixed-point analysis signal statuses
and causality issues. Therefore, a synchronous program is typically compiled to a single-task
implementation, which is problematic. In LET programming reading input and writing output
is cycle-free so no fixed-point analysis is needed. An exception to the generation of sequential
code is the synchronous language PRELUDE [35]. It can formulate a multi-periodic synchronous
program, which is then compiled to a multi-task implementation under deadline-monotonic or
earliest-deadline-first scheduling while preserving timing constraints and data flow. PRELUDE is
not targeted to networked systems.
Synchronous systems are not common in the context of embedded automotive systems. Apart

from the common constraint of single-task implementations, an important reason relates to the fact
that system design and implementation is a monolithic flow. Also a local design modification may
lead to alterations in many system components. Moreover, asynchronous behavior is omnipresent
in embedded automotive systems, ranging from interrupts to asynchronous communication in-
frastructures. The synchronous programming abstraction is not compatible with asynchronous
behavior, and can – for instance – handle only synchronous communication media like provided
by the time-triggered architectures (TTA) [30].

Finally, we would like to discuss the relation of loosely time-triggered architectures (LTTA) [4],
a variation of the synchronous TTA, to SL LET. The concept of LTTA [4] removes the restriction
of a globally synchronized clock in comparison to TTA. Instead “Communication by Sampling
(CbS)” is used, where data is propagated with independent sampling, communication and writing
between non-synchronized clock domains. Due to the possible clock drift between the domains,
data losses may occur. The concept of LTTA [4] is related to SL LET, but LTTAs are only defined for
time-triggered local scheduling. This is a strong limitation when extending LET to the system level.
LTTA uses a register semantics avoiding buffer overflowwhile back pressure LTTA [39] implements
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an “elastic” circuit based on event driven Kahn Graphs, and is therefore not compatible with the
LET model. Most importantly, due to unsynchronized clocks, LTTA violates the requirement for
cause-effect chain preservation while the proposed back pressure mechanism enforces specific
platform protocols which change end-to-end timing and might even be impossible in case of multi-
way functional feedbacks. In contrast to that, SL LET [14] [15] does not constraint the underlying
scheduling policy and the interconnect tasks can be used to abstract combinations of time triggered
and event driven communication. This is possible because SL LET makes the essential assumption
of bounded clock drift and jitter.

3 SYSTEMMODEL AND PROBLEM STATEMENT
The need for LET in the automotive industry has arisen from the difficulty to provide a systematic
way of building semantics-preserving implementations of the functional models that are developed
and validated by control engineers on multicore architectures with partitioned fixed-priority
scheduling. In this section, we detail and formalize this problem.

3.1 Functional model
A large part of automotive software mostly consists of control software. Its functional behavior
is thus designed by control engineers using abstractions and methods well suited to their disci-
pline [42]. A functional, platform-agnostic model is typically programmed as a block diagram in
Simulink that is used to validate the designed system and to generate code. Another modeling
option in the context of MATLAB/Simulink is Stateflow, which is a graphical language to specify
functionality. It can be translated to Simulink. A block diagram consists of functional blocks and
communication links between them. Blocks are activated periodically and communicating blocks
must have harmonic periods (one period is a multiple of the other). The Simulink model

• follows a synchronous reactive semantics that is based on the assumption that functional
blocks execute in zero (or constant) time; and

• specifies a partial execution order on functional blocks derived from the communication links.
This order can be refined to the level of instances of functional blocks by the introduction of
unit delays on communication links. This is particularly meaningful for multi-rate systems
with undersampling and oversampling.

The completed Simulink model serves as a specification of the automotive functionality to be
implemented by software engineers. In practice, a correct implementation of such a model does
not satisfy the synchrony hypothesis, but should guarantee that:

• the execution of a functional block always completes before that block is activated again; and
• the execution order on functional blocks is preserved, including possible precedence con-
straints at the instance level.

For integration and implementation purposes, the Simulink model is mapped to the AUTOSAR
software architecture. AUTOSAR describes application software as a set of interacting software
components (SW-Cs). An SW-C is internally composed of a set of runnable entities, where a
runnable entity (RE) is a sequence of instructions which can be scheduled independently. The
Simulink-to-AUTOSAR transformation maps blocks at the upper hierarchical level of a Simulink
model onto SW-Cs, while blocks at lower hierarchical levels are mapped onto REs.
An RE is activated on the occurrence of an event. In this case its activation is periodic and the

period of an RE is defined as the period of the functional block mapped onto it. Similarly, a deadline
constraint is introduced stating that an RE must terminate before its next activation to reflect the
corresponding requirement on functional blocks (implicit deadline).
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SW-Cs can communicate by exchanging signals via a connected pair of sender/receiver ports or
request resp. provide services via a connected pair of client/server ports. The communication links
between SW-Cs are derived from the Simulink model. The partial execution order on (instances
of) REs inherited from the functional blocks mapped on them is translated to a set of explicit
precedence constraints. Communication among REs is commonly implicit, i.e., an RE copies its set
of inputs at the beginning of its execution, executes and finally writes back its set of outputs. In
this paper, we assume implicit communication among REs.

We can now formalize the above description as follows.

AUTOSAR-based functional model

Definition 1. A software component SW-C is a graph such that:
• Vertices in the graph represent REs
• Edges represent communication links between (instances of) REs. The expression
𝜌

𝑛,𝑚→ 𝜌 ′ denotes that the𝑚th instance of RE 𝜌 ′ reads the label value written by the
𝑛th instance of RE 𝜌 .

The AUTOSAR-based functional model of a system is a set of SW-Cs.
The requirements, that an AUTOSAR-based model specifies, are:

• periodic execution of REs with implicit deadlines;
• precedence constraints between REs must be preserved;
• end-to-end deadlines of cause-effect chains in the software component.

Any implementation model of an AUTOSAR-based functional model that satisfies its require-
ments will be a correct refinement of the system in a synthesis flow.

3.2 Implementation model
The implementation model is an abstraction, which summarizes important properties of the appli-
cation model and architecture model while abstracting from low-level details. It serves as basis
for design space exploration and eventually for integration and synthesis. The concrete entities
of the implementation model depend on the chosen abstraction. At this point, we assume that an
implementation model will include some abstract representation of the hardware platform as well
as tasks to represent software.

Hardware model

Definition 2. A hardware platform is modeled by a hardware model 𝑃 = {𝑅,𝐶,𝑀, 𝐸} that
is an undirected graph made of:

• a set 𝑅 of computation resources,
• a set 𝐶 of communication resources,
• a set𝑀 of memories, and
• a set 𝐸 of edges representing the physical connectivity between the resources.

Task

Definition 3. A task 𝜏 is a piece of code running on a (computation or communication)
resource. A task 𝜏𝑖 has a period, a deadline and a priority. It can perform read accesses at
the beginning of its execution and write accesses at the end of execution to a set of memory
locations called labels (read-execute-write semantics).
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A task is activated periodically, and an instance of a task 𝜏𝑖 created by the 𝑗th activation event
is called job 𝜏𝑖, 𝑗 . The execution of tasks concurrently executing on a given resource is arbitrated
based on a scheduling policy using static or dynamic priorities.

The mapping of the functional model to the implementation model requires to decide function
partitioning, RE-to-task mapping, and possibly signal-to-message mapping. The period and deadline
of a task are typically derived from the period and deadline of its REs. In addition, precedence
constraints w.r.t. (instances of) REs are transformed into precedence constraints w.r.t. (instances
of) tasks. REs mapped onto the same task always execute in the same order so some precedence
constraints are trivially verified. The mapping of the of architectural model to the implementation
model involves the allocation of platform elements to tasks and messages as well as priority
assignment.
We say that an implementation model is schedulable if one can prove that all task deadlines as

well as job-level and task-level precedence constraints are satisfied.

3.3 Problem statement
Any implementation model, which is obtained from the Simulink model and the architectural model
as explained above and satisfies the originally specified functional requirements, is schedulable
and can be synthesized. Obtaining such guarantees in practice is however extremely difficult for
software running on multicore platforms and beyond. This process is, in addition, very sensitive to
changes in the software and the platform.

The problem addressed in this paper is to create a design flow that (1) decouples application design
from execution architecture design, and (2) builds distributed systems that are time-predictable, data-
flow deterministic, composable and platform-independent. Systems with such properties preserve
semantics of the functional model, are significantly easier to dimension and verify (cf. schedulability
test, precedence check), and allow plug-and-play of new or modified components.

Time-predictability is a prerequisite for schedulability analysis, which checks whether all speci-
fied deadlines can be satisfied.
Time predictability

Definition 4. A system is time-predictable, if latencies and jitter of tasks can be computed.

Data flow determinism in sampling task systems is a key enabler for controlling precedence
relations.
Data-flow determinism

Definition 5. A system is data-flow deterministic if a consumer job 𝜏𝑖, 𝑗 always reads a
value from the same producer job 𝜏𝑘,𝑙 .

The property of composability makes it possible to add or modify a SW-C without altering the
behavior of already existing SW-Cs.

Composability

Definition 6. A property is composable if it is preserved through composition.

Finally, platform independence allows to modify the execution platform without loosing the
above stated properties.
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Platform independence

Definition 7. A system is platform-independent, if time-predictability, data-flow deter-
minism, and composability are preserved through a platform modification.

In the next section, we explain that data-flow determinism was not guaranteed by previous
implementation techniques in the automotive industry, which led to the move to LET to cope with
the added complexity of multicore platforms.

4 CURRENT USE OF LET IN AUTOMOTIVE
We first describe the situation before the introduction of LET, then explain the current situation
with respect to LET.

4.1 Previous solution
In a singlecore implementation, a correct implementation is achieved by carefully designing the
schedule which includes the choice of the RE-to-task mapping, the task activation pattern, and the
task priorities while assuming a fixed priority scheduling policy. These design techniques can be
complemented by introducing rate-transition blocks, that is, adapting the precedence constraints
between instances of tasks (this design choice must be inserted back in the Simulink model).
Multicore implementations have additionally to deal with concurrency issues, and require the use
of synchronization techniques. Nonblocking synchronization techniques are generally preferred
since they avoid scheduling anomalies and the danger of deadlocks.
Before the introduction of the LET programming model, no specific mechanisms were used

to control data flows. Such implementations followed what we call in the following the bounded
execution time (BET) programming model, where read and write operations can occur at any time
within intervals depending on a task activation, sampling jitter, best-case and worst-case response
time. This is illustrated in Figure 2. Such programs are very easy to implement but quite difficult to
verify:

First, they are usually not data flow deterministic. Figure 3 shows an example for data flow
among a chain of three tasks 𝜏10𝑚𝑠 ≺ 𝜏20𝑚𝑠 ≺ 𝜏5𝑚𝑠 , which are executed on a hardware platform
with two cores (𝜏10𝑚𝑠 ↦→ 𝑟1; 𝜏20𝑚𝑠 , 𝜏5𝑚𝑠 ↦→ 𝑟2) and a shared memory. On each core, rate-monotonic
scheduling is applied. Figure 3a illustrates the difficulty to implement deterministic data flow if
the tasks follow the BET programming model: which jobs are involved in a flow, depends on the
execution times and thus on the specific execution run.
Second, such programs are not composable. If any BET task in the program is modified, or if a

new task/program is added, the entire verification process must be repeated because the timing
behavior of all BET tasks in the system may be impacted. Typically, its worst-case response time
will change. While data-flow non-determinism could be managed in a singlecore context, it proved
too problematic to deal with in a multicore context. This is mainly due to the increased complexity
as a result of shared resources like the memory subsystem and independent schedulers on the
different cores [7]. Hence the shift towards the LET solution.

4.2 Recent solution: The LET abstraction
The LET programming model is based on deterministic read and write operations. According to the
LET programming model, a LET task 𝜆𝑖 is characterized by a deterministic input/output behavior
in time. The LET job 𝜆𝑖, 𝑗 is released by an activation event at instant 𝑡𝑟 , at which all inputs are read.
At a later defined instant 𝑡𝑤 = 𝑡𝑟 +𝐿𝐸𝑇𝑖 all outputs are written. The static time interval between the
reading of inputs and writing of outputs, 𝐿𝐸𝑇𝑖 , is called logical execution time. (Note that the LET
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(b) LET task chain 𝜆10𝑚𝑠 ≺ 𝜆20𝑚𝑠 ≺ 𝜆5𝑚𝑠 : Time determinism eliminates sampling jitter and response time
jitter while creating static data flow paths.

Fig. 3. Determinism in time and data flow – comparing the behavior of a task chain with BET resp. LET tasks.

paradigm inherited its name from this central parameter [28]. The context should avoid confusion
despite the equivalence in names.) Reading and writing operations are performed in zero time. All
write values are instantaneously available to all read operations. In contrast to the BET model, the
LET programming model is close to the semantics of the functional software model, so it is easy to
verify but more complex to implement.

(1) As illustrated in Figure 3b, in any execution run, a consumer job can only read from exactly
one producer job due to the fixed input/output phases, which corresponds to the definition of data
flow determinism.

(2) In contrast to BET, the LET programming model is composable with respect to the response
time of LET tasks. This means that the functionality of a LET task can be extended or an additional
LET task can be added without impacting the timing behavior of other LET tasks.
A LET program can be implemented with some effort in the context of AUTOSAR as recently

presented in e.g. [3, 8, 32]. A set of software or hardware mechanisms is required to hide variable
execution times, to realize (nearly) zero time read/write actions and to deterministically schedule
input/output operations. In addition, one must deal with the issue of label lifetime, that is, identify
for how long label values must be stored for the precedence constraints to be satisfied.
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The data flow determinism of the LET programming model, can thus be exploited as an implicit
synchronization mechanism as practically demonstrated by [21]. Moreover, since a job reads
deterministically from other jobs, the inter-core communication can even be reduced in case of
undersampling. In the example, the output produced by the first job of 𝜆10𝑚𝑠 in a hyperperiod does
not need to be communicated to the second core since it is never used.

4.3 Limitations of the current LET approach
The LET programming model has been successfully applied up to the scope of an automotive
multicore ECU [21] and is the focus of intense research in the automotive industry [16]. LET
offers strong timing characteristics leading to very desirable, higher-level properties like time
determinism, data flow determinism and composability as well as portability and extendability.
At the same time the LET programming model is flexible and can be applied with any scheduling
algorithm, as long as the read/write timing can be guaranteed. It is thus compatible with static
priority preemptive scheduling as applied in the automotive software standards AUTOSAR and
OSEK/VDX [9].
While LET has proven to be a good solution to the predictability issue at the ECU level, it is

proving however inadequate for the moment at the level of an entire distributed system. The
reason is that the LET paradigm requires instantaneous availability of data after their publication.
While this is acceptable at the ECU level because of short communication times between cores,
communication in a distributed system incurs longer communication delays. In a distributed
system, task periods can even be shorter than communication delays, which makes it impossible to
“hide” such delays under the logical execution time of such tasks. This was the motivation for the
introduction of SL LET.

5 SYSTEM-LEVEL LET
In this section, we formalize system-level LET (SL LET), an extension to the LET paradigm that
addresses the issue of implementing LET programs onto distributed platforms.

5.1 Requirements for SL LET
Consider a classical LET program which contains cause-effect chains. Assume that it is partitioned
and each partition is executed on a remote element of the execution platform as illustrated in
Figure 4. What are the requirements for the communication between the remote partitions of LET
programs? What is a potential strategy to satisfy these requirements?

(1) The communication should be time-predictable, i.e., a lower and upper bound on the end-to-
end latency and the end-to-end jitter of a message can be derived. Following the LET principle, time
predictability can be achieved by imposing a time-deterministic communication behavior meaning
that the sequence of message transmission times and the sequence of receiving times is identical in
any execution run of the system. However, time determinism does not imply that time-triggered
communication infrastructure is imposed which would not be compatible to event triggered bus and
network protocols like CAN or Ethernet that are used today in automotive systems. Furthermore,
time determinism should not be required at each step of message transmission (for example at each
hop in a network), but only at an end-to-end level in form of a logical end-to-end transmission time
to reduce overhead.

(2) The communication should create data-flow determinism between the jobs of the sending and
receiving LET tasks. If time-deterministic communication is applied, the same data is available at
the sampling instants of the receiving LET task in any possible execution run of the system – given
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that the clocks of the remote elements of the execution platform are synchronized with bounded
synchronization error (c.f. Section 5.2).
(3) The communication should allow to compose new cause-effect chains. In other words, a

newly added LET task 𝜆2 should always be able to subscribe to published data of a remote LET
task 𝜆1. To enable this, the communication service that publishes data of the LET task 𝜆1 must
copy values written by 𝜆1, such that the remote LET task 𝜆2 sees them in the same frequency and
order as originally produced by 𝜆1 (necessary and sufficient condition). This can only be achieved
by a time-deterministic communication, which transmits a message with the period of 𝜆1 and
delivers it after a logical transmission time. Otherwise the task 𝜆2 might consume a wrong value in
comparison to a non-distributed version of the LET program. This is illustrated in Figure 5b.

Only when a system design is final and all cause-effect chains are known, optimizations may be
undertaken like adapting the frequency of the interconnect task to the reading frequency of the
consuming tasks in case of under-sampling.
Moreover, the addition of a new communication service should not alter the timing and data

flow of already existing tasks and communication services. Composability can be realized by time
determinism, where logical execution times and logical transmission times are not affected by new
communication services or LET tasks as long as the system is schedulable.
(4) The communication delay should be platform-independent. This can again be achieved by

time-deterministic communication, which is associated with a logical end-to-end transmission
time. As long as a message can be sent and received within the logical transmission time, the
externally observable communication delay is independent of the communication medium. At a
system-level scale, time determinism (with the consequences of data-flow determinism, platform
independence, composability) leads to the very desirable portability of cause-effect chains across
execution platforms.
In conclusion, we can say that the requirements of time predictability, data-flow determinism,

composability and platform independence can without exception be realized by time-deterministic
communication which is fully compatible to the LET principles. In some aspects, it is even ques-
tionable whether the requirements could be satisfied without recurring to time determinism – in
particular with regard to composability and platform independence.

In the following, we formalize this idea and derive concepts which upgrade the LET abstraction
to the SL LET abstraction.

5.2 Main concepts for SL LET
Generally some knowledge on the system architecture and software mapping is available early on
in the design exploration process. As a result, one can anticipate which communication will incur
some non-negligible delay that cannot be hidden within a regular LET budget. SL LET is based on
the concept of time zone . Within a time zone 𝑍 , communication between LET tasks is considered
to be sufficiently fast and predictable to not require any special mechanism on top of the standard
LET paradigm. Time zones have each a local time, which are approximates of a global time. The
maximum time difference between any two approximates of the global time is bounded from above
by a known limited error 𝜖 .

Synchronization error

Definition 8. The maximum error between a time instant 𝑡𝑍𝑎

𝑖
in time zone 𝑍𝑎 and the

same time instant 𝑡𝑍𝑏

𝑖
in time zone 𝑍𝑏 is bounded by

∀𝑎, 𝑏 : 𝑡𝑍𝑏

𝑖
− 𝜖 ≤ 𝑡

𝑍𝑎

𝑖
≤ 𝑡

𝑍𝑏

𝑖
+ 𝜖 .
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Fig. 4. New concepts for applying LET at the system level

In contrast to communication within a time zone, communication between any two time zones is
explicit and has a non-negligible delay over the LET interconnect task. Immediate and global visibility
of data is thus only a requirement within a time zone, while inter-time zone communication deals
with delays and clock synchronization.

Time zone decomposition

Definition 9. A time zone decomposition of a LET program is a partition of the set of LET
tasks. Each element of the partition is called time zone 𝑍 .

Central to the SL LET paradigm is the concept of LET interconnect tasks, which enable the
copying of values between labels in different time zones. Data flows between REs in separate time
zones are split into two parts separated by a LET interconnect task, which is a regular LET task
that performs the data transport.

Time zone interconnect

Definition 10. A SL LET interconnect task (hereafter abbreviated to interconnect task) Φ𝜆𝑖

is a LET task that copies an output, which is produced by a LET task 𝜆𝑖 and stored in a
memory𝑚 in a time zone 𝑍𝑎 to a memory𝑚′ in a remote time zone 𝑍𝑏 .

Note that we use the notation “Φ𝑋 ” in the following to limit the notation complexity. 𝑋 can
be replaced by any annotation and for our examples we use the reference to the producer job.
Nevertheless it would be possible to have multiple interconnect tasks per producer or multiple
producers per interconnect task.

SL LET programs are thus LET programs enriched with a notion of time zone and LET inter-
connect tasks. All communication with non-negligible delay happens between time zones and is
realized by LET interconnect tasks, which satisfy the requirements stated in section 5.1. In the
following, we briefly explain that a SL LET program (and not only the communication or the iso-
lated LET program in a time zone) are time-predictable, time-deterministic, data-flow deterministic,
composable, and platform independent.

Time predictability and time determinism. Each LET task belongs to one time zone, where it has
static and thus the desired predictable and deterministic timing since it reads and writes labels
at defined instants. A LET interconnect task is also time-predictable and time-deterministic (1) in
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time zone 𝑍 where it reads at defined instants, and (2) in time zone 𝑍 ′ where it produces outputs at
defined instants. Since the local time of time zones are approximates of a global time, LET tasks
and LET interconnect tasks are also time-deterministic in global time with a bounded error 𝜖 .

The schedulability of a SL LET program onto a hardware platform can be checked with a classical
response time analysis: A LET task or LET interconnect task must not exceed its logical execution
time. The SL LET-based model has a good abstraction level for both schedulability tests and design
space exploration.

Data flow determinism. The data flow determinism of a SL LET program is a direct consequence of
its time-determinism. If both LET tasks and LET interconnect tasks read and write at deterministic
instants in time, then the data flow must be deterministic [2]. The advantage of logical end-to-end
transmission times over BET transmission times is illustrated in Figure 5. Moreover, if a classical
LET program is translated to a SL LET program by adding interconnect tasks, the data flows (and
therefore the cause-effect chains) are preserved since task outputs are reproduced in the remote
time zone with identical frequency and order.

Composability. The addition of a LET task in a time zone does not alter the timing or data flow
of the original LET tasks in that time zone, if all LET tasks can still complete within their logical
execution times. The same applies if a LET interconnect task is added to the system to communicate
values between two remote time zones 𝑍 and 𝑍 ′. As long as the extra workload for copy and paste
operations in each time zone as well as the extra network traffic does not endanger the logical
execution times of LET tasks and interconnect tasks, then the timing and data flow is unaffected.
In other words, a software or hardware update in an ECU or at the network level has no effect on
timing and data flow in the system given that all LETs are still satisfiable.

A LET interconnect task takes care of time-deterministic, order-preserving copying of labels to
a remote time zone. It basically provides a data transfer service to which readers in the remote
time zone may subscribe. The interconnect task also does not influence how many label values are
consumed (e.g. under sampling) and how long label values are kept (label lifetimes), this is decided
by the subscribing reader. The separation of concerns creates composability and is in line with
the LET programming model and with the publish-subscribe communication commonly used in
automotive design (standardized in AUTOSAR). It has also the desirable effect that network design
is only responsible for the value transport and is not affected by the choice of label lifetimes.

Platform independence.A SL LET program is platform-independent in the sense that as long as the
logical execution times of the LET task and the logical transmission times of the LET interconnect
tasks are satisfied, a different mapping of LET tasks to processing elements or LET interconnect
tasks to communications elements of the execution platform does not alter timing nor data flow.
If re-mapping of a SL LET means that local communications becomes remote communication

or vice versa, then LET interconnect tasks appear or disappear in the SL LET program. This does
not alter the timing of any task or interconnect task in the system, but it may alter the end-to-end
timing (while still keeping the end-to-end deadlines). The deterministic data flow is preserved.

5.3 Implementation of SL LET
As described in Section 5.2, one of the key concepts of SL LET are the LET interconnect tasks. An
interconnect task Φ is an abstract representation of the communication between two LET tasks in
different time zones. In the following, we will describe the benefits of this abstraction and how it
can be realized during implementation.
The first step to implement SL LET is to synchronize the local LET schedulers, to provide a

common sense of a deadline. This is a fundamental step to ensure that the abstract interconnect task
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Fig. 5. Importance of using logical end-to-end transmission times for communication

can have LET behavior in both time zones. Without synchronization, the clocks of the distributed
ECUs may drift, corrupting the deterministic data flow of LET.
As shown in Figure 6, the interconnect task does not represent a single operating system (OS)

task. Instead it includes all the behavior of the end-to-end communication between the remote
LET tasks 𝜆1 and 𝜆2. This comprises the communication stacks at the sender and the receiver
as well as any network communication in-between. For an Ethernet back-end, classical UDP/IP
communication stacks might be used, transferring the labels in UDP packets.
Implementing an interconnect task does not constrain the scheduling policy of the underlying

network elements. The only requirement is that an upper bound on the end-to-end latency between
the communicating time zones is known to dimension the LET of the interconnect task. This
compatibility feature allows to create time determinism without having to implement time division
multiple access (TDMA) scheduling on the network layer, which is known to carry timing penalties
and cost – in particular in the presence of many data paths.

In contrast to a classic LET task, the abstract interconnect task may have a LET larger than the
period as shown in the example in Figure 5b. Within a time zone this is not possible, since a job of a
task has to finish before the consecutive job starts. In contrast to that, the interconnect task allows
multiple jobs to run in parallel, representing the queuing behavior of a network. This implies that
multiple instances of a label might be on their way through the network. Moreover, the abstraction
allows that label instances take different paths through the network, resulting in out-of-order
arrivals at the destination time zone. If label instances are identifiable (e.g., by indexing), then they
can be buffered and re-ordered at the destination time zone. A buffered label instance is published
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Fig. 6. Implementing the abstract SL LET interconnect task

with the elapse of the LET of the associated interconnect task. Our evaluation section discusses
indexing strategies and the required size of buffers.

SL LET does not specify what exactly is transferred by an interconnect task. There is no limitation
in grouping several LET labels produced in one time zone in one interconnect task. The actual
realization of packaging is not restricted given that the input and output behavior is consistent with
the interconnect task. This versatility is a result of the abstract nature of interconnect tasks. As an
important example, we will evaluate a single sender implementation for multiple destination time
zones in Section 6. We will see that though several interconnect tasks are involved, implementation-
wise we will only need one sender implementation for all receivers.

The interconnect task may have the same period as the producer task, but the design is not
restricted to this choice. In the following we do not focus on further optimizations and assume that
labels of one LET task are mapped to one dedicated interconnect task.

6 EVALUATION OF SYSTEM-LEVEL LET
In this article, we have presented SL LET which is a timed programming abstraction. If SL LET
applies in a system, the programmer can rely on a time-deterministic input-output behavior of tasks
as well as a time-deterministic inter-task communication with respect to a global time. Timing of
components becomes composable with SL LET. As elaborated in Section 3, SL LET serves above all
to ease the design and verification of modern complex real-time computing systems. It is intended
to replace the conventional programming BET abstraction, whose design and verification processes
do not scale well with the complexity of networked multiprocessor systems, multicore processor
architectures, and the distribution of software applications.
In the following section, we will evaluate SL LET with an application software example from

the automotive powertrain domain. As a starting point for the evaluation, we use the functional
representation (simplified MATLAB/Simulink model) given in Figure 7a. It shows a sub-function of
the electric powertrain domain, namely to follow a given set trajectory. It also contains execution
rates of the different functional blocks as designed by the control engineer.
Trajectory following is accomplished by both controlling the steering angle of the wheels (𝑓2)

and adjusting the vehicles speed. For an electric vehicle, recuperation (regenerative breaking) can
be used for moderate deceleration, by recharging the battery with the motor (𝑓3, 𝑓4). For higher
deceleration or if the battery cannot handle the additional energy, mechanical brakes are engaged.
Stabilizing the vehicle on a given trajectory therefore is a complex task and the design of the

drive control (𝑓5) relies on synchronized input data from the different paths. However, up to that
point the model does not contain any information about a specific hardware platform or who is in
charge of developing the sub-functions. Instead, it is agnostic of those details and can be ported to
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multiple hardware platforms. Based on the Simulink model, program code for the functional blocks
is generated (so called runnables). Later on, those runnables can be mapped to container tasks that
execute with the corresponding or a multiple of the runnables target frequency. An example for a
resulting task model is shown in Figure 7b. Again, this does not contain any information about the
hardware platform.
In this evaluation section, we use the given example to investigate which challenges in design

and verification can be successfully addressed with SL LET. We implemented the example on two
distributed ECUs that are connected with commercial Ethernet switches and later extended the
setup with our SL LET implementation. More details about this experimental setup are provided
in Section 6.3. Then we assess how SL LET impacts performance, i.e, it is asked how efficiently
a SL LET-based system performs under a real-time perspective. Finally we evaluate the impact
of SL LET on the implementation, i.e., it is analyzed how the SL LET programming abstraction is
enforced by hardware/software mechanisms and what is the additional cost.

6.1 Impact on Design and Verification
In this section we detail the challenges that appear in the design and verification process of
distributed embedded application software with respect to timing, and we discuss how SL LET can
help to address them.
The design of modern embedded software is highly collaborative. A major challenge is how to

consider this division of labour in the timing specification of the software. A timing specification
should always include the deadlines of the time-critical cause-effect chains which are part of the
software.
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(a) Non-deterministic data age for the red cause
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Fig. 9. Without SL LET: Measured data ages at the end of the red cause-effect chain in Figure 8a

Using the example from Figure 7, the different functions might be mapped to a given hardware
platform as shown in Figure 8a. In this scenario, ECU 1 is in charge for all drive and steering control
operations, typically called a powertrain controller. The recuperation functionality is part of ECU 2,
an energy management ECU, which is closely related to the battery system. Both are connected to
an Ethernet backbone which also transmits traffic from other ECUs (blue arrow). Assume ECU 1
and ECU 2 are developed by different suppliers that need to protect their intellectual property (IP).
Although both teams can use a local LET scheduler, the Ethernet communication will be modeled
as BET tasks in the red cause-effect chain (Figure 8b).
The measured data in Figure 9a show how a bursty network delay (blue) leads to an non-

deterministic data age for the red cause-effect chain from Figure 8b. Due to the oversampling in the
given cause effect chain, the ideal data age that is observed by a job of the 1ms task is a sawtooth
waveform. Whenever network delay varies, this directly affects the measured data age, although
both local LET schedulers are synchronized in this setup.
Of course, the measured data age from Figure 9a can be fed back to the control engineer’s

Simulink model by adding delay blocks e.g. with the measured average or worst-case network delay.
Nevertheless the introduced jitter cannot be represented in the model and both teams can not rely
on a deterministic data age of their input data. Whenever an update changes the communication
jitter, the timing behavior of the BET communication task changes again as shown in Figure 9b.
Both teams then need to redo the tests and iterate again to the control engineer’s Simulink model,
where the timing change possibly requires control parameter adaptation. The result is a complicated
design process as we know it today.

SL LET can be used beneficially here by introducing a vertical as well as a horizontal division of
labour between the stakeholders. First of all, the jitter-free data delivery enables an implementation
that actually represents the Simulink model. Since the implementation reflects the model, function
verification can be done based on the model, or a model based prototype, without expensive function
testing at the level of the final implementation. All that is needed is a test or analysis that the
implementation does not violate the LET timing. The BET communication tasks from Figure 8b are
replaced by the SL LET interconnect tasks, whose properties act as a contracting interface between
the different stakeholders (horizontal division of labour). Especially when IP must be protected, the
least amount of information can be used for contracting, while still enabling predictable timing
behavior. An example is given in Figure 8c, where the internals of ECU 2 are hidden with an abstract
representation. The only information that is required for the developer team of ECU 1 is the input
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and output behavior with the interconnect tasks Φ1 and Φ2 as well as the timing budget for the
processing on ECU 2.
Furthermore, SL LET allows a top-down approach, where the deadline of a cause-effect chain

can be decomposed into independent timing budgets (logical execution times) for chain segments,
thereby dividing the design into separate subtasks. SL LET exploits the common separation of ECU /
microcontroller design and network design, specifying LETs for computation and communication
segments of the cause-effect chain. A computation chain segment represents a set of dependent
LET tasks within a specific time zone, while a communication segment corresponds to an LET
interconnect task transferring labels between time zones. The LET of a chain segment can always
be refined by the responsible working group to sub-LETs in a hierarchical manner. Related to the
example of Figure 8c, the LET of the interconnect task can be defined larger than the worst case
response time (WCRT) of the transmission, enabling robustness to future modifications. Changes
within the network domain are not visible to the other stakeholders, as long as the WCRT is kept
smaller than the defined LET. As soon as the interconnect LET needs to be modified, this has to be
propagated to all stakeholders and can be reflected in the Simulink model. Therefore the overall
iterations between controller design and integration are reduced to a minimum. This can be further
exploited when introducing LETs and sub-LETs with different scopes: While LETs are visible to all
stakeholders, sub-LETs are only visible to the individual working group and allow changes without
notifying others. In contrast to systems following the BET paradigm, the timing of chain segments
is fully composable which eases integration and verification.
A timing specification for a chain segment, which can be interpreted as a component, should

preserve the semantics of the component-specific modeling approaches and tools. While the BET
insufficiently preserves semantics of control models, SL LET is sufficiently close to the synchronous
reactive semantics of MATLAB/Simulink, which assumes a constant execution time of functional
blocks.

Moreover, it is desirable to relieve the designer from the burden of adapting the component design
to changes of the execution platform. These changes may be caused by new ECU architectures,
new network architectures, updates of the basic software or a different application mapping.
SL LET conveniently hides these execution platform-related effects by a set of hardware/software
mechanisms. Because the timing behavior of the component remains unaffected, the component
designer may even be unaware of changes. This also leaves flexibility to platform architects, basic
software developers and system integrators.

The plug-and-play of subsystems in an existing design is an important issue in current automotive
system design due to multi-variant products as well as software upgrades and updates. The plug-
and-play capability requires a low-effort (re)verification and is therefore closely related to a clearly
deterministic and composable timing behavior of components and the communication between
components, which SL LET provides.

6.2 Impact on Performance
One of the most frequent arguments against LET, also applicable to SL LET, is the increased latency.
In contrast to the BET programming abstraction where the worst-case latency is a rare situation,
(SL) LET makes the worst-case latency to be the common case if no optimization is applied. In
this section, we will discuss the impacts of SL LET on the performance and argue why latency is
important but needs to be balanced against jitter and robustness.
Modern control software (e.g. from the automotive powertrain domain) consists often of dis-

tributed cause-effect chains with multiple involved ECUs. These distributed control applications
require often low to zero jitter to maintain control quality. However, inter-ECU communication
under BET adds a significant jitter to the cause-effect chain. Furthermore, this jitter impacts other
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cause-effect chains which share the same communication medium. SL LET can help to eliminate this
jitter at the cost of increased latencies. An increased latency due to SL LET affects the controller’s
dead time, but constant latency has also advantages as it can enable advanced control algorithms
like model predictive control [16].

Based on the previously given example, Figure 10 shows themeasured data age at the output of the
red cause effect chain from Figure 8 (including inter-ECU communication). As already mentioned,
the data age is not constant since it is a multi rate system, including different levels of over- and
under-sampling. Nevertheless, the data age is deterministic for a given job id in a hyperperiod
which in this case leads to a sawtooth waveform, exactly as in the underlying synchronous model.
The exact type of waveform for the hyperperiod depends on the setup of the cause-effect chain.
According to Feiertag et al. [19], the upper and lower bound for the data age can be derived by the
“last-to-first” and “last-to-last” semantic for such a multirate system.

Figure 10a shows, that a BET inter-ECU communication might also result in a deterministic data
age, as long as there is no interference on the network (blue line). But as soon as (in this case bursty)
network traffic leads to a higher transmission delay, the data age is not deterministic anymore
(orange line). For the concrete example, the maximum data age increases up to 15% (42ms instead of
37ms). Taking a look at a single job makes the situation even worse. While job ID 605 is supposed
to read 25ms old data, it now gets input data that is 35ms old, which is an error of 40%. Any job
based optimization of the control algorithm therefore is disturbed.
By applying SL LET in this experimental setup, the data age increases by 52% (green line) but

the determinism is preserved even in case of bounded interference. As shown in Figure 8c, this is
achieved by defining the interconnect tasks LET (7.3ms) slightly larger than the WCRT for that
network transmission (7ms). The overhead is also required to cover the synchronization error
between the local LET schedulers.
This raises the question how the data age is affected by the chosen interconnect tasks LET.

Figure 10b illustrates the correlation between the interconnect task Φ2 and the observed data age at
the input of 𝜆1𝑚𝑠 . Although the interconnect tasks LET is 7.3ms long, the first job that reads the blue
value observes a data age overhead of 8ms due to SL LET. Consequently the interconnect tasks LET
might be increased to 8ms without affecting the data age, but introducing additional robustness
to increased network jitter. As a result, robustness and data age are correlated with a discrete
(stepwise) function, which enables future optimizations according to the semantics proposed by
Feiertag et al. [19].
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Several optimizations have been proposed to reduce the latency in the context of LET, and
they are also applicable to SL LET. One common method, that we applied to our experimental
setup, is to delay the read of a task by an offset such that it is synchronized with the write of the
task from which it reads its inputs [29]. This optimization is also applicable to SL LET, since the
interconnect tasks behave exactly like LET in the source and destination time zones. Moreover the
interconnect tasks have an arbitrary LET (based on their WCRT). As a result, it is likely that their
write accesses have a constant offset to the readers activation. Related to the given example, this
can be used beneficially for the under-sampling case between Φ1 and 𝜆10𝑚𝑠 . Since the interconnect
task has a period of 5ms and a LET of 6.6ms, it will always provide its data 3.4ms before the next
job of 𝜆10𝑚𝑠 is activated. By delaying the activation of 𝜆10𝑚𝑠 with a 7ms offset, the data age of
the whole cause-effect chain could be reduced about 2ms as shown in Figure 10a (red line). It is
important, that the effect of such an offset depends on the over- and under-sampling in the latter
part of the cause-effect chain (e.g. in the example the end-to-end reduction amounts 2ms, although
𝜆10𝑚𝑠 observes 3ms reduction). Nevertheless SL LET enables this optimization for a distributed
cause-effect chain due to the explicit knowledge of read and write times.

In addition to that, the trend goes towards higher flexibility during the products life-cycle. Due
to a more disruptive design process, updates or even new software that was not developed during
the first roll-out has to be applied to a working system. Consequently, the question about the
robustness of cause-effect chains towards future updates is raised. SL LET offers a good insight
into extensibility and robustness properties of the system. The robustness margin of a SL LET task
or SL LET interconnect task is given by the difference between its LET and its actual worst-case
response time in the current configuration. As long as the robustness margin of any task involved
in a cause-effect chain is not exceeded by a modification of the system, the real-time properties
of this cause-effect chain will not be affected. Moreover, this robustness margin can be used to
identify bottlenecks that are critical for future changes. With BET, robustness properties are less
obvious and the timing behavior of the entire software system would to be re-analyzed in case of a
modification.
In summary, latency has been considered as a primary performance factor but with modern

distributed software application other performance aspects like the reduction of jitter and the
robustness towards modifications have become of growing importance. SL LET offers a trade-off
where an increase in latencies is balanced against flexible, jitter-free and robust computation and
communication. Moreover SL LET is able to provide explicit knowledge for applying optimization
techniques on the whole cause-effect chain which was not possible before.

6.3 Impact on Implementation
In this section, we identify the additional implementation costs which are incurred by SL LET. We
evaluated the concept of SL LET with an implementation that can be downloaded here [25]. As
shown in Figure 11, the hardware platform used for the evaluation consists of two Xilinx ZCU102
Boards [41] that communicate with UDP/IP over two commercial Ethernet switches. Both ECUs run
𝜇C/OS-II [33] as an operating system and the lwIP communication stack [13]. Furthermore, the LET
implementation from [3] is adapted to be synchronized between both ECUs with the precision time
protocol (PTP). Two Linux hosts are used to generate interference traffic on the communication
path between 𝜆2𝑚𝑠 and 𝜆1𝑚𝑠 .

Compared to a system with local LET and BET-based inter-ECU communication, SL LET intro-
duces the interconnect task Φ. As explained above, the interconnect task is an abstract concept,
which does not correspond to a single operating system task. Instead, it comprises the communica-
tion stacks at the sender side and the receiver side as well as the network in between. All of these
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Fig. 11. Hardware setup for evaluation

parts have already been necessary for BET-based inter-ECU communication. In addition to that,
SL LET requires

• time synchronization between the ECUs which determine the time zones in this case, and
• time-deterministic packet delivery.

In the following, we discuss both aspects.
Time synchronization is already part of modern distributed systems and the precision time

protocol (PTP) is typically used (e.g. defined in IEEE 1588v2 [26]). Besides an initial synchronization
between the PTP master and the PTP slave, periodic re-synchronization is required to mitigate
clock drift. Insofar, we can expect that the system implementation already provides a global time
with controllable deviation.

It is important to mention that the local LET schedule needs to be synchronized to that global
time. Common LET implementations rely on a general purpose timer that is used to generate
activation interrupt requests (IRQs) according to the LET schedule [3]. On the other hand, the timer
that is used for the PTP time synchronization resides in the Ethernet hardware. If both timers need
to be synchronized, the additional error can be reflected by the SL LET synchronization error 𝜖

𝜖 = 𝜖𝑝𝑡𝑝 + 𝜖𝑝𝑡𝑝−𝑙𝑒𝑡 (1)

Modern hardware platforms like the Infineon Aurix [27] or the Xilinx Ultrascale+ MPSoC [41]
include Ethernet hardware that is capable of generating IRQs based on the PTP timer. This min-
imizes the synchronization error and reduces implementation overhead. Due to the fast initial
synchronization, short startup-times are possible which is required in the automotive domain.
For our evaluation, we used a Linux host as PTP master, resulting in a sufficient synchronization
accuracy of 500ns. In summary, time synchronization can be assumed as already given and is not
an overhead caused by SL LET.
In the implementation, time-deterministic packet delivery relies on sequence numbering at the

sender and buffering and reordering at the receiver. The additional sequence number for a packet is
an insignificant overhead compared to the typical payload, where the latter is in the order of tens
to hundreds of bytes. Moreover, packets need to be buffered until their data is to be published for
the consumer according to SL LET. Since there can be a large variance in packet traversal times,
also reordering of packets might be required at the receiver side.
Buffers represent the most important part of SL LET implementation cost. Consequently, we

derive the number of required buffer entries at a receiver task under the assumption of harmonic
task periods.

We begin with deriving the life time 𝐿𝑇 (𝑞) of a buffer entry 𝐵𝑞 , which stores the label instance
𝑙𝑞 . The life time 𝐿𝑇 (𝑞) corresponds to the delay between the allocation time 𝑡𝑎𝑙𝑙𝑜𝑐 (𝑞) and the
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de-allocation time 𝑡𝑑𝑒𝑎𝑙𝑙𝑜𝑐 (𝑞)
𝐿𝑇 (𝑞) = 𝑡𝑑𝑒𝑎𝑙𝑙𝑜𝑐 (𝑞) − 𝑡𝑎𝑙𝑙𝑜𝑐 (𝑞). (2)

As shown in Figure 12a, the instant 𝑡𝑎𝑙𝑙𝑜𝑐 (𝑞) should be the earliest point in time when 𝑙𝑞 can arrive
in the time zone of the receiver task because an empty buffer entry must then be available.

If the interconnect task sends with the period𝑇 , the resulting transmission times with respect to
the the sender timezone 𝑍𝑎 are then given by

𝑡
𝑍𝑎

𝑡𝑥 (𝑞) = 𝑞 ·𝑇 . (3)

Due to the variable network delay, the data will arrive at an arbitrary point in time

𝑡𝑍𝑎
𝑟𝑥 (𝑞) ≥ 𝑡

𝑍𝑎

𝑡𝑥 (𝑞). (4)

The earliest point in time when a buffer needs to be available for reception is bounded byminimizing
𝑡
𝑍𝑎
𝑟𝑥 (𝑞) to the best case response time (BCRT) of the network

𝑡
𝑍𝑎

𝑎𝑙𝑙𝑜𝑐
(𝑞) = 𝑡

𝑍𝑎

𝑡𝑥 (𝑞) + 𝐵𝐶𝑅𝑇 . (5)

Given the bounded synchronization error (Definition 8), a lower bound for the allocation time in
time zone 𝑍𝑏 is

𝑡
𝑍𝑏

𝑎𝑙𝑙𝑜𝑐
(𝑞) = 𝑡

𝑍𝑎

𝑎𝑙𝑙𝑜𝑐
(𝑞) − 𝜖 = 𝑡

𝑍𝑎

𝑡𝑥 (𝑞) + 𝐵𝐶𝑅𝑇 − 𝜖. (6)

The instant 𝑡𝑑𝑒𝑎𝑙𝑙𝑜𝑐 (𝑞) is the latest point in time when 𝑙𝑞 is outdated and no reader is accessing
the buffer entry. Let us call 𝑡𝑍𝑏

𝑜𝑢𝑡𝑑𝑎𝑡𝑒
(𝑞) the latest point in time when label 𝑙𝑞 is outdated in time

zone 𝑍𝑏 . Since there is no possibility to read in zero-time in a real-world implementation, the buffer
entry has to be preserved a bit longer, namely for the duration of the longest possible read-phase
of any consumer of this label Δ𝑅

𝑡
𝑍𝑏

𝑑𝑒𝑎𝑙𝑙𝑜𝑐
(𝑞) = 𝑡

𝑍𝑏

𝑜𝑢𝑡𝑑𝑎𝑡𝑒
(𝑞) + Δ𝑅 . (7)

According to the LET paradigm, the label instance is outdated as soon as the consecutive instance
becomes published (ref. triangle symbol in Figure 12a).

𝑡
𝑍𝑏

𝑜𝑢𝑡𝑑𝑎𝑡𝑒
(𝑞) = 𝑡

𝑍𝑏

𝑝𝑢𝑏𝑙
(𝑞 + 1) (8)

Since the publication time 𝑡𝑍𝑏

𝑝𝑢𝑏𝑙
(𝑞) depends on the LET of the interconnect task, a safe lower

bound for the LET can be given as

𝑡
𝑍𝑏

𝑝𝑢𝑏𝑙
(𝑞) = 𝑡

𝑍𝑎

𝑡𝑥 (𝑞) + 𝐿𝐸𝑇Φ ≥ 𝑡
𝑍𝑎

𝑡𝑥 (𝑞) +𝑊𝐶𝑅𝑇 + 𝜖

𝐿𝐸𝑇Φ ≥𝑊𝐶𝑅𝑇 + 𝜖
(9)
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As a result, the life time 𝐿𝑇 (𝑞) of a buffer entry can be derived as

𝐿𝑇 (𝑞) = 𝑡𝑑𝑒𝑎𝑙𝑙𝑜𝑐 (𝑞) − 𝑡𝑎𝑙𝑙𝑜𝑐 (𝑞)
= 𝑇 + 𝐿𝐸𝑇Φ + Δ𝑅 − 𝐵𝐶𝑅𝑇 + 𝜖.

(10)

As one can see, the life time is independent of the instance 𝑞, hence we will call it 𝐿𝑇 in the
following. During the life time 𝐿𝑇 , new buffer entries are allocated with the sender period 𝑇 as
shown in Figure 12b. Therefore, the required number of buffer entries 𝑁 for the given (de)allocation
rule is

𝑁 =

⌈𝐿𝑇
𝑇

⌉
= 1 +

⌈𝐿𝐸𝑇Φ + Δ𝑅 − 𝐵𝐶𝑅𝑇 + 𝜖

𝑇

⌉
. (11)

In conclusion, buffering is required to hide the network jitter but the amount of memory can be
safely bounded as described above. Please, note that the synchronization error epsilon is only
determined by the clock synchronization between sender and receiver time zones. Intermediate
time zones which are passed in between do not affect the error ("fly over", see [15]).
Figure 13 shows the proof-of-concept implementation [25] that was implemented based on

the assumptions made above. Note that, besides the constant memory overhead, SL LET can be
implemented with a constant runtime overhead. The sender part of the SL LET interconnect task
Φ𝑇𝑋 is activated according to LET in the sender time zone and gathers labels that need to be
transferred. Those labels are transmitted in conjunction with a sequence number. Besides this
sequence number (which is a negligible overhead) the sender side is identical for the BET and
the SL LET case, leading to a measured runtime of around 26µs for the transmission path. The
receiver task Φ𝑅𝑋 is in charge of storing the data in the right buffer entry. This write operation
uses the sequence number modulo the number of buffers (𝑆𝑒𝑞𝑁𝑟%𝑁 ) to identify the right storage.
As a result, the buffer holds the correct sequence of values, masking of out-of-order arrivals.
Consequently, the runtime overhead is negligible leading to a measured receive delay (processing
in the communication stack) of around 40µs for the BET as well as the SL LET case. The buffering
is the only important memory overhead since with SL LET there are 𝑁 buffer entries for each label
available while with BET there is only one entry per label. On the other hand, a consumer task 𝜆4
that wants to read a label is redirected with a specific mapping table to the corresponding buffer
based on its job id. The mapping exploits the fact that the consumer job 𝜆4,𝑖 always reads from
the same producer job Φ𝑇𝑋,𝑗 within a hyper-period. This example shows again that SL LET can be
implemented with extremely low runtime overhead.
In summary, SL LET can be implemented with a constant memory and nearly zero runtime

overhead. Techniques for time synchronization and sequence numbering are already part of modern
distributed systems and can be re-used without further modifications.
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7 CONCLUSION
The LET concept has been introduced in industrial practice to master the design challenges of
safety critical multicore systems by introducing time determinism, data-flow determinism and
composability. Nevertheless, modern cause-effect chains are distributed over multiple ECUs, in-
cluding BET communication in-between. SL LET can be used here, preserving the determinism
that is otherwise lost.
In this paper, we took a detailed look on SL LET, by formulating the underlying requirements

and elaborating the core concepts. We provide a complete implementation to evaluate the buffering
and timing overhead. An implementation concept for the abstract interconnect task was provided,
that does not constrain the scheduling paradigm of the intermediate network. The proposed
implementation has a constant memory and runtime overhead and is therefore applicable to
embedded real-time systems with limited resources. Moreover, the practical use of SL LET in the
automotive design and verification process is shown. SL LET can be used here as a contracting
scheme and fits well the separation of concerns between ECU design and network design. Therefore
SL LET is able to close the gap in the current development process, preserving the determinism
from the control model down to the implementation of a distributed cause effect chain.
Like LET, SL LET is currently defined for periodic tasks. This is no fundamental limitation of

SL LET and shall be addressed in future work in combination with an experimental implementation
of SL LET.
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