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Abstract

Functional neuroimaging provides the unique opportunity to characterize brain regions based on their response to tasks
or ongoing activity. As such, it holds the premise to capture brain spatial organization. Yet, the conceptual framework
to describe this organization has remained elusive: on the one hand, parcellations build implicitly on a piecewise constant
organization, i.e. flat regions separated by sharp boundaries; on the other hand, the recently popularized concept of
functional gradient hints instead at a smooth structure. Noting that both views converge to a topographic scheme
that pieces together local variations of functional features, we perform a quantitative assessment of local gradient-based
models. Using as a driving case the prediction of functional Magnetic Resonance Imaging (fMRI) data —concretely, the
prediction of task-fMRI from rest-fMRI maps across subjects— we develop a parcel-wise linear regression model based
on a dictionary of reference topographies. Our method uses multiple random parcellations —as opposed to a single fixed
parcellation— and aggregates estimates across these parcellations to predict functional features in left-out subjects.
Our experiments demonstrate the existence of an optimal cardinality of the parcellation to capture local gradients of
functional maps.

Highlights

• Assessing the existence of local gradients in brain
organization calls for multi-contrast analyses, such
as task- vs. rest-fMRI

• Using about 200 parcels yields highest accuracy for
local linear rest-to-task map prediction

• Combining results from multiple parcellations im-
proves model accuracy

• Local linear models outperform whole-brain non-
linear models

• Motor contrasts are less well predicted from resting-
state activity than high-level contrasts.

Keywords
Parcellation, functional mapping, prediction, model selec-
tion, functional gradients

1. Introduction

While functional Magnetic Resonance Imaging (fMRI)
has, for a long time, been restricted to the role of providing
a location-sensitive information of task effects from cogni-
tive neuroscience experiments, it is now increasingly used
as a marker for brain functional organization. fMRI con-
trast maps can indeed reveal the functional signature of
brain regions (Genon et al., 2018), which is in turn linked
to both connectivity and cytoarchitectural properties at
the same areas (Cohen et al., 2008; Saygin et al., 2011;
Glasser et al., 2016; Eickhoff et al., 2018a). An increas-
ingly popular conceptualization refers to the continuous

topography that is inherent to these signatures as func-
tional gradients (Margulies et al., 2016).

In this context, the concept of gradients requires fur-
ther clarification: from a mathematical point of view, the
gradient of a function is an operator that determines in
which direction the values of the function locally vary most
strongly. In the context of brain imaging, mapping lo-
cal gradients thus amounts to studying how brain features
vary spatially around a given location. Indeed, while sharp
spatial transitions between regions have been reported in
the literature (e.g. in Cohen et al. (2008)), other studies
have emphasized smooth variations, a.k.a. local gradients
(Xu et al., 2016b), that can also be described as a property
of the underlying brain connectivity (Jbabdi et al., 2013).
However the concept of functional gradients, as put for-
ward in Margulies et al. (2016); Huntenburg et al. (2018),
is instead a global or large-scale property. In these stud-
ies, key regions or networks, like the default-mode and the
executive-control networks, are called transmodal. They
exhibit some properties that make them maximally dis-
similar from other regions referred to as unimodal, namely
the primary-sensory and the motor regions. Therefore, the
concept of gradient, used in this context, is justified by the
smooth spatial interpolation in the characteristics of brain
regions between the poles. Alternative conceptualizations
of large-scale brain organization can be found in e.g. Toro
and Burnod (2003) and Mesmoudi et al. (2013).

In this paper, we consider the question of local gradi-
ents, namely whether the local variability of brain charac-
teristics represents a meaningful feature. Accounting for
such variations is known to be important in primary sen-
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sory regions (see e.g. Schwarzkopf et al. (2011)). Yet,
it is not clear whether such description is quantitatively
relevant in regions associated with higher-order cognitive
domains. In order to assess empirically the significance
of local gradients, we propose to frame the question as a
learning problem: what do we learn by observing such
local variations? In other words, what prediction can
one make, upon the observation of these local variations?
Concretely, we propose to test whether some information
can be carried from a modality or a contrast to another
(Amunts et al., 2014). In the present study, we thus pro-
pose to target the prediction of one type of fMRI data
from another. Indeed, fMRI data come in two main in-
stances: (1) task-fMRI, that maps the response to exper-
imental conditions according to the classic psychological
perspective; and (2) rest-fMRI, that maps instead func-
tional similarities and the interplay between different re-
gions through differences in the magnitude of their correla-
tion (Bzdok et al., 2015, 2016). The feasibility of perform-
ing either cross-contrast or cross-modal fMRI-data predic-
tions is supported by previous studies, e.g. the reconstruc-
tion of task-fMRI contrast maps from other contrast maps
(Thirion et al., 2014b) or from resting-state signal com-
ponents (Tavor et al., 2016). Such predictive frameworks
are very useful, because they provide a sensitive way to
capture the underlying structure of the signal, even in the
presence of noise in the data.

There are several indications that local variations of
brain activity constitute a meaningful feature. The fine
topographic information conveyed by both task- and rest-
fMRI opens the possibility to functionally characterize in-
dividuals through fingerprints (Finn et al., 2015). The
recent surge of interest on the information conveyed by
topographic maps (Bijsterbosch et al., 2018) indeed un-
derlines the importance to capture local gradients accu-
rately. Since both task- and rest-fMRI data can be used
for that purpose, one shall consider the shared information
carried by these fMRI-based modalities, as first observed
in Smith et al. (2009). The analysis of the consistency be-
tween task- and rest- patterns was noticed in Biswal et al.
(1995), where it actually served to demonstrate that the
information carried by resting-state signals was consistent
with that conveyed by task-fMRI.

Interestingly, most of the recent advances in the use
of task-fMRI and rest-fMRI have been formulated under
the framework of brain parcellations. The homogeneity of
the information conveyed by these fMRI-based modalities
is used to divide and further analyze the brain into func-
tionally consistent territories (Thirion et al., 2006; Cohen
et al., 2008; Yeo et al., 2011; Glasser et al., 2016; Schae-
fer et al., 2017; Eickhoff et al., 2018b). It is noteworthy
that brain parcellations are very useful, as they provide
data-adaptive dimension reductions that are necessary to
compare brain features, estimate connectivity or decode
brain activity (see e.g. Schaefer et al. (2017); Dadi et al.
(2019); Mensch et al. (2017)). Nevertheless, their capacity
to faithfully represent the data is limited, because par-

celling the brain into sub-regions assumes that the cor-
responding signals are piece-wise constant. Contrariwise,
the concept of local gradient hints at a smooth structure
featuring the spatial transitions between the territories.
Therefore, it is timely to enrich parcel-based description
with a model of signal variation, which corresponds to a
local gradient model.

Local topographic information is strikingly subject-dependent,
hence one has to define a correspondence model between
subjects. In the context of spatial signal components de-
rived from resting-state fMRI functional alignment is often
performed using e.g. a dual-regression approach (Nicker-
son et al., 2017). Other methods based either on the hyper-
alignment (Haxby et al., 2011a) or on the shared response
model (Chen et al., 2015), also capture inter-individual dif-
ferences through linear mappings. While it is well-known
that data-derived parcellations are more effective than at-
lases to capture brain signals (Dadi et al., 2020), there is
no consensus on the definition of population-level parcella-
tions (Thirion et al., 2014a), nor on the appropriate num-
ber of parcels. Averaging predictions over parcellations —
or equivalently, marginalizing the effect of parcellations—
is an attractive alternative to mitigate the impact of ar-
bitrary parcellation choices Da Mota et al. (2013); Hoyos-
Idrobo et al. (2018).

In summary, the joint analysis of rest- and task-fMRI
offers the appropriate setting to combine the benefit of
parcellations (local models) and gradient approaches (local
contrasts). Yet, this conceptual framework requires some
quantitative assessment:

• How to efficiently compute the individual maps of
functional topographies from different fMRI-based
modalities, in particular from rest-fMRI?

• How does a global non-linear rest-to-task model com-
pare with a collection of local linear models (see
Fig.1(a))?

• What are the tradeoffs in terms of spatial resolu-
tion or number of parcels in regard to mapping
task-based contrasts from task-related activity (see
Fig.1(b))?

• Is there any loss incurred by relying on one given
parcellation or should one combine the results ob-
tained from several parcellations, instead (see Fig.1(c))?

Contributions. To address these questions, we present herein
three main contributions: 1) We propose a computation-
ally efficient framework for group models of rest-fMRI. To-
pographic information is obtained by Dictionary learning,
an alternative to independent components analysis (ICA).
The approach then relies on dual regression to draw cor-
respondences across individuals (Nickerson et al., 2017),
but also relates to the popular shared response model for
hyperalignment (Chen et al., 2015). 2) Among a range of
parcellation cardinalities, corresponding to different res-
olutions, we identify an optimal regime of resolution for
parcellation (about 200 parcels) and show that it is more
accurate than non-linear neural network predictor fitting
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(a)

(b)
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Figure 1: Challenges in the definition of local gradients of
brain function: Do local linear models, a.k.a. gradients (a – left),
capture the joint variation of task-fMRI and rest-fMRI features as
well as —or better than— a brain-wide non-linear model that would
relate these two types of data (a – right)? (b) What is the relevant
resolution of such local-gradient models? and, thus, what is the
required number of parcels to describe these local variations? (c) Is
a unique parcellation sufficient to capture the local-joint variations of
task- and rest-fMRI features, or should one consider instead multiple
and overlapping parcellations to capture these variations?

whole-brain data. 3) We show that aggregating results ob-
tained from different parcellations reduces prediction vari-
ance and, thus, enhances predictive power. The gains are
particularly important for models learned on small groups
of subjects but they are also observed on larger samples,
i.e. hundreds of subjects. This means that this approach
is useful in neuroimaging studies, most of which are based
on limited cohorts. Our results are obtained from the Hu-
man Connectome Project (HCP) dataset as well as from
a smaller-scale dataset named Individual Brain Charting.
Altogether they show the gains brought by this approach
in a small-sample dataset.

2. Methods

We start by describing the modeling approach to cap-
ture local gradients. Data and experiments are presented
in section 3.

2.1. Setting
Notations. We denote matrices with bold capital letters,
vectors with bold small letters, scalars or indexes with
standard small letters. For any matrix A, ‖A‖Fro will
denote its Frobenius norm (the square root of the sum of
its squared coefficients). 〈., .〉 denotes the scalar product
between vectors or matrix multiplication.

The data. We consider a setting in which rest- and task-
fMRI datasets are observed in a populations of subjects,
as in Shafto et al. (2014); van Essen et al. (2012); Gordon
et al. (2017). We denote the rest-fMRI datasets Xs ∈
Rp×ns , as p×ns matrices, where s indexes the subjects, p
is the number of voxels in the brain and ns is the number
of 3D volumes of a run. Task-fMRI datasets are assumed
to be in the form of statistical parametric maps, displaying
some contrasts of interest. For a given subject s, we denote
them Ys ∈ Rp×c, where c is the number of task-related
contrasts studied.

2.2. Deriving Resting-state topographies
The problem amounts to defining local mappings

f : Xs → Ys that are common across subjects. This is
very ill-posed a priori, given that resting state signals are
random in time and, hence, have no consistency across in-
dividuals. We resort to the standard multivariate fMRI hy-
pothesis, namely the fact that these signals are the random
and time-varying expression of stable structures, called
brain networks: Xs ≈ DsCs + noise, where Ds ∈ Rp×k
are individual topographies or networks of interest, while
Cs encodes the random time course of the subjects resting-
state activity. The first challenge is thus to estimate Ds

from Xs in a consistent manner across individuals, namely
ensuring that the first component of Ds corresponds to the
same network across all subjects, and so on. For this, we
first estimate a common set of topographic components D
across the population using a dictionary model, then we
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adapt this population-level set of topographies to each in-
dividual by dual regression, obtaining the individual coun-
terpart Ds of D. The whole procedure is summarized in
Fig. 2. We refer the reader to the Appendix for more
details about the derivation of this model: Appendix A.1
presents the generative model underlying the analysis pro-
cedures that we present; Appendix A.2 yields the deriva-
tion of the D group-level topographies; and Appendix A.3
yields the derivation of corresponding individual topogra-
phies with dual regression. We also relate this algorithm
to alternative approaches based on the shared response
model and hyperalignment.

2.3. The link function: local linear models
We now develop our model for predicting subject-specific

activation maps Ys from resting-state dictionaries Ds. The
aim is to learn a simple local model, one per region, to
predict task-evoked activation from the topographic infor-
mation captured from resting-state time courses. These
local linear models are meant to capture local gradients of
brain activity. These region-specific predictive models are
limited to the class of linear models. There are various ad-
vantages with this approach: beyond the fact that linear
models are interpretable, they can be combined easily in
ensembles by simply averaging the coefficients. For each
training subject s, a linear model 〈.,Ws〉 is fitted for pre-
dicting Ys from Ds, i.e Ys ≈ DsWs. For each subject,
the features Ds are normalized to have zero mean and unit
variance over all voxels. This implicitly handles between-
subjects differences, and facilitates transfer-learning from
one subject to another at test time.

The underlying regions are obtained from a parcella-
tion of the brain (see Thirion et al. (2014a) for a review of
data-driven parcellation methods in fMRI analysis). For
each parcel Pm of a parcellation P, we solve a multi-output
ridge regression problem:

minimize
W∈Rk×c

1

2
‖Ys|Pm

−Ds|Pm
W‖2Fro +

1

2
λ‖W‖2Fro, (1)

where Ds|Pm
denotes the spatial features of subject s lim-

ited to voxels in parcel Pm. Each voxel of the brain is
assigned to exactly one parcel.

2.4. The learning algorithm
The estimation problem (1) is solved in each parcel

and training subject to obtain the coefficients for predict-
ing each individual subject map for the functional con-
trasts considered. Moreover, as there is no unique way
to parcel the brain, the algorithm can be run on differ-
ent parcellations concurrently; these different estimators
are then aggregated to improve prediction accuracy. The
computational procedure is described in Algorithm 1 in
Appendix A.4. We emphasize that this is a parallel algo-
rithm: the computation is performed independently across
parcels and, thus, it becomes trivial to run a parallel algo-
rithm and benefit from many-cores machines.

2.5. Inference / prediction algorithm
At prediction time, these different models are applied

on held-out subjects and their results are aggregated by
averaging. Such a “divide-and-conquer” approach allows
one to learn complementary aspects of the topographic
information of the data, reducing the variance of the indi-
vidual component models. This is a well-known statistical
property of bagging ensembles (see e.g. Breiman (1996);
Hoyos-Idrobo et al. (2018)). The inference can be done by
making a single pass of Algorithm 2 in Appendix A.4.

3. Data and Experiments

3.1. Setup
Our experiments were conducted on task-fMRI data

of 500 subjects from the HCP dataset (van Essen et al.,
2012; Barch et al., 2013). This dataset was developed as
an attempt to assess fundamental cognitive domains that
sample the diversity of neural systems, namely language
processing (including semantic and phonological process-
ing), working-memory, social cognition, relational process-
ing, motor responses, reward and emotion processing. We
used the preprocessed data from the HCP500 release.

Task-fMRI data. We consider task activation maps ob-
tained from General Linear Models (GLMs) (Friston et al.,
1994) that show the activation of each brain voxel to dif-
ferent functional contrasts, for each subject. For instance,
the working memory task refers to 19 functional activa-
tion maps –each containing p ∼ 2 × 105 voxels– per sub-
ject. These maps correspond to diverse combinations of
the initial 8 conditions of that task. For each subject s,
this gives an output matrix Ys ∈ Rp×c, were c is the total
number of contrasts considered. In our experiments, we
considered all HCP tasks, giving a total of c = 47 func-
tional contrasts. We used the fixed-effects maps across RL
and LR runs.

Rest-fMRI data. Rest-fMRI acquired in the same subjects
consist of 4 sequences ns = 1200 3D volumes of p = 2 ×
105 voxels per volume, for very subject, forming an p ×
ns matrix Xs. The information extraction described in
section 2.2 was then applied to transform each Xs into low-
dimensional functional connectivity features Ds ∈ Rp×k,
with k = 100.

Note that the dual regression was performed on the
four runs within each subject, and the resulting individ-
ual components were then averaged across these four es-
timates. This is meant to mitigate the possible impact of
noise per run (LR/RL phase encoding-related distortions
etc.).

Procedure. Ntrain = 200 subjects were used in Algorithm
1 to fit an ensemble of models. As a baseline method, we
used parcellations in which each parcel comprised about
4000 voxels, for a total of about 60 parcels. The par-
cellation was obtained using Ward algorithm with spatial
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Input resting state data for different subjects

Components

Group Dictionary

Parcellations

Task-fMRI 
spatial maps
prediction

tim
e

Subject #1 Subject #n

Subject #1 Subject #n

Parcellation #1

Parcellation #2

Parcellation #3

Dictionary learning

Projection onto subjects

Projection onto parcellations

Language

Subjects-specific dictionaries

Figure 2: Linking resting-state topographic
information with contrast maps Resting-
state data from each subject Xs ∈ Rp×ns

are pulled into a dictionary-learning algorithm
that estimates reference spatial components D ∈
Rp×k, which in turn form the linear basis of
the core brain networks. These spatial maps are
then projected on each subjects space via spatio-
temporal regression. The output are k spatial
maps D1

s, . . . ,D
k
s ∈ Rp encoding each of the p

voxels of in each subject as k coefficients in a com-
mon space. For each subject s, these spatial maps
Ds are linked to the voxel-wise task-evoked acti-
vation map Ys through a predictive model, by
fitting a parcel-wise linear regression model.
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connectivity constraints (Thirion et al., 2014a). Note that
the number of parcels is a user-specified parameter, hence
it can vary freely. While this algorithm is deterministic,
i.e. it returns a fixed parcellation for a given input dataset
(in the present case, the input dataset is rest-fMRI data),
some randomness can be introduced by varying the in-
put data, e.g. by Bootstrap (Hoyos-Idrobo et al., 2018).
Ntest = 200 subjects were held out for evaluating the mod-
els predictions, computed via Algorithm 2.

3.2. Individual Brain Charting (IBC) dataset
We reproduced the analysis on the IBC dataset. Al-

though this dataset has a limited number of participants
(twelve) data from many tasks were collected for each of
them, thus providing a comprehensive coverage of cogni-
tive functions. The task-fMRI data related to this dataset
are described in Pinho et al. (2018); they are available on
NeuroVault, under the collection 4438 (https://neurovault.
org/collections/4438). In total, 53 functional contrasts
were studied, namely those listed in Pinho et al. (2018).
Unlike HCP, these contrasts are independent; they include
the tasks of the HCP protocol, plus another battery assess-
ing brain responses for mental arithmetics, spatial abilities,
social cognition, emotional responses and a rapid-serial-
visual-presentation language localizer.

The dataset also comprises resting-state data, with 4
acquisitions obtained on a 3T Siemens Prisma scanner.
The imaging parameters for resting-state fMRI are differ-
ent from those of task-fMRI: 2.2mm (vs 1.5mm) isotropic
resolution, Multiband factor of 6 (vs 3), TR=.76s (vs 2.0s);
the phase encoding direction was AP then PA. Four runs
were acquired per subject in two sessions (one AP and one
PA acquisition per session). The duration of each rest-
fMRI data run is 14 minutes 12 seconds, amounting to 1120
scans. Acquisition details for task-fMRI data are avail-
able in Pinho et al. (2018) and a detailed documentation
of the data is available at https://project.inria.fr/
IBC/data. For the sake of the analysis presented here, all
images (task and rest) were resampled to 3mm resolution
after motion estimation, motion correction, coregistration
to the individual anatomical scan and spatial normaliza-
tion to MNI space. The preprocessing steps were per-
formed with the SPM12 software, called through Nipype
and Pypreprocess, using the routines described in Pinho
et al. (2018). These data were preprocessed as follows:
band-pass filtering to the [.01, .1]Hz range, 5mm smooth-
ing, centering and standardization of the resulting time
series. Raw data for this dataset are available in https:
//openneuro.org/datasets/ds002685. Here we use a
leave-one-subject-out cross-validation due to the limited
number of subjects.

3.3. Experiments
First, we describe quantitatively the results of task-

fMRI maps reconstruction. We then introduce quanti-
tative assessment of prediction accuracy, which allows to

compare reconstruction quality across contrasts, then across
parcellations (with a varying number of parcels). Using
these quantitative tools, we study the impact of aggregat-
ing results from multiple parcellations and compare local
linear models with a global (brain-wide) non-linear model,
i.e. with a multi-layer perception (MLP). For each train-
ing subject, such a model is fitted. The input to the MLP
is the subject’s spatial maps Xs. As voxels are samples
in this learning problem, there are 2.2 × 105 samples per
subject. The input dimension is k = 100 (the number of
spatial components in the dictionary). There are respec-
tively two hidden layers of shape 100× 50 and 50× c per
task, where c ≥ 1 is the number of contrasts in the task
(e.g the HCP Language task yields 3 contrasts –STORY,
MATH, STORY-MATH– and so has c = 3).

Prediction accuracy. To quantify the performance of the
proposed model, we resort to three statistics, R2

contrast, R
2
whole brain

and R2
voxel. Let us denote S the set of test subjects. First,

we can compute, per contrast and voxel, a score summa-
rizing the goodness of individual fit between the predicted
Ŷs(c) (via Algorithm 2) and the true task-activation map
Ys(c) for a given functional contrast c:

R2
contrast(c) := 1−

∑
s∈S ‖Ŷs(., c)−Ys(., c)‖2Fro∑
s∈S ‖Ys(., c)− Ȳs(., c)‖2Fro

,

where Ȳs is the mean map of voxel-wise functional acti-
vation across test subjects. Second, we compute for each
test subject the whole-brain R2-score (across voxels), and
average it across test subjects:

R2
whole brain(c) := means∈S

(
1− ‖Ŷs(., c)−Ys(., c)‖2Fro

‖Ys(., c)− Ȳs(., c)‖2Fro
,

)
Third, we can measure, for each voxel v, the accuracy of
the prediction across contrasts, averaged across subjects:

R2
voxel(v) := means∈S

(
1− ‖Ŷs(v, .)−Ys(v, .)‖2Fro

‖Ys(v, .)− Ȳs(v, .)‖2Fro
,

)

In short, R2
contrast represents the goodness of fit of the

model for a given contrast and voxel, R2
whole brain repre-

sents the goodness of fit of the model for a given contrast,
while R2

voxel represent the capacity of the model to fit the
signal at a given location across contrasts. The maximum
possible value for each R2 statistic is 1, indicating perfect
prediction of brain activation. Negative values indicate
predictions worse than those of the oracle that returns the
mean activity in that voxel (note that this mean value is
unknown, and can be different between training and test
data). This explains why these R2 statistics can be nega-
tive.

Permutation test. To assess the significance of the statis-
tics, it is possible to perform a non-parametric test: re-
peating the computation B times after randomizing the
relationship between Xs and Ys, and then comparing the
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observed value to the distribution of the B randomized
statistics. We did this for R2

whole brain, to obtain a baseline
accuracy of the per-contrast fit. This was corrected for
multiple comparison by using the Tmax approach (West-
fall and Young, 1993): tabulating the distribution of the
maximum statistic across contrasts for B randomizations,
and comparing the actual values to a quantile of the dis-
tribution.

3.4. Tools used
The experiments are based on custom scripts that rely

on the Nilearn library (v. 0.5.0) for the core structures and
visualization tools Abraham et al. (2013b). The Ridge re-
gression and multi-layer perceptron used as task-to-rest
fitting models are those of Scikit-learn v. 0.20 Pedregosa
et al. (2011). Note that the RidgeCV estimator with de-
fault parameters was used, meaning that the regularization
parameter was set by nested 5-fold cross-validation, among
an initial grid of 3 values [0.1, 1, 10]. Experiments were
run initially under Python 2.7 on Linux workstations and
later reproduced under Python 3.5. Analysis code is avail-
able under the following repository: http://github.com/
hbp-brain-charting/public_analysis_code/tree/master/
papers_scripts/gradients

4. Results

4.1. Qualitative metrics
Predictions capture inter-subject variability. A successful
prediction of subject-specific task-evoked activation maps
should topographically match the signs and magnitudes of
the subject’s true activation maps, thus recovering indi-
vidual functional topography in spite of inter-subject vari-
ability. In Fig. 3, for a couple of subjects and functional
contrasts, we plot the true activation maps against the
predicted activation maps. We can see that the predicted
activation maps systematically match the true maps very
well, which qualitatively reproduces the main findings in
Tavor et al. (2016). We outline some ROIs for the STORY-
MATH contrast showing that individual topographic fea-
tures are indeed recovered by the estimation procedure.

Prediction accuracy as a region-specific, rather than task-
specific characteristic. Activation maps (as obtained with
a GLM) usually highlight only a restricted subset of the
brain that is implicated in the cognitive function under
study. These areas can be activated or deactivated above
chance, which is reflected in high absolute statistical values
(e.g. |z| ≥ 3).

Is prediction accuracy task-specific, i.e. does the pre-
diction of activation maps from resting-state features per-
form well in voxels that are on average activated in all
subjects? Or is it region-specific, i.e. does a given region
tend to be better predicted across contrasts? Figure 4
shows that R2

contrast prediction accuracy is actually tied to
regions, with mild dependence upon the task. In particu-
lar, there is no strong statistical relationship between the

mean activation score and prediction accuracy maps. We
observe in general a higher explained variance in parietal-
frontal regions across contrasts, extending into the dorsal
pathway and lateral occipito-temporal regions. Contrari-
wise, somato-sensory and motor regions are not well pre-
dicted by the model; this is particularly the case for motor
regions (see the left-hand contrast of Figure 3).

4.2. Quantitative evaluation
Improved prediction with multiple parcellations. Fig. 5
shows the across-subject average R2

whole brain-score of the
prediction (with error-bars over different test subjects) per
functional contrast. We can see that prediction-accuracy
is variable both across subjects and functional contrasts,
capturing between 0% and 50% of the signal. These val-
ues are significant at p < 0.05 level, corrected for multiple
comparisons, as per a permutation test (the corresponding
R2

whole brain being 0.005). The most striking feature is the
relative weakness of the motor tasks in that prediction;
this hints at a specific case related to task/rest activity
relationships, that is further discussed in section 5.

In Fig. 6, we plot R2
whole brain scores for predictions on

test subjects as a function of the training sample size, i.e
the number of subjects in the training set, that goes from
1 to 300 in steps of 10. We do so with a family of mod-
els, ranging from a model based on a single parcellation
(reddest curve) to models aggregating an increasing num-
ber of parcellations (up to 20 parcellations). We clearly see
that using multiple parcellations improves performance, in
a fashion that is not negligible with respect to the average
scores obtained (see e.g. Fig. 8). Indeed, accuracy gains
are particularly pronounced in the small-sample regime
and they diminish with increasing sample size. For a sam-
ple size of N = 31 subjects —the typical median size of
fMRI studies— the gain is more than 3%. Yet, when N
grows to hundreds, it remains superior or equal to 1.5%.

Best predicted regions. We further studied which brain re-
gions were best fitted by the predictive model across all
contrasts. We obtained this information, but consider-
ing the cross-subject and cross-contrast average of R2

voxel
maps. The result is shown in Fig. 7: the Intra-Parietal
Sulcus bilaterally, pre-SMA, lateral occipital regions around
MT/V5 cortex bilaterally, and bilaterally, spots in the
superior frontal Gyrus, medial frontal Gyrus and insula.
This topography does not correspond with the first func-
tional gradient of Margulies et al. (2016), that outlined the
default mode network. Instead, it outlines the visual path-
ways and dorsal/ventral attention networks, also known as
executive control and salience networks. The correspond-
ing R2

voxel map for the IBC dataset (see below) is displayed
in Figure B.10 in the appendix.

4.3. Model complexity
Bias-variance tradeoff. For the experiments described in
this section, the training set to learn the reference model
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Figure 3: True vs. predicted contrast maps. Each other row is the true activation z map (black background) for a particular subject
with the predicted map shown under (misty background). Each row corresponds to a different contrast. We see that the predicted maps are
close to the subject-specific map both in magnitude, sign, and topography. For sake of clarity, only a few contrasts are displayed. On the first
row, 3 regions are outlined to draw the attention on some individual patterns that are well-recovered by the predictive model. These results
are obtained from Ntrain = 200 subjects, using a parcellation with 256 parcels.

8



Figure 4: Which voxels are the most predictable per contrast? For each functional contrast, we plot the map of mean z scores (black
background). We also plot R2

contrast, comparing the prediction true values and predicted values of the z scores in the voxel across all the
test subjects (misty background). One can see that the model performs best on voxels that are actively involved in the underlying functional
process (high R2

contrast), while “noise” voxels are not predicted above chance. For sake of clarity, only a few contrasts are displayed here.
These results are obtained from Ntrain = 200 subjects, using a parcellation with 256 parcels.

9



Abbreviations

2BK_{TOOL, BODY, FACE, PLACE} 2-back task, {tool, body, face, place} images
0BK_{TOOL, BODY, FACE, PLACE} 0-back task, {tool, body, face, place} images

2BK, 0BK 2-back/0-back task, all images
{PLACE, FACE, TOOL, BODY}-AVG {place, face, tool, body} images vs. other categories

T, LF, RF, LH, RH tongue, left foot, right foot, left hand, right hand
REL relational task

Figure 5: Prediction scores for different functional contrasts. We can see that the subject-specific activation in response to some
functional contrasts R2

whole brain is predicted well-above chance in average, across brain regions. Up to 50% of the signal can indeed be
captured by resting-state gradients. The level of success per-contrast may be indicative of either the signal-to-noise ratio of the corresponding
map or the clear specification of the functional contrast. These results are obtained from Ntrain = 200 subjects, using a parcellation with
256 parcels. The p < 0.05 multiplicity-corrected R2 score is .005. Note that the values displayed here are not directly comparable to those
displayed in Fig. 4, as the underlying R2 statistics do not rely on the same baseline.

is reduced to Ntrain = 60 subjects. This is because model
selection is a very expensive process that requires a large
number of model fits. Doing it on the full set would be
prohibitive, and it is likely that the amount of data from
60 subjects represents a sufficient sampling of variability
in brain structure and organization to allow unbiased in-
ference. In our proposed model, the estimator is piece-
wise linear, i.e. there is one linear estimator trained on
each parcel of a given parcellation. Thus, the number of
parcels directly controls the complexity of the model; as
the number of parcels is increased, the overall model gains
in capacity (degrees of freedom). This additional flexibil-
ity allows some local specificity in mapping connectivity
gradients to functional gradients. Since the number of
voxels per parcel and, thus, the amount of data available
to fit the model vary inversely with the total number of
parcels used, one can anticipate that increasing the num-
ber of parcels can become detrimental beyond a certain
level. There are two reasons for this collapse: i) with a lot
of small parcels, the number of voxels is too small to cor-
rectly estimate the model (1); ii) small parcel models are
more sensitive to between subject-variability, given that

the parcellation scheme used here is fixed across subjects.
Using the average predictive accuracy across contrasts

and voxels meanc∈CR2
whole brain. as a metric for model

selection, we show in Figure 8 (left) that this model se-
lection curve reaches an optimal value: 200 parcels yields
the highest prediction accuracy. Figure 8 (middle) is more
explicit since it reports relative accuracy values without
the subject effect, thus displaying tighter spread around
the mean behavior.

Benchmark against a non-linear model fitted on whole-
brain. We show the gain in R2

whole brain score compared
to a multi-layer perceptron (MLP) or neural network, i.e.
a non-linear predictor, fitted in the whole brain. Fig. 8
(middle) shows that the non-linear model performs well,
but is outperformed by the parcel-wise linear model in a
wide parameters region (20 < k < 1000 parcels).

4.4. Reproduction on a smaller scale dataset
We eventually reproduced the analysis on the IBC dataset

(N=12). We assessed i) whether significantly accurate pre-
dictions were possible on small groups of subjects; and
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Figure 6: Prediction accuracy gains brought by multiple parcellations. The curves display the difference between the accuracy
obtained using a variable number of parcellations and then averaging the predictions, compared to using a single fixed parcellation (baseline
method). We observe that using multiple parcellations tends to improve performance. The corresponding gains (1.5% to 10%) are non-
negligible in front of the average accuracy reported in Fig. 8. This means that the prediction problem is dominated by variance, such as that
induced by physiological and acquisition noise, which is reduced by bagging. Accordingly, the gain brought by multiple atlases is particularly
pronounced in the small-sample regime and it diminishes as the sample size increases.

ii) whether the multiple parcellation scheme proposed in
this article was beneficial in this particular prediction.
This was indeed the case for all contrasts studied in Fig.
9(top): R2

whole brain was better than chance, and signifi-
cant (p < 0.05, FWER-corrected) for almost all contrasts.
The impact of averaging is displayed for three represen-
tative tasks (among 12) in Figure 9(bottom): averaging
across multiple parcellations systematically improves the
outcome.

5. Discussion

It is well known that, to a large extent, function can
be ascribed to brain territories, in particular to cortical ar-
eas. The concept of local functional gradients leads us one
step further, namely that spatial variations of functional
properties are an important feature. The relevance of such
variations is evidenced by their consistency across fMRI-
based modalities (Jbabdi et al., 2013; Glasser et al., 2016;
Margulies et al., 2016). However, the analysis of subtle
variations faces the low signal-to-noise ratio of functional
imaging and, hence, it requires a well-suited analytical
framework that is powerful enough to overcome noise, and
has a clear metric to assess model goodness-of-fit. Here, we
choose multivariate prediction and focus on the problem

of predicting task-fMRI maps from resting-state topogra-
phies (Tavor et al., 2016).

Based on these premises, we have contributed several
improvements in regard to the previously proposed proce-
dure:

• First, we have found that such prediction is suc-
cessful, not only in large populations of subjects as
in Tavor et al. (2016), but also in a smaller group
of 12 subjects. Reaching more than 50% explained
variance in some regions is indeed a noticeable per-
formance, that brings us close to the noise ceiling of
the data, i.e. the maximum amount of signal that
can be captured by deterministic models. Even 25%
explained variance in out-of-samples settings is al-
ready an impressive performance in the realm of
brain imaging (see e.g. Elliott et al. (2020)). This
successful prediction spans many different functional
contrasts and brain regions. It is visible through
qualitative adjustments of brain maps to the par-
ticular subject under consideration, as shown in
Fig.3. Importantly, it is particularly strong for re-
gions supporting high-level functions like dorsal-attentional
and executive networks.

• Second, in the framework of local linear predictions,
we clearly outlined a bias/variance tradeoff in the
choice of the parcellation used to generate local
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Figure 7: Overall prediction accuracy per voxel (across contrasts) on the HCP dataset. This map displays R2
voxel statistic obtained

from the HCP dataset. Some brain regions that are overall best fitted by the model: the Intra-Parietal Sulcus bilaterally, pre-SMA, lateral
occipital regions around MT/V5 cortex bilaterally, and bilaterally, spots in the superior frontal Gyrus, medial frontal Gyrus and insula. This
topography does not correspond with that of the Default Mode Network; instead, it outlines the visual pathways and dorsal/ventral attention
networks. These results are obtained from Ntrain = 200 subjects, using a parcellation with 256 parcels.
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Figure 8: Analysis of Model complexity. Left: Absolute value of the mean accuracy score meanc∈CR2
whole brain across subjects, as a

function of the parcellation cardinality. As the number of parcels directly controls the complexity of the overall model, the curve shows a
standard bias/variance compromise, with an optimal region near 200 parcels. Middle: Relative prediction accuracy as a function of the
number of regions; this curves displays tighter confidence intervals, as the random subject effect is removed. Right: Gain in R2 score
compared to an MLP fitted on the entire brain (i.e without parcellation); in its optimal region, the piece-wise linear model outperforms the
global non-linear model. All the results were obtained using Ntrain = 60 subjects.
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Figure 9: Reproduction on a small-scale study. We reused the same modeling approach in the IBC dataset comprising 12 subjects.
Prediction-accuracy results, measured as a ratio of explained variance, are displayed on the top for the 12 tasks in Pinho et al. (2018)).
The vertical green bar indicates the across-contrast-corrected p < 0.05 performance obtained by a permutation test. The effect of increasing
the number of parcellations is illustrated for three tasks in the lower panel: a language-localizer (the RSVP-Language task in Pinho et al.
(2018), working-memory task, and spatial-localizer task, named ARCHI Spatial. Error-bars represent cross-validation splits. We observe that
accurate results are obtained for almost all conditions of all tasks, and that averaging across multiple parcellations systematically improves
the outcome.
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model instances. The simplicity and the computa-
tional efficiency of the linear model lead to the clear
result of approximately 200 regions. Moreover, in
that regime, the locally linear model outperforms a
whole-brain non-linear model, obtained by a multi-
layer perceptron, confirming the relevance of local-
ized variation model to capture distributed activity
patterns.

• Third, we introduced for the first time, in this con-
text, a multiple-parcellation estimator and showed
that it improves prediction accuracy and reduces
variance. For a sample size of N=11, simply bag-
ging results from different parcellations brings an
increase of 0.07 in average R2. For N=31, i.e. the
typical median size of neuroimaging studies, the
gain remains above 0.03, which is not negligible. It
is thus especially useful in the low-sample regime,
which is well illustrated in the IBC-dataset use case
with few subjects.

Regarding the comparison with the Multi-Layer Percep-
tron (MLP), let us point out that the model has been
grossly optimized for the numbers of units but not for all
architecture aspects (number of of layers etc.), as perform-
ing such optimization on a given dataset unavoidably re-
sults in overfit. The performance of complex non-linear
models is a topic of investigation in the field He et al.
(2020), but the current consensus is that noisy and sample-
limited data used in neuroimaging may not benefit as much
from such models as e.g. computer vision applications.

On quantitative analysis of local gradients. Recent stud-
ies have embraced the goal to describe individualized brain
features (DiNicola et al., 2020; Gordon et al., 2017; Braga
et al., 2019; Pinho et al., 2018). Nevertheless, the present
study departs from those by taking a quantitative point of
view, in order to establish the significance of the organiza-
tion described in front of the noise level. Indeed, the low
test-retest reproducibility of fMRI-derived brain maps (El-
liott et al., 2020) warns against purely qualitative descrip-
tion of brain organization that are not backed up by quan-
titative arguments. The ultimate demonstration that local
functional gradients capture some key brain-organization
feature is that they predict features that were not part of
the learning data (Varoquaux and Thirion, 2014; Varo-
quaux and Poldrack, 2019). This is why our contribution
is meant to ground the analysis of local brain activity gra-
dients on quantitative analysis and model selection.

Implications for brain parcellations. The results presented
here provide two important insights on brain parcellations.
On the one hand, parcellations are useful to create location-
specific models of brain organization, as the association be-
tween imaging characteristics may not easily hold across
all brain territories. In that respect, this paper brings a
novel piece of evidence, namely that local linear models —
besides being much more computationally efficient— are
also more powerful than a global (brain-wide) nonlinear

model. On the other hand, parcellations yield biased esti-
mators of brain characteristics, that do not fit accurately
all individual topographic information. Therefore, bag-
ging multiple models obtained from different parcellations,
that break the piece-wise nature of this model, brings sig-
nificant improvements. Likewise, we do not expect any
other standard population-level brain parcellation scheme
to yield markedly different outcome, although it is ex-
pected that functional parcellations outperform anatom-
ical ones (Dadi et al., 2020). The parcellation used in the
present work gives the flexibility to accurately control the
number of regions. Whether individualized parcellations
yield different results is an interesting question for future
research. The good small-sample properties of this esti-
mator are useful, as small cohorts remain quite prevalent
in brain imaging.

Another important point concerns parcellation resolu-
tion, that we studied here from the point of view of car-
dinality: as pointed by a reviewer, there is no reason to
assume that there would be one optimal resolution that
can explain all the cognitive processes covered in the pa-
per; this is why modern parcellation schemes tend to span
multiple cardinalities, as there is no one-fits-all model (see
e.g. Dadi et al. (2020); Schaefer et al. (2017)). Note how-
ever that unlike previous work, our point is not handle
parcels as homogeneous entities, but to study within par-
cel functional differences (gradients), leading to different
regimes of optimality for the model.

Low task/rest activity correspondence in motor regions?.
A result from Figures 5 and 7 is the relative weakness of
explained variance in the motor regions. It is noteworthy
that Glasser et al. (2016) defined region-level boundaries
mostly from the variation of resting-state activity along
the cortical surface and it was decided to keep the pri-
mary motor cortex as one region, violating the intuition
of strong functional specificity in these regions (Penfield
and Boldrey, 1937). The present study sheds some lights
on this discrepancy. Although functional specialization is
considered a well-grounded feature, it turns out that it is
not well explained by differences in resting-state activity in
these regions. This relative task/rest discrepancy certainly
deserves more investigation, as it represents an opportu-
nity to improve our understanding about the system-level
structure of ongoing activity.

Potential limitations. While drawing conclusions from this
study, one should remain aware of some limitations. The
present study focuses on the correspondence of information
provided by two fMRI-based modalities: rest-fMRI and
task-fMRI. The reason is that those are easier to handle
and good at identifying nuances between neighboring re-
gions. Nevertheless, these observations may be confounded
by some common artifacts (e.g. physiological effects, sig-
nals dropouts, distortions) and, therefore, results may not
fully reflect actual brain properties. Cross-validation with
other modalities —e.g. anatomical connectivity obtained
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from diffusion MRI (Saygin et al., 2011) and anatomical
properties (such as myelination index and approximation
thereof (Glasser and Van Essen, 2011))— will be necessary
to conclude on the nature and significance of functional
gradients.

A second and less prominent issue is the fact that cur-
rent analysis rests on fixed, instead of subject-adaptive
parcellations. The reason is that such parcellations, while
conceptually attractive, are hard to define and to validate
in an objective fashion (Glasser et al., 2016). It is likely
however that linear mappings are less compromised by the
slight misfits of the parcellations than standard models
that build on piecewise-constant approximations of brain
characteristics. This limitation is further alleviated by the
use of bagging across parcellations, making the final model
resilient to parcellation mis-specifications.

Third, when taking the perspective of cognitive map-
ping, one should remember that not all functional con-
trasts are equally well mapped to brain territories, result-
ing in less consistent or more irregular mappings across in-
dividuals. Here, we focused on the limited set of contrasts
made available in the datasets that we used. Probing more
general families of contrasts will require multiple datasets,
which goes beyond the scope of the present paper. An
important related question is what cognitive domains are
best predicted by resting-state features.

Worthy of note is the fact that the definition of indi-
vidual topographies from resting-state might require spe-
cific methods. We use herein Dictionary Learning ; yet,
the popular Independent Components Analysis, with the
same number of components, yields similar results (Bzdok
et al., 2016; Dohmatob et al., 2016), although we observed
slightly lower accuracy (about 3%). Indeed, Sparse Dictio-
nary Learning and Independent Components Analysis are
deeply related (Daubechies et al., 2009), but the former
yields sharper components.

Fourth, as noted by one reviewer, the family structure
of the HCP sample was not taken into account: it is thus
possible that members of the same family were included
in the train and test set respectively. The family informa-
tion was not available to the authors when the experiments
were performed. We conjecture that this has little to no
impact on the results for two reasons: all the models com-
bine equal contributions from all the HCP population, mit-
igating any bias related to one genetically similar sample.
Second, the IBC dataset comprises unrelated individuals
yet shows similar effects.

Future work. Given the above limitations, the present work
calls for extensions to more functional datasets and modal-
ities, to ascertain and clarify the role of functional gradi-
ents and their relevance to brain cognitive architecture.

Another direction of research consists in revisiting the
parcellation tools used for brain mapping. Actually, the
present work presents evidence that traditional partitions
of brain domains into discrete territories fall short of cap-
turing the properties of these territories. If one instead

considers parcels as a model of brain regions, their def-
inition could include a (spatial) modulation by the de-
gree of certainty on their spatial definition. Such objects
have sometimes been called probabilistic parcellations. The
present work establishes that the complex random nature
of valid brain parcellations can be captured by sampling
multiple parcellations, as done previously in Hoyos-Idrobo
et al. (2018); Da Mota et al. (2013). This approach is
particularly powerful in brain mapping. Note that the
marginal benefit of adding parcellations decreases with the
number of parcellations considered (Hoyos-Idrobo et al.,
2018), so the right number typically results from a compu-
tational cost/ statistical benefit tradeoff; 20 seems to be
enough in the above results.

Conclusion
In the recent years, neuroimaging has moved away from

the classical framework (that merely reports sparse-activation
peaks associated with functional contrasts) in two ways:
first, by focusing on the interactions among these regions,
through the study of functional connectivity; and second,
by assessing spatial variations of brain activation, through
functional-gradients analysis.

The present paper draws the attention about the un-
derlying difficulty of this endeavor due to the limited signal-
to-noise ratio of this type of data. FMRI-based topo-
graphic mapping calls for powerful models to capture the
signals and variations of interest. Specifically, predictive
modeling is a useful guide for model selection; it yields sta-
tistically optimal procedures, making it possible to draw
high-level conclusions on functional brain organization, e.g.
in cross-species comparison (Xu et al., 2019).

Making sense of the observed gradients will ultimately
require the use of dedicated datasets that overcome the low
signal-to-noise ratio of each acquisition, using multiple ac-
quisitions in fixed cohorts of participants (e.g. developing
deep phenotyping framework) Gordon et al. (2017); Pinho
et al. (2018). In particular, the higher prediction accu-
racy found for multimodal regions calls for more studies.
Varying the conditions and modalities will be essential to
formally validate the relevance of local and global brain-
organization gradients.
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Appendix A. Derivation of individual topographies
from Resting-state fMRI

Here we describe in detail the model used. In Ap-
pendix A.1, we provide an overview of the model, which is
necessary to bridge concepts with the analysis performed.
Then in section Appendix A.2, we describe the algorithmic
solution for the derivation of group-level topographies, a
major ingredient of our method. In section Appendix A.3,
we describe how population topographies can be related to
individual topographies, considering also state of the art
solutions. Finally, in section Appendix A.4, we describe
the parallel training and prediction algorithms used.

Notations. In what follows, [[N ]] will denote the set of
integers {1, ..., N}. We denote matrices with bold cap-
ital letters, vectors with bold small letters, scalars or in-
dexes with standard small letters. N will denote the multi-
dimensional Gaussian distribution. For any matrix A, AT

will denote its transpose and A† its pseudo-inverse; ‖A‖Fro
will denote its Frobenius norm (the square root of the sum
of its squared coefficients). Finally, Ik will denote the iden-
tity matrix in dimension k.

Appendix A.1. A random effects model of brain topogra-
phies

A group Rest-fMRI model. We use a simple linear mixing
model to capture the per-voxel intrinsic activity via a small
number of topographies Ds ∈ Rp×k, so that Xs ≈ DsCs

+ noise. k is the model dimensionality, and the k-by-ns
matrix Cs encodes the time course of the subjects resting-
state activity. One can formulate a prior on these signals,
namely Cs ∼ N (0, αIns

).
Crucially, we need the representational space to be

consistent across subjects, so that the ensuing predictive
model generalizes well. To achieve this, we impose that
resting-state data from all subjects be tied to a common
shared space defined by a reference dictionary of spatial
components D ∈ Rp×k. Each subject-specific dictionary
Ds is thus a deformation of the reference dictionary D.
Additionally, we constrain the group-level dictionary D to
have sparse columns. This will force the voxels in each
component of the reference dictionary to be organized in
spatially compact domains, consistently with the view of
the brain consisting or partially overlapping networks (Xu
et al., 2016a). We denote these components —the columns
of D as dj . Altogether, we propose the following genera-
tive model

Multi-subject topographic model

X = DC + ”noise” (common representation),

where ∀j ‖dj‖1 ≤ r with r > 0

(spatial sparsity prior on reference dictionary),
∀s ∈ [[N ]] :

Ds = (Ik + Es)D

(subject-specific random effects),
Xs = DsCs + ”noise”
(subject-specific representation),
Cs ∼ N (0, αI)

(prior on the individual loadings),
Ys = f(Ds) + ”noise”
(spontaneous activity predicts task-evoked activity)

where X = [X1| . . . |XN ] ∈ Rp×ν (resp.
C = [C1| . . . |CN ] ∈ Rk×ν) is a horizontal stacking of
resting-state data (resp. resting-state time courses) from
all the subjects, and ν =

∑N
s=1 ns. ‖dj‖1 :=

∑
v∈voxels |djv|

is the `1 norm of the j component of the reference dictio-
nary, and the constraint ‖dj‖1 ≤ r, for r sufficiently small,
imposes sparsity. Only a few voxels per component get a
non-zero value. Such a choice, enforcing sparse marginal
on the distribution of spatial components, solves the inde-
terminacy of the decomposition (Daubechies et al., 2009).

For each subject s and each voxel v, we thus define
a k-dimensional encoding ds,v ∈ Rk of the voxel’s time-
series xs,v ∈ Rns with explicit correspondences within the
group-level space.
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Our core assumption is that these loadings are a local
marker of brain function. Based on this, we postulate the
existence of link function f : Rk → Rc that maps voxel-
wise resting-state topographies to task-evoked brain activ-
ity. Following our core intuitions on the existence of local
gradients of activity, we identify this link function within
the span of predictive models that are piece-wise linear
over brain regions. This assumption makes it possible to
fit an instance of f per subject and brain region, yield-
ing efficient training and prediction. Importantly, unlike
Margulies et al. (2016), the mapping is from resting-state
derived topographies to task-induced activations, not spa-
tial coordinates to task-induced activations.

Appendix A.2. Estimation of group-level resting-state to-
pographies

Several models have been proposed for group resting-
state modeling (Smith et al., 2014; Varoquaux et al., 2010,
2011; Abraham et al., 2013a; Mensch et al., 2016; Dohma-
tob et al., 2016), yet some of them are costly, as they
require the iterative estimation of group-level and individ-
ual parameters. Since the resting-state time-series data
are large (for example, 1200 3D volumes of 2 × 105 vox-
els in each subject of the HCP dataset (van Essen et al.,
2012)), a decomposition method that scales well is re-
quired. Incremental Principal Component Analysis/ICA-
based methods (Smith et al., 2014; Varoquaux et al., 2010)
have been designed for that purpose. Yet, the structured
online dictionary-learning (Mairal et al., 2010; Dohma-
tob et al., 2016), which was recently proposed, has been
shown to better leverage abundant data (Mensch et al.,
2016; Dohmatob et al., 2016). Using structured online
dictionary-learning, the shared dictionary D ∈ Rp×k and
the subject temporal dynamics Cs ∈ Rk×ns are obtained
by solving

min
C1,...,CN , D1,...,Dk

1

N

N∑
s=1

(
1

2
‖Xs −DCs‖2Fro +

α

2
‖Cs‖2K

)
subject to ‖Dj‖1 ≤ 1 ∀j ∈ [[k]]

where ‖A‖Fro :=
√

tr(ATA) defines the Frobenius (a.k.a.
Hilbert-Schmidt) norm of matrix A. This problem can
be efficiently solved using online block-coordinate descent.
The update of a component of the dictionary —with all
the other components held constant— is done via a simple
projection onto the `1 unit-ball in Rp. With the shared
dictionary fixed, an a subject’s resting-state data Xs is
encoded by solving for C via Tikhonov (generalized Ridge)
regression:

Cs ∈ argminCs∈Rns×k

1

2
‖Xs −DCs‖2Fro +

α

2
‖Cs‖2K.

All one needs is to compute a singular value decomposi-
tion of the current dictionary D. The process of optimizing
with respect to the shared dictionary and, then, with re-
spect to the loadings is alternated until convergence. Tech-
nical details on online structured dictionary-learning can

be found in (Dohmatob et al., 2016; Mensch et al., 2016;
Mairal et al., 2010).

Appendix A.3. Group-level modeling of individual topogra-
phies from Rest-fMRI

The estimation of group-level resting-state topographies
is performed using an optimized dictionary learning ap-
proach described in Section Appendix A.2. It formally
corresponds to a concatenated sparse dictionary learning
method. Then, for any given subject s, Ds is the individ-
ual counterpart of D. We assume D to be under-complete
– i.e k � min(mins∈[[S]] ns, p)– and therefore full-rank (i.e
DTD is invertible). Under this hypothesis, we can esti-
mate Cs by standard linear regression, leading to:

Cs = D†Xs,

Following the popular dual-regression approach (Nickerson
et al., 2017), it is tempting to define

Ds ∈ argminDs∈Rk×p

1

2
‖Xs −DsCs‖2Fro,

leading to Ds = XsC
†
s. Plugging the first equation into

the second leads to

Ds = XsX
†
sD,

Meaning that Ds is simply the orthogonal projection of D
onto span(Xs), i.e. the space spanned by the brain maps
observed in Xs. This clarifies the concept of multiplica-
tive perturbation introduced previously in the definition of
Ds. This perturbation is simply a linear projection on the
observation of a subject s. To our knowledge, this rela-
tionship has not been established previously.

Relation to Shared Response Model (SRM). It turns out
that the Shared Response Model (SRM) framework (Chen
et al., 2015) and the “dual regression” (DR) scheme (Nick-
erson et al., 2017), that we have presented, are closely
related. Note that the SRM can be seen as an efficient
implementation of the “hyperalignment” method Haxby
et al. (2011b), in which individual data are projected to
a template using Procrustes (orthogonal) transformation.
Indeed, Chen et al. (2015) considers the following problem

minimize
1

N

N∑
s=1

‖Xs −DsC‖2Fro

over Ds ∈ Rp×k, C ∈ Rk×ns ,

subject to DT
s Ds = Ik, ∀s ∈ [1 . . . N ].

Ignoring the orthonormality constraints “DT
s Ds = Ik” this

problem is analogous to the above spatial-temporal regres-
sion problem. (A.1) is usually solved via an alternating
minimization scheme. Viz,
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• Update rotations (orthonormal Procrustes anal-
ysis):

D(t+1)
s = U(t)

s V(t)
s

T
∀s ∈ [1 . . . N ],

where U
(t)
s ΣsV

(t)
s

T
is the Singular Value decompo-

sition of the p-by-k matrix XsC
(t)†.

• Update shared-dictionary:

C(t+1) =
1

N

N∑
s=1

C(t+1)
s ,

where C
(t+1)
s := D(t+1)TXs.

However, dual-regression is much more attractive due
to its low cost, as it is non-iterative. Indeed in compari-
son, hyperalignment performs a Singular Value Decompo-
sition per subject per iteration and becomes prohibitive
for large problems. Note that hyperalignment is usually
done region-wise (i.e locally) to limit the cost of the fit.

Appendix A.4. Algorithms for learning and inference
Algorithm 1 describes how learning proceeds based on

individual topographies (Ds), s = 1..Ntrain . Then Algo-
rithm 2 describes the inference procedure that was used.

Algorithm 1 Massively parallel training of the pre-
dictive model: for a collection of parcellation Pq, q ∈ [Q],
the model learns to predict task-related maps from resting-
state maps. It results in one global-brain estimator per
parcellation.
Require: Data from Ntrain subjects. For each subject s

we have pre-computed spatial features Ds ∈ Rp×k. A
set of brain parcellations (P)q, q ∈ [Q].

Ensure: For every parcellation Pq =
⋃
m Pqm, and every

parcel Pqm thereof, a fitted estimator fqm for predicting
the task-evoked activity Ys′ |Pq

m
of the voxels in that

parcel from the spatial features Ds′ |Pq
m
.

1: parallel for each subject s ∈ train do
2: parallel for each parcellation Pq do
3: parallel for each parcel Pqm ∈ Pq do

4: Fit a predictive model DT
s |Pm

fq
s,m7→ Ys|Pq

m

5: end pararell for
6: Bagging: fqm ← 1

Ntrain

∑Ntrain
s=1 fqs,m

7: end pararell for
8: end pararell for

Appendix B. Best predicted regions from the IBC
dataset

Figure B.10 shows the average prediction accuracy per
voxel, across contrasts and subjects, for the IBC dataset.

Algorithm 2 Massively parallel prediction: the ag-
gregation mechanism is used to obtain one improved pre-
diction that does not reflect merely one parcellation, but
an ensemble thereof.
Require: Data from Ntest subjects. For each subject s,

we have pre-computed spatial features Ds ∈ Rp×k.
Also, a collection of bagged fitted models fqm, one per
parcel per parcellation q ∈ Q (see Algorithm 1).

Ensure: Predictions Ys ∈ Rp×c, for each test subject s.

1: parallel for each subject s ∈ test do
2: Ys ← 0 ∈ Rp×c
3: parallel for each parcellation Pq = ∪mPqm do
4: parallel for each parcel Pqm ∈ Pq do
5: Predict Yq

s |Pq
m
← Ys|Pm

+ fqm(DT
s |Pq

m
)

6: end pararell for
7: end pararell for
8: Ys ← 1

QYq
s

9: end pararell for

The best-fitted regions are the ventral visual pathway, the
language network and the Intra-Parietal Sulcus bilaterally.
The scores are typically weaker than the those of the HCP
dataset (compare with Figure 7) due to the smaller number
of subjects, and the set of best-fitted regions are slightly
different, reflecting the different functional protocols used.
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Figure B.10: Average prediction accuracy per voxel (across contrasts) on the IBC dataset. This map displays R2
voxel statistic

obtained from the IBC dataset. This outlines the brain regions that are overall best fitted by the model: the ventral visual pathway, the
language network and the Intra-Parietal Sulcus bilaterally.
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