N

N
N

HAL

open science

"FISTA” in Banach spaces with adaptive discretisations
Antonin Chambolle, Robert Tovey

» To cite this version:

Antonin Chambolle, Robert Tovey. "FISTA” in Banach spaces with adaptive discretisations. Com-
putational Optimization and Applications, 2022, 83 (3), pp.845-892.

hal-03119773

HAL Id: hal-03119773
https://inria.hal.science/hal-03119773
Submitted on 5 Oct 2022

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépot et a la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche francais ou étrangers, des laboratoires
publics ou privés.

Distributed under a Creative Commons Attribution 4.0 International License

10.1007/s10589-022-00418-3 .


https://inria.hal.science/hal-03119773
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
https://hal.archives-ouvertes.fr

Computational Optimization and Applications manuscript No.
(will be inserted by the editor)

“FISTA” in Banach spaces with adaptive discretisations

Antonin Chambolle - Robert Tovey

the date of receipt and acceptance should be inserted later

Abstract FISTA is a popular convex optimisation algorithm which is known to converge at an optimal rate when-
ever a minimiser is contained in a suitable Hilbert space. We propose a modified algorithm where each iteration
is performed in a subset which is allowed to change at every iteration. Sufficient conditions are provided for
guaranteed convergence, although at a reduced rate depending on the conditioning of the specific problem. These
conditions have a natural interpretation when a minimiser exists in an underlying Banach space. Typical examples
are L1-penalised reconstructions where we provide detailed theoretical and numerical analysis.
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1 Introduction

The Fast Iterative Shrinkage-Thresholding Algorithm (FISTA) was proposed by Beck and Teboulle [3] as an
extension of Nesterov’s fast gradient method [26] and is now a very popular algorithm for minimising the sum of
two convex functions. We write this as the problem of computing

igﬂf_IE(u) such that E(u) :==f(u) + g(u), ()

for a Hilbert space H where f: T — R is a convex differentiable function with L-Lipschitz gradient and g: H — R
is a “simple” convex function, whose “proximity operator” is easy to compute. Throughout this work we assume
that E is bounded below so that the infimum is finite. The iterates of the FISTA algorithm will be denoted u,, € I1.
If, moreover the infimum is achieved, it has been shown that E(u,,) —inf,cg E(«) converges at the optimum rate of
n~2 [3], and later (after a small modification) the convergence of the iterates was also shown in a general Hilbert
space setting [10]. Many further works have gone on to demonstrate faster practical convergence rates for slightly
modified variants of FISTA [37,23,1].

In this work we address the case where the minimiser possibly fails to exist or lies in a larger space where H is
dense. There is much overlap between the techniques used in this work and those used in the literature of inexact
optimisation, however, our interpretation is relatively novel. In particular, we emphasise the infinite-dimensional
setting where errors come from “discretisation”, rather than random or decaying errors in H, which enables two
new perspectives:

— Analytically, we prove new rates of convergence for FISTA when the minimum energy is not achieved (at least

not in IH). The exact rate can be computed by quantifying coercivity and regularity properties of E. If there

isn’t a minimiser in I, then this rate is strictly slower than n2,
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— Numerically, we allow the optimisation domain to change on every iteration. This enables us to understand
how FISTA behaves with adaptive discretisations. Adaptive finite-element methods are known to improve the
efficiency of, for example, approximating the solutions of PDEs. Our analytical results show how to combine
such tools with FISTA without reducing the guaranteed rate of convergence, and our numerical results confirm
much improved time and computer memory efficiency in the Lasso example (Section 6).

All the examples in this work, discussed from Section 5 onward, consider {u € H s.t. E(u) < o} to be contained
in some ambient Banach space U. The idea is that FISTA provides a minimising sequence in IH N U, but further
properties like rate of convergence (of E or the iterates) must come from the topology of U. It will not be necessary
for H — U to be a continuous embedding, nor in fact the full inclusion H C U.

Some other works for FISTA-like algorithms include [21,39]. Of particular note, our stability estimate for
FISTA in Theorem 1 is very similar to [35, Prop 2] and [2, Prop 3.3]. This is then used to analyse the con-
vergence properties in our more general Banach space setting, but where all sources of inexactness come from
subspace approximations. The ideas in [28] are similar although in application to the proximal gradient method
with an additional smoothing on the functional g. The permitted refinement steps are also more broad in our work.
Very recent work in [40] proposes a “Multilevel FISTA” algorithm which allows similar coarse-to-fine refinement
strategies, although only a finite number. We also allow for non-uniform refinement with a posteriori strategies.

1.1 Outline

This work is organised as follows. Section 2 defines notation and the generic form of our proposed refining FISTA
algorithm, Algorithm 1. The main theoretical contribution of this work is the convergence analysis of Algorithm 1
which is split into two parts: first we outline the proof structure in Section 3, then we state the specific results in
the case of FISTA in Section 4. The main results are Theorems 2/3 which extend the convergence of FISTA to
cases with un-attained minima with uniform/adaptively chosen subspaces U” respectively.

Section 5 presents some general results for the application of Algorithm 1 in Banach spaces and Section 6
gives a much more detailed discussion of adaptive refinement for Lasso minimisation. In particular, we describe
how to choose efficient refining discretisations to approximate inf,cy E(u), estimate the convergence of E, and
identify the support of the minimiser. The numerical results in Section 7 demonstrate these techniques in four
different models demonstrating the apparent sharpness of our convergence rates and the computational efficiency
of adaptive discretisations.

2 Definitions and notation

We consider optimisation of (1) over a Hilbert space (I, (-, -}, ||-||)- In the more analytical section (Sections 3 and
4) it will be more convenient to use the translated energy
Eo: H— R, Eo(u) =E(u) — Ninﬂf{E(m 2)
uc
so that inf,,cpy Eo (1) = 0, although access to this function is not assumed for numerical examples.

The proposed generalised FISTA algorithm is stated in Algorithm 1 for an arbitrary choice of closed convex
subsets U"” C H for n € IN. The only difference from standard FISTA is that on iteration n, all computations are
performed in the subset U”. If U" = H, then we recover the original algorithm. More generally, the idea is that
U” are “growing”, for example U” C U”"*!, but this assumption is not necessary in most of the results.

Without loss of generality we will assume L = 1, i.e. Vfis 1-Lipschitz. To get the general statement of any of
the results which follow, replace E with % In particular,

IV E(u) = VEW)|| < [lu—v]| 3)
for all u,v € H and g is called “simple” if it is proper, convex, weakly lower-semicontinuous, and

argmin%Hu—sz—i—g(u) 4)
ue

=

is exactly computable for all v € H and all Ue {U"}57_,. Closed subsets of I are locally weakly compact,
therefore this argmin is always non-empty.



One defining property of the FISTA algorithm is an appropriate choice of inertia, dictated by #,. In particular,
we will say that (¢,);_ is a FISTA stepsize if

=1, t,>1, and  p,i=12 12 +1,1>0 foralln=0,1,.... (5)

The precise constants associated to a given rate are given in the statements of the theorems but, for convenience,
are otherwise omitted from the text. For sequences (a,)5_,(bn )i We will use the notation:

an, S by, <— aC,N >0 s.t. a, <Cb,, foralln > N,
an > by — an <b, < ay.
For n € IN we use the abbreviation [n] = {1,2,...,n}. When the subdifferential of E is set-valued, we will use the
short-hand
JE = inf 6
1B = inf [ ©

for any specified norm ||-|.

Algorithm 1 Refining subset FISTA
1: Choose (U"),en, o € U and some FISTA stepsize choice (£,)nen

2: vy < ug,n <0

3: repeat

A L e

5: Uy < argmin 3 ||u — 3, + V(3,) 1>+ g(x) &> Only modification, U"+! ¢ U
ueyntl

6 Vntl < (1 77}1)“)1+t)1un+l
7: n<n+1
8: until some stopping criterion is met

3 General proof recipe

In this section we give an intuitive outline of the full proof for convergence of Algorithm 1 before giving formal
theorems and proofs in the next section. First we recall the classical FISTA convergence guarantee given by [10,
Thm 3.1]; if there exists u* € argmin,, . Eo(u), then

N—-1
i3 Bo(un) + Y, PaBo(un) + 3llvw —u*||* < §llug —u"||? O

n=1

for any FISTA stepsize choice ty ~ N such that p, > 0.

Step 1: Quantifying the stability The first step is to generalise (7) to account for the adapting subsets U”. In the
notation of Algorithm 1, Theorem 1 shows that

N-1 2 e N
% Eo(un)+ Y. puEo(tta) + Lvw —wyl* < Lo —wo? + L0l % 1 B (w) + (1, Wt —wa) (8)
n=1 n=1

for any w, € U". The similarities to (7) are clear. If U" = H, then we can choose w, = u* and the two estimates
agree. These extra terms in (8) quantify the robustness to changing of discretisation.



Step 2: Quantifying the scaling properties To show that the extra terms in (8) are small, we need to quantify the
approximation properties of U”. The idea is that there is a sequence w, € U", n € IN such that ||w,|| grows slowly
and Eg(w,) decreases quickly. To quantify this balance, we introduce a secondary sequence ng < nj < ... and
constants ay,ag > 1 such that for each k € IN

n<n = |lwall Sap,  n>m = Eo(wy) Sagh. ©9)
A canonical example would be U" = {u € H s.t. ||u|| < ak} for n € [ng,ny1), then ag reflects the smoothness of
Ey. The choice of exponential scaling is introduced to improve stability of Algorithm 1. It is natural if we consider
the U” to be the subspace of functions discretised on a uniform mesh. If that mesh is sequentially refined, then the
resolution of the mesh will be of order /¥ after k refinements and for some 4 < 1. The integer n; is then the time
at which the mesh has refined k times. The trade-off between ag and ay dictates the final convergence rate of the
algorithm. If ay > 1, then we cannot guarantee the original n~> rate of convergence.

Step 3: Generalising the convergence bound In this step we combine the FISTA stability estimate with the subset
approximation guarantees to provide a sharper estimate of stability with respect to the parameters ag and ay. For
example, if for each k € IN

wp = wy, foreachn =mg,m +1,... ,my1—1,

then many terms on the right-hand side of (8) telescope to 0. The result of this is presented in Lemma 3. The key
idea is that the stability error in (8) has K < N terms, rather than N.

Step 4: Sufficiently fast growth In Step 3 we develop a convergence bound, now we wish to show that it is only
worse than the classical (7) by a constant factor. In particular, it is equivalent to either run Algorithm 1 for N
iterations, or the classical FISTA algorithm for N iterations on the fixed subset U". The estimate from (7) provides
the estimate N?Eg(uy) < [uo —ww||* = O(aX) for N < ng. Lemma 4 shows that Algorithm 1 can achieve the

same order of approximation, so long as U" grow sufficiently quickly (in particular n,% < a’li:a%k).

Step 5: Sufficiently slow growth The result of Step 4 is sufficient to prove convergence, but not yet a rate. If the
subsets grow too quickly, then the influence of ||u,|| — o will slow the rate of convergence. If ny is too large, then
we overfit to the discrete problem, but if 7 is too small, then FISTA converges slowly. Lemma 5 balances these
two factors in an optimal way (n7 ~ af.a?}) for Algorithm 1 resulting in a convergence rate of

2K 2K
a N
U
EO(“N) S N2 5 N2
forall N € N and k¥ = k)gazEIi% € [0,1). In particular, if the minimum is attained in IH, then we recover the

classical rate with k¥ = 0.

Step 6: Adaptivity Up to this point we have implicitly focused on the case where U" (and n;) are chosen a
priori. The main challenge for adaptive choice of U” is to guarantee (9) from Step 2 using a posteriori estimates.
Combined with the partial telescoping requirement in Step 3, a natural choice is w,, = u,,—1 for n € [ng,nii 1), i.e.
the value of ny, is chosen to be n+ 1 once the iterate u,, is observed. Theorem 3 shows that a sufficient condition is

Up—1 € U N Ut ﬁ...ﬁU”k“il, Hunk,1H Salﬂ, and Eo(unkfl) SJa;:k.

Convergence is most stable if the approximation spaces U” satisfy a monotone inclusion, breaking the monotonic-
ity requires more care. The only non-trivial property to verify is the energy gap Eo(u,) = E(u,,) — inf,cp E(u).
Lemma 6 proposes some sufficient conditions to guarantee the same overall rate of convergence as in Step 5,

N2K‘
. N
minFo(un) S 32
for all N € IN, with the same x € [0, 1) from Step 5. The penalty for accelerating the change of discretisation is
a potential loss of stability or monotonicity in Eo(u,), although this behaviour has not been seen in numerical
experiments.



4 Proof of convergence

In this section we follow the recipe motivated in Section 3 to prove convergence of two variants of Algorithm 1.
Each of the main theorems and lemmas will be stated with a sketch proof in this section. The details of the proofs
are either trivial or very technical and are therefore placed in Section A to preserve the flow of the argument.

4.1 Computing the convergence bound

For Step 1 of Section 3 we look to replicate the classical bound of the form in (7) for Algorithm 1. The proofs
in this step follow the classical arguments [3, 10] very closely. Throughout this section we consider a sequence
(U") e which generate the iterates (u,),en in Algorithm 1 such that

W' €U cH where U" is a closed, convex subset for all n € IN. (10)
4.1.1 Single iterations

We first wish to understand a single iteration of Algorithm 1. This is done through the following two lemmas.
Lemma 1 (equivalent to [10, Lemma 3.1]) Suppose Vfis I-Lipschitz, for any u € H define
u := argmin 5 |u —u+ V {(z) 1>+ g(u).
ucgn
Then, for all w € U", we have
2 — 2

Eo(u) + 3 Ju—wl[* < Eo(w) + 5[ —wl*.
The proof is exactly the same as in [10] on the subset U”. Applying Lemma 1 to the iterates from Algorithm 1
gives a more explicit inequality.

Lemma 2 ([10, (17)], [3, Lemma 4.1]) Let w, € U" be chosen arbitrarily and u,/v, be generated by Algorithm 1
foralln € IN. For all n > 0, it holds that

£ (Eo(un) — Eo(wn)) — (1 —tn) (Bo(tta-1) — Eo(wn)) < 3 [Ilvn—lllz— IIVnHZ] +vn—vn-1wa). (1D

The proof is given in Theorem 5 and is a result of the convexity of Eg and U, for a well chosen w in Lemma 1.

4.1.2 Generic convergence bound

Lemma 2 gives us an understanding of a single iteration of Algorithm I, summing over n then gives our generic
convergence bound for any variant of Algorithm 1.

Theorem 1 (analogous to [10, Thm 3.2], [3, Thm 4.1]) Fix a sequence of subsets (U"),c satisfying (10),
arbitrary uy € U°, and FISTA stepsize choice (tn)nen- Let u, and vy, be generated by Algorithm 1, then, for any
choice of w, € U" and N € IN we have
N—1
t]%'EO(uN) + Z anO(un) +

n=1

vy =l _ o —woll® = [[woll* + [[w |
2 - 2

N
+ Z tnEO(Wn) + <Vn71 yWn—1— Wn> .
n=1
(12)

The proof is given in Theorem 6. This result is the key approximation for showing convergence of FISTA with
changing subsets. In the classical setting, we have U" = H, w,, = wy € argmin, . Eo(#) and the extra terms on
the right-hand side collapse to 0.

If there exists a minimiser u* € argmin,, .y Eo(u), then the natural choice in (12) is w, = ,u4* for some pro-
jection IM,,: H — U”, however, there are simple counter-examples which give Eq(I1,u*) = oo and so this inequality
becomes useless. For example, if f(u) = ||”HI2‘2([0,1})’ g is the indicator on the set D = {u € L' ([0,1]) s.t. u(x) >x},

and I, is the L? projection onto a set of piecewise constant functions, then #* = x — x. On the other hand, suppose
one of the pixels of the discretisation is [xo — /,x0 + /], then

xXo+h xo0+h

Mu* (x0 + 2) :argmin/ (u*(x)—c)zdx:argmin/ (x—c)?dx =x <xo+%
ceR  Jxo—h ceR  Jxo—h

In particular ,u* ¢ D therefore Eq([M,u*) = c. The choice w, = argmin,cym Eo(u) is much more robust and

allows us to apply Algorithm | more broadly. The penalty for this flexibility is a more complicated analysis; each

time the subset changes, because v, € U, the system receives a “shock” proportional to ||v,||||w, — Mwut1]]-



4.2 Convergence bound with milestones

In standard FISTA, the right-hand side of (12) is a constant. The following lemma minimises the growth of the
“constant” as a function of N by partially telescoping the sum on the right-hand side. Before progressing to the
content of Step 3, we will first formalise the definition of the constants ay and ag introduced in Step 2.

Definition 1 Fix ay,ag > 1 and a sequence w; € H. We say that (Wi )gew is an (ay, ag)-minimising sequence of
E if

Wl Saby  and  Eo(W) S ag®
for all k € IN.

In this section we will simply assume that such sequences exist and in Section 5 we will give some more general
examples.

Lemma 3 Let u,, v, be generated by Algorithm 1 with (U"),c satisfying (10), (ny € N)iew be a monotone
increasing sequence, and choose
w € U N U N nun!

for each k € IN. If such a sequence exists, then for all K € IN, ng < N < ng11 we have

N—1 ~ 112 ~ 112 2 2
VN —W w N+1)"—n -
R Bolun) + X poBolu) + 0P < o Iy (OE D g
n=1
K }’lzfl’l2 ~ ~ ~
"FZ%EO(Wk71)+<Vnk—17Wk71_Wk>

k=1

where C — H”O*WOH;*HWOHz‘

The proof is given in Lemma 1 1. The introduction of n; has greatly compressed the expression of Theorem 1. On
the right-hand side, we now only consider E( evaluated on the sequence wy and there are K elements to the sum
rather than N.

4.3 Refinement without overfitting

The aim of Step 4 is to show that n iterations of Algorithm [ is no slower (up to a constant factor) than # iterations
of classical FISTA on the space U". In other words, we would like to ensure that

~ 12
. uy —w,
Eo(u) = Elus) — min () < 10~ "I

13)

uniformly for n € [ng,ni1). If this condition is not satisfied, then it indicates that computational effort has been
wasted by a poor choice of subsets. This can be interpreted as an overfitting to the discretisation of Eg |y» rather
than the desired function Eq ;. Combining the assumptions given by Definition 1 and the result of Lemma 3, the
following lemma proves the convergence of Algorithm | provided that the refinement times n; are sufficiently
small (i.e. U" grows sufficiently quickly).

Lemma 4 Suppose U", u,, v, and ny satisfy the conditions of Lemma 3 and (Wi )xe forms an
(au,ag)-minimising sequence of E with

W e U NUH N UL

If either:

- ay > landn} < dkall,

—oray=1, Zlen%a;:k < oo, and Y32y ||[Wk — W1 || < oo,

then
2K

Eo(uy) S 20

N for all ng <N <ngip.



The proof is given in Lemma 12. We make two observations of the optimality of Lemma 4:
— The convergence guarantee for N € [ng,ng ) iterations of classical FISTA in the space UY is

luo —wg > | . aff  x
< <
Eo(un) N +uleng}on(M) Szt

This is equivalent to Lemma 4 after the assumptions on 7.

— If H is finite dimensional, then the condition ay = 1 is almost trivially satisfied. Norms in finite dimensions
are equivalent and any discretisation can be achieved with a finite number of refinements (i.e. the sums over &
are finite).

4.4 Convergence rate

In Lemma 4 we show that Eq(u,) converges at a rate depending on k and n, so long as k grows sufficiently quickly.
On the other hand, as k grows, the rate becomes worse and so we need to also put a lower limit on the growth of
ng. The following lemma completes Step 5 by computing the global convergence rate of Eg(u,) when k grows at
the minimum rate which is consistent with Lemma 4.

As a special case, note that if ay = 1 then Lemma 4 already gives the optimal O(N~2) convergence rate. This
is in fact a special case of that shown in [2, Prop 3.3]. If the minimum is achieved in I, then it is not possible to
refine “too quickly” and the following lemma is not needed.

Lemma S Suppose u,, and ny are sequences satisfying

a2K

VN € [ng,nk+1), Eo(un) S ﬁ where nk > akaik,
then )
1 loga
Eo(uy) S —— where K=—°Y

The proof is given in Lemma 13.
4.4.1 FISTA convergence with a priori discretisation

We can summarise Lemmas 3 to 5 into a single theorem stating the convergence guarantees when U” and n; are
chosen a priori.

Theorem 2 Let (Wi )k be an (ay,ag)-minimising sequence of E and choose any U" satisfying (10) such that
Wi e U U, N !
for all k € N. Compute u, and v, by Algorithm 1.

Suppose that either:

- ay > 1and n,% ~ a’lf:a%k, or

—ay=1, Zlen,%agk <ocoand Yy | ||Wi — Wit1]| < oo,
then
1 loga?

Eo(uy) S ——— where K

FYEIE uniformly for N € IN.

~ logag —|—10ga%
Analytically, this theorem gives new rates of convergence for FISTA when the minimiser is not achieved in H.
Indeed for the original algorithm (U" = H), if up = 0 for simplicity and (Wi )kew is any (ay,ag)-minimising
sequence of E exists, the result of Lemma 3 is

2 > ~ 12 2 ~
N-E N-E

Eo(uy) < inf M < min Wi ||” + ! 0(Wr) < min .

weH 2ty k€N 2ty kelN N

—k
a%k +N20E <N72(17K). (14)

In this sense, we could say that Ey converges at the rate N —2(1-%) if and only if such a sequence exists. Nothing is
lost (or gained) analytically by choosing U,, C .

Numerically, it is easy to implement the strategy of Theorem 2 and requires very little knowledge of how
to estimate Eq(u,). So long as ay and ag can be computed analytically, one can choose wy implicitly to be the
discrete minimisers of some “uniform” discretisations (e.g. U" = {||u|| < k} or finite element spaces with uniform
mesh) to achieve the stated convergence rate.



4.4.2 FISTA convergence with adaptivity

There are two properties of the sequence (U"),cy which we may wish to decide adaptively: the refinement times
ni and the discretising spaces {U” s.t. ny < n < 1 }. We will refer to these as temporal and spatial adaptivity
respectively.

Lemma 4 gives a sufficient condition on ny, for converging at the rate 0(N2<"‘1>), but it is not necessary. Indeed
for n < n; we have

Eo(u,) > min Eo(u) = O(ag®) = 0(n**~1),
ucgn

which suggests that to converge faster than n2(*~1) requires choosing smaller ;. As an example, in Section 7.2 we
will see Algorithm | can converge at a near-linear rate, although this is not possible without adaptive refinement
times. On the other hand, choice of spatial adaptivity has no impact on rate but can impact computational efficiency.
It will be permitted to use greedy discretisation techniques so long as it is sufficient to estimate Eo(u,) accurately.

Theorem 2 already allows for spatial adaptivity, so we focus on temporal adaptivity. Lemma 4 suggests that a
good refinement time strategy is to choose n to be the minimal integer such that Eq (u,,—1) < agk. However, the
value of Eg may be hard to estimate and so we retain a “backstop” condition which guarantees that convergence is
no slower than the rate given by Theorem 2. In the non-classical case of ayy > 1, we provide the following theorem.

Theorem 3 Let (U" C H),c be a sequence of subsets satisfying (10), compute u,, and v,, by Algorithm 1. Suppose
that there exists a monotone increasing sequence ny € IN such that

Wi = Uy —1 € U AU A AUt

forall k € IN.
If (Wi)ken is an (ay,ag)-minimising sequence of E with ay > 1 and nj < a’li:a%k, then
1 loga?
minBo(u,) = minE(u,) — inf B) < ————  where = k= — 20
n<N n<N uem N2(1-¥) logag +loga,

uniformly for N € IN.

The proof is given in Theorem 7. If we directly compare Theorems 2 and 3, both are a direct result of Lemma 4
assuming a specific choice of n; or wy respectively. We note that the convergence rate is the same in both theorems
but the price for better adaptivity (i.e. only an upper bound on ny) is a slightly weaker stability guarantee (now
convergence of min,<y Eo(u,)). In Theorem 2, as in the original FISTA algorithm, the sequence Eo(u,) is not
monotone but the magnitude of oscillation is guaranteed to decay in time. This behaviour is lost in Theorem 3.
Although we do not prove it here, it can be shown that the stronger condition

W e UnUAt N AU —tn...ATUN (15)

is sufficient to restore the stronger last-iterate guarantee on Eo(uy). Again, monotonicity of U” corresponds with
improved stability of Algorithm 1.

To enable a more practical implementation of Theorem 3, the following lemma describes several refinement
strategies which provide sufficient condition for Eg(wy) < ag*.

Lemma 6 Let (Wy)rew be a sequence in H with |wy|| < af;. Suppose wy € Uk := U™ and denote Eo(U*) :=

inf,_gx Eo(u). Any of the following conditions are sufficient to show that Wy is an (ay,ag)-minimising sequence

of E:

1. Small continuous gap refinement: Eo(wy) < ﬁagk forall k € IN, some B > 0.
2. Small discrete gap refinement: Eo(U*) < Bag* and Eo(wy) — Eo(U*~") < Bag” for all k > 0, some B > 0.

Otherwise, suppose there exists a Banach space (U, ||-||) which contains each UF, supge Wil < oo, and the
sublevel sets of E are ||||||-bounded. With the subdifferential dE: U = U*, it is also sufficient if either:

3. Small continuous gradient refinement: sup,cyinf e g, % < ﬁagkfor all k € N, some § > 0.

[(vu—w)| —k
fevk Tz < Bag” for all k € IN, some

4. Small discrete gradient refinement: Eg (Iﬁk) < Bag* and sup
B >0, where V* := 9(E |g;) (Wk)-

u,ﬁeﬁk m



The proof is given in Lemma 14. The refinement criteria described by Lemma 6 can be split into two groups.
Cases (1) and (3) justify that any choice of U™ satisfies the required conditions, so long as wy € U". In cases
(2) and (4), wy, is sufficient to choose the refinement time rny, but an apriori bound is required on EO(U"). In these
cases one could, for example, choose U* to be a uniform discretisation with a priori estimates.

Another splitting of the criteria is into gap and gradient computations. Typically, gradient norms (in (4) and (5))
should be easier to estimate than function gaps because they only require local knowledge rather than global, i.e.
Jd E(u,) rather than an estimate of inf,cyy E(u). Implicitly, the global information comes from an extra condition
on E to assert that sublevel sets are bounded.

5 General examples

We consider the main use of Algorithm 1 to be where there exists a Banach space (U, ||-||) such that U D {u €
H s.t. E(u) < oo} and

inf E(u) = minE(u) = E(u*

Jnf E(u) = minE(u) = E(u”)
for some u* € U. The cases where H has finite dimension or is separable are more straightforward; if the total
number of refinements is finite (i.e. U" = UV for all n > N, some N € IN), then ay = 1. This holds for most finite
dimensional problems as well as the countable example discussed in detail in Section 6. In this section we give
explicit computations of ay and ag in the setting where I = L?(£2) for some domain 2 C R¢ and the subsets U"
will be finite dimensional finite-element—like spaces, as defined below.

Definition 2 Suppose |||, < [[-| (.e. U C LI(£2)) for some g € [1,] and connected, bounded, measurable
domain Q C R?. We say that a collection IM is a mesh if

Uo>Q2 and |one|=0 forallo,o cM, o+
weM

Furthermore, we say a sequence of meshes (le ke 1s consistent if there exists @y C Q such that
Vo € M*  I(ap,fo) ERTYxRY suchthat ¥€ @y < 0¥+ fo € 0.

Fix h € (0,1), linear subspaces U* C T, and consistent meshes M. We say that the sequence (UX);cry is an
h-refining sequence of finite element spaces if there exists ¢y > 0 such that:

V(i,0) € U x M*,  det(dty) > coh™ and Fue U suchthat Vi€ wy, u(®) = (X + fo)-

We say that (UX)icpy is of order p if for any u* € argmin, . E(u) there exists a sequence (W )ren such that
VkeN,  weU' and ||wg—u'|| Su B2 (16)

We allow the implicit constant to have any dependence on u* so long as it is finite. For example, in the case of
Sobolev spaces we would expect an inequality of the form |[wy — u*[|y02 < H*P||u*|| 02 [36].

Remark 1 To clarify this definition with an example, suppose we wish to approximate L7 (Q) with piecewise linear
finite elements with a triangulated mesh. Then, @y C Q is a single triangle of diameter O(h) and all meshes IM¥
must be triangulations of © with cell volumes scaling no faster than O(/*?). The function u from the h-refining

property is an arbitrary linear element, so that each u € UF is linear on each @ € M , which leads to an order p =2
if u* € WH2(Q).

We note that any piecewise polynomial finite element (or spline) space can be used to form a h-refining
sequence of subspaces. Wavelets with a compactly supported basis behave like a multi-resolution finite element
space as there is always overlap in the supports of basis vectors. Similarly, a Fourier basis does satisfy the scaling
properties, but each basis vector has global support. Both of these exceptions are important and could be accounted
for with further analysis but we focus on the more standard finite element case. In order to align these discretisation
properties with the assumptions of Theorems 2 and 3, we make the following observation.



Lemma 7 Fix u* € argmin,y E(u) and p',q' > 0. If a sequence wy, € H satisfies
I S and - E(W0) ~E@) S 57

then (Wi )rew is an (ay,ag)-minimising sequence of E for ay = W4 and ag = hr.
€ ) 8 q

This is precisely rewriting the statement of Definition | into terms of resolution 4. The following theorem links p
and g from Definition 2 with p’ and ¢’ from Lemma 7.

Theorem 4 Suppose H = L*(Q) for some connected, bounded domain Q C R? and Il < Ml for some q €

[1,00]. For p >0 and h € (0,1), if (ﬁk)kem is an h-refining sequence of finite element spaces of order p, then
(Wi )kew is an (ay,ag)-minimising sequence of E for

1 ifg>2, h=2P if VE is ||-|-Lipschitz at u*,
[ , ag > < h™P  if E is ||-||-Lipschitz at u*,
~ — U oo
ueU0 ”uHLZ(wU) 1

<
U= pd g <2 and sup
otherwise.

The proof of this theorem is in Appendix B. Note that sup, o |1 1= () ||u||£21< @) is finite whenever U° C L=(Q)
is finite dimensional, so this is not a very strong assumption. The main take-home for this theorem is that the
computation of ay and ag is typically very simple and clear given a particular choice of ||-|| and E. We also briefly
remark that the Lipschitz constants in this lemma do not need to be valid globally, only on the sequence wy. The
same result holds under a local-Lipschitz assumption, for example on the ball of radius supcyy [|Wk|| which is
finite whenever p > 0.

6 L1 penalised reconstruction

The canonical example for FISTA is the LASSO problem with a quadratic data fidelity and L1 regularisation. In
this section we develop the necessary analytical tools for the variant with general smooth fidelity term which will
be used for numerical results in Section 7. We consider three forms which will be referred to as the continuous,
countable, and discrete problem depending on whether the space U is . ([0,1]¢), £!(R), or RM respectively. We
choose T to be L*([0,1]%), ¢*(R), or RM correspondingly. Let A: UNT — R™ be a linear operator represented
by the kernels y; € H such that

Yvue UNH, j=1,...,m, (Au)j:<l//j,u>. 17)

In the continuous case we will assume the additional smoothness y; € C!([0,1]¢). In Section 6.5 we will formally
define and estimate several operator semi-norms for A of this form, for example Lemma 8 confirms that A is
continuous on H (without loss of generality ||A|| < 1). In each case, the energy we consider is written as

E(u) = f(Au—1) + pu|u]| (18)

for some g > 0 where ||-|| = [|-||;. We assume f € C!(R™) is convex, bounded from below, and V f is 1-Lipschitz.
Let u* € argmin, .y E(u), which is non-empty so long as y; € C([0,1]), see the proof of [7, Prop. 3.1] when f is
quadratic.

The aim of this section is to develop all of the necessary tools for implementing Algorithm 1 on the energy
(18) using the convergence guarantees of either Theorem 2 or Theorem 3. This includes computing the rates ay
and ag, estimating the continuous gap Eg(u,), and developing an efficient refinement choice for U”. Below we
will just describe the form of U* under the assumption that U" C U* is chosen adaptively forn=ni_1+1,... 1.
The index k refers to the scale or resolution and n refers to the iteration number of the reconstruction algorithm.
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6.1 Continuous case

We start by estimating rates in the case U = .2 () where £ = [0, 1]%. In this case we choose U* to be the span
of all piecewise constant functions on a mesh of squares with maximum side length 2% (i.e. h = %) and

Wy = Z

wecMk | |

u* (o) 1 Yew

1, where ]lw()?){o else

By construction i € U, however note that for any u € L' () and Dirac mass & supported in (0,1)¢,

=8l = sup  (gu—8) = [lull+ 5] = 1 = A" (19)
PeC(Q),[l@[l =<1

Because of this, application of Theorem 4 with p = 0 gives ay = 22 but only ag > 1. To improve our estimate of
ag requires additional assumptions on A. Note that || wi|| = ¥ ,cp [u*(@)] < |||, therefore we have

E(wy) —E(u") = f(Awx —n) — f(Au™ — 1) + p ([|wiell =l ) (20)
SVf(AWk—T])'A(Wk—M*) 21
< [IVE(A" =)l 2 + [|A(we — u®) | 2] |A(WK — ") || 2. (22)

as f is convex with 1-Lipschitz gradient. Clearly |V f(Au* — 1) 2 is a constant. For the other term, for all 7 € R™
denote ¢ := A*7, then note that

FA =) = (o —u) = ¥ [ o@dm—u]= ¥ 1ol [[ lo@-p@ararm). @3

weMk weMk

With the pointwise bound |@(X) — ¢ (¥)| < diam(®)||V@| ;- = Vd27*||V[A*7]| -, we deduce the estimate

AWK —u) [l 2 = sup 7] 2" (A7, W — u*) < Va2 || sup 712 IV IAF | - (24)
FER™ FeR™

In Lemma 9 we will show that this last term, which we denote the semi-norm |A*|2_, 1, is bounded by
Vmmax e, || V¥]|... We conclude that E(w;) —E(u*) < 27*. In particular, this computation confirms two things.
Firstly that the scaling constant is ag = 2, and secondly that the required smoothness to achieve a good rate with
Algorithm 1 is that A*: R™ — C'() is a bounded operator. This accounts for using the weaker topology of
() rather than L' (Q).
Inserting the computed rates into Theorem 2 or Theorem 3 gives the guaranteed convergence rate
2

loga? d
= 2 —  E(uy)— inf B(u) <n207%) =y 1ia. (25)
logaE —|—logaU 1+d ucH

This rate can be used to infer the required resolution at each iteration, in particular on iteration n with n? ~ (aEa[zj)k

we expect the resolution to be
* 2
27k = (aEa[zJ) Hd ~ 7T+ (26)

6.2 Countable and discrete case

We now extend the rate computations to the case when U = ¢! (IR), or a finite dimensional subspace. The key fact
here is that, even when U is infinite dimensional, it is known (e.g. [38, Thm 6] and [6, Cor 3.8]) that there exists
u* € argmin, .y E(u) with at most m non-zeros. If this is the case, then u* € (2(R), indeed |[u*||,2 < /m|u*||,.
This makes the estimates of ag/ay much simpler than in the continuous case as we can stay in the finite-
dimensional Hilbert-space setting.

For countable dimensions we consider discretisation subspaces of the form

UX={uecl'(R)s.t.i¢J = u;=0}

for some sets J; C IN, i.e. infinite vectors with finitely many non-zeros. The key change in analysis from the
continuous case is ||u*|| < oo, so ay = 1 and the expected rate of n~2, independent of ag or any additional properties
of A. The number of refinements will also be finite, therefore n; = o for some k, the remaining conditions of
Theorems 2 and 3 hold trivially.

11



6.3 Refinement metrics

Lemma 6 shows that adaptive refinement can be performed based on estimates of the function gap or the subdif-
ferential. In this subsection we provide estimates for the forth case of Lemma 6 which can be easily computed. In
this case we consider d E: H = H so that subdifferentials are well behaved, for example for explicit computation
assuming validity of the chain/sum rules for differentiation.

6.3.1 Bounds for discretised functionals

We start by computing estimates for discretised energies. This covers the cases when either the continuous/countable
energy is projected onto U", or U is finite dimensional. For notation we will use the continuous case, to recover
the other cases just replace continuous indexing with discrete (i.e. u(X) ~ u;).

Let IN,: H — U" denote the orthogonal projection. We consider the discretised function E |y»: U" — R and
its subdifferential d,E(-) = M,d E(-) on U”. In our case, the behaviour of E |y is equivalent to replacing u with
M,u, and A* with 1,A*.

Discrete gradient We can use [1,, to compute the discrete subdifferential at u,, € U":

{+u}  un(x)>0
00 E(10r) (7) = [MA VE( Aty —)](D) + 4 [t 1] a3 =0 @)
{—u} un(¥) <0
= [M,A*VE(Au, —1)](X) + M, sign(u, (X)) (28)
where we define s+ p[—1,1] = [s—u,s+pu] foralls € R, u > 0.
As ||l = Il the natural metric for 9, E is |||-|||. = ||*||.. which we can estimate
100 E(un)|ll, = rpag(min{|v| s.t. v € M,A*V{(Au, —1)(X) + pN,, sign(u, (X)) } (29)
xXe v
MAY (A, — 1)) + 1 () > 0
= max ¢ [T, A"V E(Au, —1)(X) — u| un(¥) <0 (30)
xe
max (|M,A*V{(Au, —n)(X)| — 1,0) u,(¥)=0

which can be used directly in Lemma 6.

Discrete gap We now move on to the discrete gap, E(u,) — min,cy» E(u). This can be computed with a dual
representation (e.g. [15]),

min f(Au— 1) + uu| = min max (AM,u—n) @+ w|[M,ul| —(P) (31)

ucUn ueH geR™
= max min(Al,u—n) <@+ pl[Mul| - (¢) (32)

¢eRmucH

_Mme — 0 * B <
mﬂ{ ng—@ Al <p a3
GeRm | —oo else
=— min (@) +n @ +x([IMAB|. < p). (34)
PERM e
=E'(§)
In particular,
E(u) — min E(«) = E(u) + min E'(®) <E(u) +E'(¢ (35)
(u) [min (u) =E(u) I (@) <E(u) (@)

for any feasible ¢ € R™. We further derive the criticality condition, if («*, $*) is a saddle point, then
Au*—n € If* (@), or equivalently ¢ =VI(Au*—1). (36)

We remark briefly that E' should be thought of as the dual of E but without the constraint. We choose to omit it
here to highlight that it is only the constraint which changes between the discrete and continuous cases; the value
of E" will remain the same.

12



Given u, € U", the optimality condition motivates a simple rule for choosing @:

@ = ViAu,—1n),  E(u)— min E(u) <E(u)+E (v$y) (37)
' eUn
for some 0 <y < m. In the case f(-) = §|- ||§2, one can use the optimal choice

: 7n'¢n u
rome\ o\ G A ' (38)
< <|<pn|%z im.A <pn|||*>>

To apply Algorithm 1, we are assuming that both f(Au, — 1) and N,V f(Au, — 1) are easily computable, therefore
y and E(u,) + E (y@,) are also easy to compute.

6.3.2 Bounds for countable functionals

Extending the results of Section 6.3.1 to U = ¢! (R) is analytically very simple but computationally relies heavily
on the specific choice of A. The computations of subdifferentials and gaps carry straight over replacing I1,, with the
identity and adding the sets J, C IN which define U" = {u € ¢! s.t. i ¢ J, = u; = 0}. Recall that || 0 E(uy,)||, =
infegign(u,) A" @n + Wsl||, where the sign function has the pointwise set-valued definition as indicated in (27)-(28).
Where [u,]; = 0, the choice s; = min(1,max(—1, —u~'[A*@,];)) achieves the minimal value

‘[A*(ﬁn]i+u| [un]i >0
19 Eun)lll = max 4 [[A*@,); — | ()i < O (39)

max (|[A"@alif —1,0)  [un]i =0

(40)

Bu,) - nf B() < Bwn) +E'(nd). 0 |0
uc

’ IIA*fiJ'nIII*]

where @, = VI(Au, — 1) € R™ is always exactly computable.

In the countable case, the sets J,, give a clear partition into known/unknown values in these definitions. For
i € J, the computation is the same as in Section 6.3.1, then for i ¢ J, we know [u,]; = O which simplifies the
remaining computations. This leads to:

[l E(un)]l, = max (f}g}XHa E(un)]il, SHPI[BE(un)M) = max (lllanE(un)ll*, sup [[A" @, ]i] —#) (41)

ity iy
J|A* @l = max (m, (Al sup |[A*¢n1f) = max (nmnA* Bull.., sup|[A* vm) . (42)
n ity ity

Both estimates only rely on an upper bound of max;g,, |[A*@,];|. One example computing this value is seen in
Section 7.2.

6.3.3 Bounds for continuous functionals

Finally we extend the results of Section 6.3.1 to continuous problems. Similar to the countable case (39)-(40), the
exact formulae can be written down immediately:

A6+ u w(® >0

1Bl = max & [[A°G,)(®) — u (@) <0 @)
max (|[A G (9)| ~1,0) () =0

B~ inf B) < Blun) + /(0. 0 (0. (@)
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with ET as defined in (34). Recall that there is a mesh IM” corresponding to U” such that u, is constant on each
o € IM”", so we can rewrite these bounds:

(A" @y +.u||L°°(a)) n|w >0
1B Gl = max 3 A, — a0 talr < 0 (45)

max (0, [|A* @yl (o) = 1) tnlo =0
A* _)n — A* _'” - . 46
A" @ull, = max A" @]l (o) (46)

Now, both values can be estimated relying on pixel-wise supremum norms of A*@, which we have assumed is
sufficiently smooth. We will therefore use a pixel-wise Taylor expansion to provide a simple and accurate estimate.
For instance, let X; be the midpoint of the pixel w, then

diam(®)
2

diam(®)

2
1A @l 1= (o) < 1A @u] ()| + VA" @u) ()| + =2~ A"l o St

In this work we chose a first order expansion because we are looking for extrema of A*@,, i.e. we are most
interested in the squares @ such that

A G (E) =,  |[VA'G(E)| =0,  [VPA*G,](X) = 0. (48)

A zeroth order expansion would be optimally inefficient (approximating |[VA* §,](X;)| with |A*@,|-1) and a second
order expansion would possibly be more elegant but harder to implement. We found that a first order expansion
was simple and efficient.

The bounds presented here for continuous problems emphasise the twinned properties required for adaptive
mesh optimisation. The mesh should be refined greedily to the structures of u*, but also must be sufficiently
uniform to provide a good estimate for E(u*). This is a classical exploitation/exploration trade-off; exploiting
visible structure whilst searching for other structures which are not yet visible.

6.4 Support detection

The main motivation for using L1 penalties in applications is because it recovers sparse signals, in the case of
compressed sensing the support of u* is also provably close to the “true” support [15,29]. If u, ~ u* in the
appropriate sense, then we should also be able to quantify the statement supp(u,) & supp(«*). Such methods are
referred to as safe screening rules [18] which gradually identify the support and allow the optimisation algorithm
to constrain parts of the reconstruction to 0. In this subsection we propose a new simple screening rule which is
capable of generalising to our continuous subspace approximation setting. It is likely that more advanced methods
[4,25] can also be adapted, although that is beyond the scope of this work. The key difference is the allowance of
inexact computations resulting from estimates such as (47).

The support of u* has already been characterised very precisely [15,29]. In particular, the support is at most
m distinct points and are a subset of {X¥ € Q s.t. |A*@*|(X) = u} (an equivalent statement holds for the countable
case). Less formally, this can also be seen from the the subdifferential computations in Section 6.3, for all X €
supp(u*) we have

0 € JE(u")(®) = [A“§"](¥) + sign(u” (7). (49)

Heuristically, we will use strong convexity of E' from (34) and smoothness of A* to quantify the statement:
if E(u,)+E (008, =0 then {Xs.t. [[A*G,](F)| < p}C{Xs.t. u*(X)=0}.

Recall that Vf is 1-Lipschitz if and only if f* is 1-strongly convex [19, Chapter 10, Thm. 4.2.2]. Therefore, if y@,
and @* are both dual-feasible, then

0@ — 61l <E'(0@,) —E'(8") = E"(0@,) +E(") <E'(305) +E(un), (50)
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which gives an easily computable bound on ||y @, — ¢*|| 2. Now we estimate A*@, on the support of u*:

_min |[M,A"@,](X)] =  min [[A"G,](X)] (51)
xesupp(u*) Xesupp(u*)

=% ' min |[A0@]E) (52)

Xesupp(u*)
25! min |G~ [A 06— A G (53)
=% ' min u—[[A"%G,—A"$|() (54)

Xesupp(u*)
> % (0= Ao = [ 080 — 7). (55)

Therefore,

MaA" G (3)] < % (u— ¢2<E<un>+E*<yO¢n>>|A*|ezﬁLw) —  W®=0. (56

This equation is valid when X is either a continuous or countable index, the only distinction is to switch to £ in
the norm of A*. To make the equivalent statement on the discretised problem, simply replace ¥ with v and A*
with I1,A*. There are two short observations on this formula:

— The convergence guarantee from Theorem 2 is for the primal gap E(u,) — E(u*), rather than the primal-dual
gap E(u,) + Ef (Y @,) used here. Although there is no guaranteed rate for the primal-dual gap, it is much more
easily computable than the primal gap.

- In Section 6.1, |A*|,2_, 1 < oo was required to compute a rate of convergence for E(u,), but only |A*|2_, ;= < oo
is needed to estimate the support.

6.5 Operator norms

For numerical implementation of (18), we are required to accurately estimate several operator norms of A of the
form in (17). In particular, there are kernels y; € H such that (Au); = (y;,u) for each j € [m]. Verifying that
[IA]] <1 can be performed by computing |AA*|,2_, 2, and the adaptivity described in Sections 6.1, 6.3.3, and 6.4
requires the values of |A*|2_,;«, |A*|2_,¢1, and |A*| 2_, . The aim for this section is to provide estimates of these
norms and seminorms for the numerical examples presented in Section 7.

The following lemma allows for exact computation of the operator norm of A.

Lemma 8 IfA: H — R™ has kernels y; € H for j € [m], then AA* € R™*™ has entries (AA*); ; = (Wi, ¥j), s0
the spectral norm |A*A|| = ||AA*|| can be computed efficiently.

Proof To compute the entries of AA*: R™ — R™, observe that for any 7 € R”

(AN7); = (i, A°F) = <w ) w,-> =Y (w7, oD
ji=1

as required. a

If ||A*A|| is not analytically tractable, then Lemma 8 enables it to be computed using standard finite dimensional
methods. The operator AA* is always finite dimensional, and can be computed without discretisation error.

In the continuous case, when IH = L?(£2) we also need to estimate the smoothness properties of A*. A generic
result for this is given in the following lemma.

Lemma 9 [fA: L*([0,1]9) — R™ has kernels y; € L*(2)NCX(Q) for j € [m), then for all é + qi* =1,g¢€][l,]
we have

A Flex 1= sup [VEIATII(E) < sup | (Vw5 R | . 7l (58)
7€ TeQ 4
1 q>2
Al = sup |AF kgsupH Ve, @) || =< (59)
Wlnor = s, W7o < s [Py {23
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Proof For the first inequality, we apply the Holder inequality on R™:

i
¥

VAR = | X i@ < (iwwj@)q")q Pl = | (w52,
i= i=

L

For the second inequality, if ¢ > 2 and Y. rf <1, then |r;| <1 for all j and ||7]|7, < ||7H?z <1.Ifg<?2and
I7ll2 < 1, then we again use Holder’s inequality:

L
3

m m A\ 2 m é 2 g
L= (L19)" (L) <m
j=1" j=1 j=1"
for Q = %. a

The examples in Section 7 require explicit computations of the expressions in Lemmas 8 and 9. These com-
putations are provided in the appendix, Theorem 8.

7 Numerical examples

We present four numerical examples. The first two are in 1D to demonstrate the performance of different variants
of Algorithm 1, both with and without adaptivity. In particular, we explore sparse Gaussian deconvolution and
sparse signal recovery from Fourier data. We compare with the continuous basis pursuit (CBP) discretisation [17,
16] which is also designed to achieve super-resolution accuracy within a convex framework. More details of this
method will be provided in Section 7.1.

The next example is 2D reconstruction from Radon or X-ray data with wavelet-sparsity and a robust data
fidelity. As the forward operator is not sufficiently smooth, we must optimise in ¢! (IR), which naturally leads to
the choice of a wavelet basis.

Finally, we process a dataset which represents a realistic application in biological microscopy, referred to as
STORM microscopy. In essence, the task is to perform 2D Gaussian de-blurring/super-resolution and denoising
to find the location of sparse spikes of signal.

In this section, the main aim is to minimise Eo(«,) = E(u,) — E(¢*), and so this will be our main metric for
the success of an algorithm, referred to as the “continuous gap”. Lemma 6 only provides guarantees on the values
of min,<y Eo(u,) so it is this monotone estimate which is plotted. As E(«*) is not known exactly, we always use
the estimate min,<y Eo(u,) ~ min,<y E(u,) + min,y,, E" (1@, ). Another quantity of interest is minimisation of
the discrete energy min, <y E(u,) +min,/ <, Ef (Y®,s) which will be referred to as the “discrete gap”. Note that for
the adaptive schemes the discrete gap may not be monotonic as the discrete dual problem changes with N.

The code to reproduce these examples can be found online'.

7.1 1D continuous LASSO

In this example we choose U = .Z([0,1]), H = L?([0,1]), f(-) = %||||?2 and A: U — R3? with either random
Fourier kernels:

1
(Au); :/0 cos(ajx) du(x), a; ~ Uniform[—100,100], j =1,2,...,30, u =0.02, (60)

or Gaussian kernels on a regular grid:

1 —(i—1A 2
(Au); = (zngz)*%/ exp (-W) du(x), 0=0.12, A= %, j=1,2,...,30, £ =0.06. (61)
0
Several variants of FISTA are compared for these examples but the key alternative shown here is the CBP
discretisation. For this choice of f, we call (18) the continuous LASSO problem, for which there are many numer-
ical methods (c.f. [7,12,5,9]) however, most require the solution of a non-convex problem. We have focused on

CBP because it approximates u* through a convex discrete optimisation problem which is asymptotically exact in

! https://github.com/robtovey/2020Spatially Adaptive FISTA
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the limit 2 — 0. It can also be optimised with FISTA which allows for direct comparison with the uniform and
adaptive mesh approaches. The idea is that for a fixed mesh, the kernels of A are expanded to first order on each
pixel and a particular first order basis is also chosen [17,16]. If u* has only one Dirac spike in each pixel, then the
zeroth order information should correspond to the mass of the spike, and additional first order information should
determine the location.

As shown in Section 6, in 1D we have ay = ag = 2. The estimates given in (25) and (26) in dimension d = 1
predict that the adaptive energy will decay at a rate of E(u,) —E(u*) < % so long as the pixel size also decreases
at a rate of h ~ % To achieve these rates, we implement a refinement criterion from Lemma 6 with guarantee
of E(uy,—1) —E(u*) < 27 using the estimates made in Section 6.3. We choose subspaces U" to approximately
enforce

E(un) + B (10@1) < 2(B(un) +E* (v$n)), (62)
i.e. the continuous gap is bounded by twice the discrete gap. In particular, note that for y =~ 7,
S| ) S P (V122 P N (| P

E'(%@n) = 3[1%@ull” + 101 * 6 = Y ?gllmll e )~ B (Yn)- (63)

Converting this into a spatial refinement criteria, recall

W0 AL o [A Gl A Bl
v IMAGlL maxeen [MA*@.(@)]  wentr [M,A*, ()]

(64)

is the maximum ratio of second vs. zeroth order Taylor approximations of A*@, on pixel ®. This was found to
be an efficient method of selecting pixels for refinement using quantities which had already been computed. Note
briefly that this greedy strategy directly targets uncertainty, refinements also happen outside of the support of u,
to guarantee that this is representative of u*. Such refinement is necessary to avoid discrete minimisers of E which
are not global minimisers.

Comparison of discretisation methods In Fig. 1 we compare the three core approaches: fixed uniform discreti-
sation, adaptive discretisation, and CBP. In particular, we wish to observe their convergence properties as the
number of pixels is allowed to grow. In each case we use a FISTA stepsize of 7, = ”%9. The adaptive discretisa-
tion is started with one pixel and limited to 128, 256, or 512 pixels while the fixed and CBP discretisations have

uniform discretisations with the maximum number of pixels. The main observations are:

— The adaptive scheme is much more efficient, in both examples the adaptive scheme with 128 pixels is at least
as good as both fixed discretisations with 512 pixels. In fact, only a maximum of 214 pixels were needed by
the adaptive method in either example.

— With Fourier kernels the uniform piecewise constant discretisation is more efficient than CBP but in the Gaus-
sian case this is reversed. This suggests that the performance of CBP depends on the smoothness of A.

— The discrete gaps for non-adaptive optimisation behave as is common for FISTA, initial convergence is polyno-
mial until a locally linear regime activates [37]. CBP is always slower to converge than the piecewise constant
discretisation.

— The adaptive refinement criterion succeeds in keeping the continuous/discrete gaps close for all n, i.e. (62).

It is not completely fair to judge CBP with the continuous gap because, although it generates a continuous repre-
sentation, this continuous representation is not necessarily consistent with the discrete gap being optimised, unlike
when discretised with finite element methods. On the other hand, this is still the intended interpretation of the
algorithm and we have no more appropriate metric for success in this case.

Comparison of FISTA variants Fig. 2 compares many methods with either fixed or adaptive discretisations. Each
adaptive scheme is allowed up to 1024 pixels and each uniform discretisation uses exactly 1024. An example
of each reconstruction method is shown in Fig. 3. The adaptive method better identifies the support of u* and
clearly localises pixels on that support. The reconstruction with uniform grid fails to provably identify the support
of u*, despite having found a qualitatively accurate discrete minimiser. The “Greedy FISTA” implementation was
proposed by in [24] and we include the adaptive variant despite a lack of convergence proof. The remaining FISTA
algorithms use a FISTA time step of t, = ”'*%_1 for the given value of a, as proposed in [10]. In this example CBP
used the greedy FISTA implementation which gave faster observed convergence. Fig. 2 compares the discrete gaps
because it is the accurate metric for fixed discretisations, and for the adaptive discretisation it should also be an
accurate predictor of the continuous gap. The main observations are:
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Fig. 1 Rates of continuous/discrete gap convergence for different LASSO algorithms with 128, 256, or 512 pixels. The “adaptive” method
uses the proposed algorithm. Both “fixed” and “CBP” use standard FISTA with a uniform discretisation.
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Fig. 2 Convergence plots for solving 1D problems with different algorithms. “Adaptive” methods use Algorithm 1 with fewer than 1024 pixels
and the remaining methods use a uniform discretisation of 1024 pixels.
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Fig. 3 Example reconstruction from the algorithms considered in Fig. 2. Pixel boundaries are indicated on the x-axis and the filtering method
of Section 6.4 allows us to exclude the red shaded regions from supp(u*). Values on the y-axis are normalised to units of mass, i.e. a Dirac
mass would have height 1.
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— Each algorithm displays very similar convergence properties. The main difference is that the reconstructions
with fixed discretisations accelerate after 10*-10° iterations.

— During the initial “slow” phase, adaptive and fixed discretisations appear to achieve very similar (discrete)
convergence rates. The coarse-to-fine adaptivity is not slower than fixed discretisations in this regime.

— Lemma 6 accurately predicts the % rate of the adaptive methods, mirrored in the fixed discretisations. This sug-
gests that high-resolution discretisations are also initially limited by this % rate before entering the asymptotic
regime, consistent with (14).

— The fastest FISTA stepsize choice is consistently the greedy variant, although a = 20 is very comparable.

— While each adaptive algorithm is allowed to use up to 1024 pixels, in Fig. 2 the most used was 235.

Comparison of fixed and adaptive discretisation Motivated by the findings in Fig. 2, we now look more closely
at the performance of the @ = 20 and the greedy FISTA schemes. We have convergence results for the former,
but the latter typically performs the best for non-adaptive optimisation and is never worse than a = 20 in the
adaptive setting. The question is whether it is faster/more efficient to use the proposed adaptive scheme, or to use
a classical scheme at sufficiently high uniform resolution. The fixed discretisations use 1024 pixels (i.e. constant
pixel size of 27! in Fig. 4) and the adaptive discretisation starts with two pixels with an upper limit of 1024.
As expected, the fixed discretisation starts with a smaller continuous gap before plateauing to a sub-optimal gap
around E=E(u*)+0.1.

Fig. 4 shows convergence of pixel size and continuous gap with respect to number of iterations. Fig. 5 shows
the more practical attributes of continuous gap and number of pixels against execution time. We see that the
adaptive discretisation is consistently capable of computing lower energies with fewer pixels and in less time than
the uniform discretisation. The convergence behaviour is very consistent with respect to number of iterations.

Suppose that the numerical aim is to find a function u, with E(u,) — E(4*) < 0.1, all methods would converge
after O(10%) iterations, demonstrating some equivalence between the two FISTA algorithms. For n € [10%,10%],
in both problems, the adaptive schemes coincide with the fixed schemes in both energy and minimum pixel size.
On the other hand, we also see that the adaptive scheme achieves this energy in almost an order of magnitude less
time and fewer pixels.

7.2 2D robust sparse wavelet reconstruction

In this example we consider A to be a 2D Radon transform. In particular, the rows of A correspond to integrals
over the sets X{- where

I _ = _l lz =, COSG] o
Xi_{xe[ 3.5 st X (sin@,)e[

for i =€ [100], I € [50]. This is not exactly in the form analysed by Theorem 8, only the sets {X/ s.t. i € [100]}
for each I are disjoint, therefore we apply Theorem 8 block-wise to estimate

A < max |X!| = max X= max (Al (66)
ANz 2 1;’0 e[100] = IEZSO]lE[IOO \/Iez[s"o]ze[loo]( Ji

A is not smooth, therefore we can’t bound |A*| for k > 0, and so we must look to minimise over ¢! rather than
L'. The natural choice is to promote sparsity in a wavelet basis which can be rearranged into the form of (18):
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_ 180,

51 (65)
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The minimisers are related by u* = Wu* and, for wavelet bases, W is orthonormal so ||AW||,2_, 2 = [|A]|;2_,,2. In
this example we consider the smoothed robust fidelity [30]

1074 g [ > 104 4
Z A g o 2 ~ 10741 (68)
S\ ile?+3108 else
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Fig. 6 Example tree representation of 1D wavelets. Left: nodes, leaves, and mesh of discretisation. Right: arrangement into a tree with index
(/,k) and corresponding support of wavelet w; ; underneath.
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From Section 6.3 we know that to track convergence and perform adaptive refinement, it is sufficient to accurately
bound |[WTA*@,];| for all j & J,. If W is a wavelet transformation then its columns, w; € L?, are simply the
wavelets themselves and we can use the bound

‘<W]’A*¢n> | = ‘<W]7 bupp(w )A* _’n>‘ < H]]-supp )A* _‘n 12

< TxA* @l 2 (69)

for all X D supp(w;). In the case of the Radon transform, we can compute the left-hand side explicitly for the
finitely many j € J,,, but we wish to use the right-hand side in a structured way to avoid computing the infinitely
many j ¢ J,. To do this, we will take a geometrical perspective on the construction of wavelets to view them in a
tree format.

Tree structure of wavelets Finite elements are constructed with a mesh which provided a useful tool for adaptive

refinement in Section 6.3.3. For wavelets, we will associate a tree with every discretisation and the leaves of

the tree correspond to a mesh. This perspective comes from the multi-resolution interpretation of wavelets. An
. R k .

example is seen in Fig. 6 for 1D Haar wavelets, w; ¢ (x) = v/2" y(2%x — j) where y = Ljo,1) — L=y 0)-

In higher dimensions, the only two things which change are the number of children (2¢ for non-leaves) and
at each node you store the coefficients of 2¢ — 1 wavelets. The support on each node is still a disjoint partition of
unity consisting of regular cubes of side length 2% at level k. The only change in our own implementation is to
translate the support to [_§> j] We briefly remark that the tree structuring of wavelets is not novel and appears
more frequently in the Bayesian inverse problems literature [8,22].

Continuous gradient estimate In Section 7.1 we used the continuous gap as a measure for convergence, for
wavelets we will use the continuous subdifferential. With the tree structure we can easily adapt the results of
Section 6.3 to estimate subdifferentials (or function gaps). In particular,

0 E(un) I, = max (la E(un)|l. maX|<WJ7A Bu) | —n ) (70)

< max <|8nE(un)|||*, max H]lsupp(wj)A*q,’n - “> , 1)

Jé€leaf(J,,)

Numerical results We consider two phantoms where the ground-truth is either a binary disc or the Shepp-Logan
phantom. Both examples are corrupted with 2 % Laplace distributed noise. This is visualised in Fig. 7. All op-
timisations shown are spatially adaptive using Haar wavelets and initialised with U = {x + ¢ s.t. ¢ € R}. The
gradient metric shown throughout is the ¢* norm. Motivated by (71), the spatial adaptivity is chosen to refine
nodes j € leaf(J,) to ensure that

e

SUPP(Wj)A* |2 — 1 < 109 E(un) |l

for all j and n (i.e. so that the continuous gradient is less than 10 times the discrete gradient). We do not expect
wavelet regularisation to have state-of-the-art performance in the examples of Fig. 7. What they demonstrate is
the preference Haar wavelets have to align large discontinuities with a coarse grid, even when the discretisation is
allowed to be as fine as necessary. There is an average of 2 - 10® wavelet coefficients in each discretised reconstruc-
tion, although the higher frequencies have much smaller intensities. In limited data scenarios, wavelet regularisa-
tion automatically selects a local “resolution” which reflects the quality of data. Particularly in the Shepp-Logan
reconstruction, we see that the outer ring is detected with a finer precision than the dark interior ellipses.

The first numerical results shown in Fig. 8 compare the same adaptive FISTA variants as shown in Fig. 2. In
these examples we see that the greedy FISTA and the a = 20 algorithms achieve almost linear convergence while
a = 2 is significantly slower. Interestingly, in both examples the a = 20 variant uses half as many wavelets as the
Greedy variant, and therefore converges slightly faster in time.
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Fig. 7 Phantoms, data and reconstructions for wavelet-sparse tomography optimisation. Both examples are corrupted with 2 % Laplace dis-
tributed noise.

Circle phantom Shepp-Logan phantom
S 1072+ s
2
I
3 1075 4 _
>
o
2
2 1078 + -
(o)
o
10711 T T T T T T T T
2000 4000 6000 8000 10000 2000 4000 6000 8000 10000
iteration iteration
—— Greedy FISTA —— FISTA, a=2 —— FISTA, a=20

Fig. 8 Convergence of different implementations of Algorithm 1 with an unlimited number of pixels for sparse wavelet optimisation.

Fig. 9 Example images from STORM dataset.
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7.3 2D continuous LASSO

Our final application is a super-resolution/de-blurring inverse problem from biological microscopy. In mathemat-
ical terms, the observed data is a large number of sparse images which are corrupted by blurring and a large
amount of noise, examples are seen in Fig. 9. The task is to compute the centres of the spikes of signal in each
image and then re-combine into a single super-resolved image, as in Fig. 11. This technique is referred to as Sin-
gle Molecule Localisation Microscopy (SMLM), of which we consider the specific example of Stochastic Optical
Reconstruction Microscopy (STORM). Readers are directed to the references [31,32,33] for further details. The
LASSO formulation (f(-) = 1||- ||?2) has previously been shown to be effective in the context of STORM [20, 13].

Here we use a simulated dataset provided as part of the 2016 SMLM challenge” for benchmarking software in
this application. The corresponding LASSO formulation is

(Au); = (270) ! |

1 - . 1 . 1 T’z N
oo exp (— ¥—A(ii+5 ib+73) ‘ )u(x)dx, c=02,A=01 (72

202

for iy, ip = 1,2,...,64, U = .#([0,6.4]*) and H = L?([0,6.4]?) with lengths in um. 3020 frames are provided,
examples of which are shown in Fig. 9. To process this dataset, image intensities were normalised to [0,1] then
a constant was subtracted to approximate 0-mean noise. The greedy FISTA algorithm was used for optimisation
with i = 0.15, 103 iterations, and a maximum of 103 pixels per image.

Finally, all the reconstructions were summed and the result shown in Fig. 11. The adaptive scheme used fewer
than 10* pixels per frame, a fixed discretisation with equivalent resolution of 1.3 nm would have required more
than 3 - 10° per frame. LASSO is compared with ThunderSTORM [27], a popular ImageJ plugin [34] which finds
the location of signal using Fourier filtering. The performance of ThunderSTORM was rated very highly in the
initial SMLM challenge [31]. Both methods compared here demonstrate the key structures of the reconstruction,
however, both are sensitive to tuning parameters. In this examples, LASSO has possibly recovered too little signal
and ThunderSTORM contains spurious signal.

Fig. 10 shows various convergence metrics for the adaptive reconstructions. The magenta line in the first panel
shows that the continuous gap converges slightly faster than the n=2/3 predicted by (26) in dimension d = 2. In
this example we also implement the suggestion of Section 6.4 to remove pixels outside of the support of *. From
(56), any pixel ® € IM" satisfying

WM A" @l =) < (1 — threshold,)p (73)

guarantees that @ N supp(u*) = 0. This threshold is plotted in red in the first panel of Fig. 10. Once the value
becomes less than 1, we can start reducing the number of pixels instead of continual refinement. We see that the
resolution decreases steadily (second panel), but the total number of pixels (final panel) stops increasing after
around 30 iterations.

8 Conclusions and outlook

In this work we have proposed a new adaptive variant of FISTA and provided convergence analysis. This algo-
rithm allows FISTA to be applied outside of the classical Hilbert space setting, still with a guaranteed rate of
convergence. We have presented several numerical examples where convergence with the refining discretisation is
at least as fast as a uniform discretisation, although more efficient with regards to both memory and computation
time.

In 1D we see good agreement with the theoretical rate. This rate also seems to be a good predictor for all
variants of FISTA tested, although this is yet to be proven. Even the classical methods with a fixed discretisation
are initially limited to the slower adaptive rate for small n.

The results in 2D are similar, all tested FISTA methods converge at least at the guaranteed rate. The wavelet
example was most impressive, achieving nearly linear convergence in energy. This is similar to the behaviour for
classical FISTA although it is also yet to be formally proven.

An interesting observation over all of the adaptive LASSO examples is that the standard oscillatory behaviour
of FISTA has not occurred. With the monotone gaps plotted, oscillatory convergence should correspond to a
piecewise constant descending gap. Either this behaviour only emerges for larger n, or the adaptivity provides a
dampening effect for this oscillation.

2 http://bigwww.epfl.ch/smlm/challenge2016/datasets/MT4.N2.HD/Data/data.html
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Moving forward, it would be interesting to see how far the analysis extends to other optimisation algorithms.
Other variants of FISTA, such as the “greedy” implementation used here or the traditional Forward-Backward
algorithm, should also be receptive to the analysis performed here. Furthermore, it would also interesting to attempt
to replicate this refinement argument to extend the primal-dual algorithm [11] or the Douglas-Rachford algorithm
[14].

Function convergence Min. pixel width Number of pixels
104 o
10—1 4
103 o
10—2 4
102 4
1073 4
101 4
100 10! 102 103 10° 10! 10?2 103 10° 10! 10?2 103
iterations iterations iterations
—— continuous gap —— continuous threshold ---pixel width — n"{-2/3}
--- discrete gap --~- discrete threshold —— number of pixels

Fig. 10 Convergence of adaptive FISTA for STORM dataset. Lines indicate the median value over 3020 STORM frames. Shaded regions
indicate the 25 % to 75 % interquartile range. Pixel width is scaled [0, 1] rather than [0, 6.4 um].

Fig. 11 Processed results of the STORM dataset. Top left: LASSO optimisation with Algorithm 1. Top right: Comparison with Thunder-
STORM plugin. Bottom: Average data, no super-resolution or de-blurring.
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A Proofs for FISTA convergence

This section contains all of the statements and proofs of the results contained in Section 4. Recall that the subsets U” C H satisfy (10).

A.1 Proofs for Step 3
Theorem 5 (Lemma 2) Let w, € U" be chosen arbitrarily and u,/v, be generated by Algorithm 1 for all n € IN. For all n > 0, it holds that
1 (Ettn) = E(wn)) = (1 — ) (E(un—1) —E(wa)) < 3 {anq I*~ an\lz] + (V0 = Vn—1,Wn) - 74)

Proof Modifying [10, Thm 3.2], for n > 1 we apply Lemma | with @ =#,_; and w = (1 — i)””*' + iwn. By (10), u,—1 € U" is convex so

w € U". This gives
. 2
T

1 1
iy Vn—1" 1, Wn

2
E(”n)""% iwn §E<(1_i)unfl +$Wn> +% (75)

By the convexity of E, this reduces to
1 1 2 1 2_ 1 2 2 1
E(un)*E(Wn)*(lfg)[E(“n—l)*E(Wn)] < szl‘VH—I —wal| *ZTZHVH*WnH =32 “‘Vn—IH = [vall ] +,7<Vn*Vn—17Wn>~ (76)
Multiplying through by #2 gives the desired inequality. O

Theorem 6 (Theorem 1) Fix a sequence of subsets (U") ey satisfying (10), arbitrary ug € U°, and FISTA stepsize choice (t,)nen. Let uy,
and vy, be generated by Algorithm 1, then, for any choice of w, € U" and N € IN we have

N-1 2 2 2 2N
VN — WN up —wol|” — [[wol|” + ||wn
t}%]EO(uN)JF Z anO(”n)“l‘ H ) H S H H H2 ” H H +ZtnE()(Wn)+<Vn—17Wn—l _Wn>- (77)
n=1 n=1
Proof Theorem 6 is just a summation of (74) over alln = 1,...,N. To see this: first add and subtract inf,cp; E(u) to each term on the left-hand
side to convert E to Eg, then move Eg(wj,) to the right-hand side. Now (74) becomes
2 Eo(tn) = (13 = 1) Eota-1) <t Eo(wi) 4 [va-t® = 1val12] + v = -1, 00) 78)
Summing this inequality from n = 1 to n = N gives
2 N2 o l[voll® = vwl* | &
tNEO(”N) + Z ([n _trH»l +tn+l)EO(un) < f + Z In EO(Wn) + <Vn - anl7wn> . (79)
n=1 ———— n=1

=Pu

The final step is to flip the roles of v,/w, in the final inner product term. Re-writing the right-hand side gives

N N
Y n =1, wn) = (o, wn) — (o, w0) + Y (Va1 Wt — W) - (80)
n=1 n=1
Noting that vy = ug, the previous two equations combine to prove the statement of Theorem 6. O

The following lemma is used to produce a sharper estimate on sequences t,.
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Lemma 10 Ifp, =12 —12 | +1t,41 >0, t, > 1 foralln € N then t, <n—1+1,.
Proof This is trivially true for n = 1. Suppose true for n — 1, the condition on p,_; gives
21, <2 <(n-2+40n)Y=m—-1+n)>=2(n—14n)+1. (81)

Assuming the contradiction, if t, > n — 1 +¢; then the above equation simplifies to n — 1 +#; < 1. However, #; > 1 implying that n < 1 which
completes the contradiction. O

Lemma 11 (Lemma 3) Let uy,, v, be generated by Algorithm 1 with (U"),c satisfying (10), (nx € IN)rew be a monotone increasing
sequence, and choose
Wk c U™ N ]UnkJrl A... N+ -1

for each k € IN. If such a sequence exists, then for all K € IN, nx <N < ng1; we have
Ikl | (N+1)* —ng &g

—n ~ —n_ ~ ~ ~
<O+ S+ B (k) + ), B () + (v W ) (82)

> S lvw — Wi ||®
INEO(MN) + Z Pn EO(un) + f
n=1 k=1

=2 = 2
where € — L=l

Proof This is just a telescoping of the right-hand side of (77) with the introduction of n; and simplification w;,, = wy,

N N K m—1
Hwnl?+ Y taBo(wa) + (a1, wne1 —wa) = Six P+ Y 6uBoik)+ Y Y taBo(Weo1) + (i1, Wee1 — g ) - (83)
n=1 n=ng k=1n=ny_
By Lemma 10, #,, < n so we can further simplify
b-1 b-1 b—l4a b —a?

<Y n=(-a’ %<
n)::a”*,;,"( N

to get the required bound. O

A.2 Proof for Step 4

Lemma 12 (Lemma 4) Suppose U", uy, v, and ny, satisfy the conditions of Lemma 3 and (W )xes forms an
(au,ag)-minimising sequence of E with

W e Uk O U AL UL
If either:

— ay > land n,% < a]]i:a[zjk,

0 —k o ~ o~
- oray =1, X5 nlagt <o, and ¥, ||Wi — Wip]| < o,
then
a2
Eo(un) S N for all ng <N <ngyp.

Proof Starting from Lemma 11 we have

Il (N+1)* —ng

_ —n _
1 Bo(uy) + % |vw — g > < C+ >+ 5 K By (wk)
K 2_p2
S Bo (k) (V1 W — W) (84)
k=1
~ 2 2
w. n _
§C+ H K” + K2+l EO(WK)
K 2
+Y, ?EO(Wk—1)+<Vnkfl — W1+ W1, Wk—1 — W) - (85)
k=1
The inductive step now depends on the value of ay.
Case ay > 1: We simplify the inequality
2 2 2 2 & ok 2k
ty Bo(uy) + |jvw — g || §aUK+nK+1aEK+anaE +ag||vim—1 — Wit || + aty (86)
k=1
W2, N 2k
<C a4+ Y aff +ag||va—1 — W] (87)

k=1
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for some C; > C. Choose C; > Hv’l]*I — Wi Haljl such that

1 2
— >
5 >

Ci

2
ag—1

(Cy+d}). (88)

Assume anrl — Wik || < Czaﬁ for 1 <k <K (trivially true for K = 1), then for N = ng; — 1 we have

K
~ 2 ~
31 =] < €1 [agf P+ Y atf | [va—1 — Wi |} (89)
k=1
a2K+2
<C |aff P+ (1+6) 2 (90)
ag—1
Cla2K+2
ﬁ (i +C2) < 3 (Cafi!). 1)
2

Case ay = 1: Denote by = ||Wx — Wiy || and note that ||w_1|| < [[Wo| + LG bk < 1. We therefore bound

K
tj%,E()(MN) + %HVN - WKHZ <1 +n%(+laEK + Z n%ugk + (HV”k*I —Wi_q H + l)bk 92)
k=1
K
SC 1+ Y [|vn1 Wlebkl] 93)
k=1
for some C; > 0. Choose C; > W such that
1, o
;G20 <1+cz)0:bk> . (94)
Assume anrl — Wk_1 || < G, for 1 <k <K (trivially true for K = 1), then for N = ng; — 1 we have
1 ~ 12 & ~ = C%
31 =k || < Cr {1+ Y [t =Wt ot | L1+ G Y bi | < > 95)
k=1 0
In both cases, the induction on an,ﬂ -1 WKH holds for all K, and we have t/%/ Eo(un) < %C%a%K forall N < ng — 1. ]

A.3 Proof for Step 5

Lemma 13 (Lemma 5) Suppose u, and ny are sequences satisfying

2K
a
VN € [ng,ng+1), Eo(un) S ﬁ where  ng 2 afatf,
then 5
1 logag;
Eo(un) S —+— where K=—"+—.
N2(1-x) logag + logas,
Proof The proof is direct computation, note that
(agay)® = exp (klog(agat)) = exp(logagy) = af, (96)
therefore .
aift = ((aead)*)" <ni" <N, (O7)
50 Eg(uy) < N~20-5) a5 required. O

A.4 Proofs for Step 6

Theorem 7 (Theorem 3) Let (U" C H),civ be a sequence of subsets satisfying (10), compute u, and v, by Algorithm 1. Suppose that there
exists a monotone increasing sequence ny € IN such that

W =ty —1 € U AU AL QT+

forall k € IN.
If (Wi )ken is an (ay,ag)-minimising sequence of E with ay > 1 and n% < alli:alzjk, then
1 loga?
i = mi —i L = —©°"u
minBo(u,) = minElu,) — fE() S aiimg where loga 1 loga?,

uniformly for N € IN.
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Proof Let C > 0 satisfy n,% < CaEaé" for each k € IN. Fix N > C and choose k such that Cak lalzjk 2<N< CaEaU By construction, and
using the equality from (96), we have

minEo (uy) < Eo(W1) S ag* = (agad) 79 <IN 98)
n=
as required. O

Lemma 14 (Lemma 6) Let (Wy)re be a sequence in H with ||wy|| < a¥. Suppose wy € Uk := U™ and denote Eo(U*) = inf, g Eo(u).
Any of the following conditions are sufficient to show that wy is an (ay,ag)-minimising sequence of E:

1. Small continuous gap refinement: Eo(wy) < ﬁagk forall k € N, some 3 > 0.

2. Small discrete gap refinement: Eo(U¥) < ﬁagk and Eo(wy) — Eo(UF1) < ﬁagkfor all k >0, some B > 0.

Otherwise, suppose there exists a Banach space (U, ||-||) which contains each U¥, supgen Wil < oo, and the sublevel sets of E are ||-||-
bounded. With the subdifferential 0E: U = U*, it is also sufficient if either:

3. Small continuous gradient refinement: sup, ey inf,cog(w,) % < Bagk forall k € IN, some 3 > 0.

4. Small discrete gradient refinement: Eo(U¥) < ﬁagk and sup,, o gk inf ey miwm ﬁaE for all k € N, some B > 0, where V¥ :=
I (E |ge) (Wk)-

Proof The conditions for ay in Definition | are already met, it remains to be shown that Eo(wy) < Cagk for some fixed C > 0. For cases
(3) and (4), fix R > 0 such that both {Wy };ev and the sublevel set {u € U s.t. Eg(u) < 14 B} are contained in the ball of radius R. Any
minimising sequences of E in U or U are contained in this ball. We can therefore compute C in each case:

(1) Eo(wi) < ﬁagk, so C = f3 suffices.

(2) Eo(wy) < Eo(ka) +ﬁa£k < (ag+ l)ﬁagk, so C = (ag + 1) suffices.

(3) Eo(wx) —Eo(u) <infycopgm,) (vwr —u) < 2RBag* for any u € U with [|u| < R. Maximising over u gives C = 2Rf

(4) Eo(Wy) —Eo(u) < infcppg,) (v Wi — u) < 2RBag* for any u € U with [uf| < R, so Eq(Wi) < Eo(U*) +2RBag* and C = (1+2R)B.

This completes the requirements of Definition 1. O
B Proof of Theorem 4
First we recall the setting of Definition 2, fix: p > 0, g € [1,e0], h € (0,1), N € IN, connected and bounded domain Q C R4, and u* €

argmin, .y E(u). We assume that H = L?(€Q), ¢ S Il and there exist spaces (UH)en with UF € U containing a sequence (w; € UK )z
such that ||y — u*[|| < #*7, c.f. (16). Furthermore, there exists constant ¢4 > 0 and meshes IM¥ such that:

Jwp CQ suchthat Vo € MF 3(aw,Po) ERTY xR suchthat X €y <= 0¥+ fo € 0, and (99)
V(i@ 0) € U x M¥, JucT® suchthat det(cty)>cah™ and VEE ay, u(®) = i(tpi+ fo). (100)

In this section, these assumptions will be summarised simply by saying that IH and (fﬁ")kem satisfy Definition 2. We prove Theorem 4 as
a consequence of Lemma 7, namely we compute exponents p’,q' with ay = h~7 and ag = h~P'. These values are computed as the result
of the following three lemmas. The first, Lemma 15, is a quantification of the equivalence between L7 and L? norms on general sub-spaces.
Lemma 16 applies this result to finite-element spaces to compute the value of ¢’. Finally, Lemma 17 then performs the computations for p’
depending on the smoothness properties of E.

Lemma 15 (Equivalence of norms for fixed k) Suppose H = L?(Q) for some connected, bounded domain Q C R? and |-|| ¢ < ClI-lll for
some q € [1,00], C > 0. For any linear subspace UcUandweT,

1_1
_ : _ , (17 if g > 2, otherwi
il < sup I yw where  sup 98 < 1] ‘1" ifq 22 otherwise (101)
wirew el wie 1l 11"~ 7 sup, g lull../Ilull ifqe[1,2).
Proof The first statement of the result is by definition, for each w € U C L*(2) C H we have
S ) () o ()
Wl = ~=r= < sup =il < s = [Iwil-
T A T s P
Recall |||-|| > C~! [|[l4- To go further we use Holder’s inequality. If é + q% =1, then for any u,i € U
ul| +
(u, ) c! (u, ) <c! I ”q (102)

= < = < .
aall el el el [a

If ¢ > 2 we use Holder’s inequality a second time:

. 1=q"/2 q/2 11 q"
NG 4= o (2 = _ -1
/ﬂ\u(x)ri dx§</ﬂldx> </Q|u(x)| dx> = (14 up)” - (103)

1
This confirms the inequality when g > 2. If ¢ < 2, we can simply upper bound ||-[| ;« <[] |-[|., as required. 0
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Lemma 16 Suppose H and (fﬁk)ke]N satisfy Definition 2, then
1. Ifq>2, then |wi|| S 1 (ie. ¢ =0).
llull ~ k.
2. Ifq<2andsup, o ﬁ < oo, then ||Wi|| Sh™2 (ie. g = 7%).

Proof Most of the conditions of Lemma 15 are already satisfied. Furthermore observe that ||w|| < [[lu* || + /27 < 1. For the g > 2 case, this
is already sufficient to conclude ||wi| < 1 from Lemma 15, as required.
For the case ¢ < 2, from Lemma 15 recall that we are required to bound

il )| |
sup % = sup sup M < sup sup WJ (104)
GeUk [l e Uk @Mk H“HLZ(Q) e Uk @Mk H”HLz(w)
However, due to the decomposition property (100), for each ® € M* and 7 € U* there exists u € U such that
~ 2 N2 g2 o BV2 g 15112
i) = oy ey = [ WP [ [+ Bt = denta) ™ s (105)
w ok
Combining these two equations with the assumed bound on “l‘z“l‘;::’z; confirms ||[wy|| < /det(o)~! < ¢y ? Y as required. O
Lemma 17 Suppose H and (U¥)er satisfy Definition 2 and u* is the minimiser of E such that ||y, — u*[|| < h*P.
1. IfEis ||||-Lipschitz at u*, then E(wy) —E(u*) < WP (i.e. p' = p).
2. IfVEis ||-||-Lipschitz at u*, then E(wy) — E(u*) < h?*P (i.e. p' = 2p).
Proof Both statements are direct by definition, observe
E(wy) —E(u") < Lip(E)|[[wi — u"]l, (106)
E(w) — E(u*) < (VE(w), Wi — ") = (VE() — VE(u*), W — u*) < Lip(VE) ||y, — u*|*- (107)
The proof is concluded by using the approximation bounds of wy in Definition 2. O
C Operator norms for numerical examples
Theorem 8 Suppose A: H — R™ has kernels y; € L([0,1)¢) for j € [m].
- 1 Xe Xj . . .
Case 1: If y;(X) = 0 else for some collection X j C Q such that X; N X = 0 for all i # j, then ||Al 2,2 = maX ;e /X1
Case 2: If W;(X) = cos(d@, * X) for some frequencies @; € R? with || < A, then
1 .
1Al < Vi, AT <m' A Fl, and |A"|a e < At
forall# € R™ and g € [1,9).
d 5 =2
Case 3: Suppose y;(X) = (271:62)_7[ exp <7 ‘xzéé‘ > for some regular mesh %; € [0,1]¢ and separation A. i.e.
(& st j e} = {Fo+ (1A,.... jad) 5.t ji € [}
for some Xy € RY, i := /m. For all % + q% =1, g € (1,09, we have
2N—4 Az 2 ¢
IAll2oe < | (4m07)"2 Z, ASXP(*WJ )] (108)
j=—2m,...2m
1
* -] _d *A2 2 o,
|A*F|0 < (2767%) 72 (Zexp (7‘127 max (0, |j] — 5)2) ) 171, (109)
=
(216%)~% A 2 v
o I * *A 2 LA
W< B2 (R 7+ ) exp (<42 man(0.1-5) ) I, (110
=
(271702)*% q* 2 7
o 207 *A 2 KA.
ATl < 52— (Z (1+23071+87?)" exp (— 42 max(0,]] _5)2)> Il (i
jel

where § = @ andJ ={je Z¢ s.t. “j"im < 2m}. The case for g = 1 can be inferred from the standard limit of |||~ — |||l for ¢* — .

Proof (Case 1.) From Lemma 8 we have

* _ _ . | ‘Xll i= J
(AA ),,,-<1Xi,1xj>x,mx_,|{0 P (112)
Therefore, AA* is a diagonal matrix and [|AA*2_, 2 = max ¢, |X;| completes the result. 0
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Proof (Case 2.) y; are not necessarily orthogonal however | <l;/i7 yfj> | <1 therefore we can estimate

[AA 22 < IAAT[ gy < im. (113)
Now looking to apply Lemma 9, note HV" l;/j”oo < A¥, therefore
€1 _1 1 _
(ATl < Al 7], = Abm! 7, and A" o < AF min m' =002 < (114)
g€[1.9]
O

Proof (Case 3.) In the Gaussian case, we build our approximations around the idea that sums of Gaussians should converge very quickly. The
first example can be used to approximate the operator norm. Computing the inner products gives

_ 52 2\ o - d %%, [?
(vi,y)) = (2707) d/[oudexp (7 L ] )dxs(zwz) ‘(nc*)%e p(J ] ) (115)

Estimating the operator norm,

m
[AA |2y < IAAT e e = max 3 [y, ) | (116)
i€[m] =1
d 1A —i A 4.+ (juA —igA)?
= max(4ﬂ:0‘2)’7] Z exp (— U ha) + 2+ (a iad) ) (117)
i€[m] . - 40
Tt a €M)
_ d
—d (1A +.. 4 (jad)? 1 & A2}
<@mo’)"t Y e <*T =|@ro®)2 Y exp( -5 )| - (118)
_/gZdn[,ﬁ,_,ﬁ]d Jj=—m
This is a nice approximation because it factorises simply over dimensions. Applying the results from Lemma 9, note
; - 4 %
W) = )| ~ mo) fep (<210,
d
L EE (270%)~% [F—%)| %
‘VWJ(X)l = o2 Wj(x) = T c exp| — 202 ’

L ET)E-)T
V@) = |y

4
o _ (2mo?)2 F-% %
v (%) = o2 It =) ——Ha )

‘We now wish to sum over j = 1,...,m and produce an upper bound on these, independent of 7. To do so we will use the following lemma.

Lemma 18 Suppose q > 0. If the polynomial p(|X|) = ¥ pi|¥|* has non-negative coefficients and % € [—m,m]¢, then

j—3 - max(0,|7] — 8)2
pli-exp(-15E) < ¥ p<|j+a>exp<q<@2lfl5>>

[171] e < [|71] e <2m
where & == ﬁ and j € 7°.
Proof There exists Xe [-1 7 %]d such that ¥+ X € Z4, therefore

2 o i—x? > LA 5 = .32
p(i-exp (- 155) = ¥ p(\jf(x+x)+x|)exp<fw>

[17] o < (7] <

g F+E?
< ¥ P(|J+x|)exp<*%>

(171l oo <2m

< Y plil+8)exp (‘M)
jezd

1l <2

as \%\ < 8 and p has non-negative coefficients. m]

Now, continuing the proof of Theorem 8, for m = {/m, 6 = ‘F andJ = {j e Z% s.t. H H < 2}, Lemma 18 bounds

*

Z\% o' < (2n0?) Zexp( 742 X, - )2)

JjeJ
m _dg” * x A2
(2ro?)~ T A? - * qA -
Z\V% 1 < o | LU+ 8)T exp (=5 max(0,1]] - 8)?
Jjel
dg* *
27'[62)77 A2 . q q*AZ .
Viy f1<(7 14+ = (|j]+6)? 1= 0,7 —8)*
L < Z,( FA7+67) exp (LA max(o. - 5)

for all ¥ € Q. In a worst case, this is O(2¢m) time complexity however the summands all decay faster than exponentially and so should
converge very quickly. O
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