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ABSTRACT Forecasting air pollution is considered as an essential key for early warning and control
management of air pollution, especially in emergency situations, where big amounts of pollutants are quickly
released in the air, causing considerable damages. Predicting pollution in such situations is particularly
challenging due to the strong dynamic of the phenomenon and the various spatio-temporal factors affecting
air pollution dispersion. In addition, providing uncertainty estimates of prediction makes the forecasting
model more trustworthy, which helps decision-makers to take appropriate actions with more confidence
regarding the pollution crisis. In this study, we propose a multi-point deep learning model based on
convolutional long short term memory (ConvLSTM) for highly dynamic air quality forecasting. ConvLSTM
architectures combines long short term memory (LSTM) and convolutional neural network (CNN), which
allows to mine both temporal and spatial data features. In addition, uncertainty quantification methods were
implemented on top of our model’s architecture and their performances were further excavated. We conduct
extensive experimental evaluations using a real and highly dynamic air pollution data set called Fusion
Field Trial 2007 (FFT07). The results demonstrate the superiority of our proposed deep learning model in
comparison to state-of-the-art methods including machine and deep learning techniques. Finally, we discuss
the results of the uncertainty techniques and we derive insights.

INDEX TERMS Conv-LSTM, spatio-temporel prediction, highly dynamic air quality, accidental pollutant
release, uncertainty, FFT-07, WSN.

I. INTRODUCTION
Air pollution is a global human hazard, causing every year
considerable damage to human health, the environment and
the worldwide economy. According to World Health Organi-
zation (WHO), 9 out of 10 people breath air that exceeds the
limits of WHO guidelines in terms of pollution levels, result-
ing in 4.2 million annual deaths related directly to pollution
[1]. Therefore, there is a tremendous pressure on decision-
makers to develop effective pollution maps that would allow
management plans with an emphasis on prevention. This
need is even greater in emergency situations where real-time
forecast maps are highly required to set up crisis management
strategies and evacuation models. In addition, these maps
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can be particularly useful for designing anticipatory mobility
models of drones to track pollution plumes and to better
characterize the dispersion phenomenon.

In recent years, a rising number of natural (volcanic erup-
tion, etc) and man-made pollution disasters (transport of
hazardous materials, terrorist attacks, etc) have caused con-
siderable damages to human health and the environment.
As seen in these emergency situations such as Fukushima
explosion in Japan (March 2011), the Lubrizol accident in
France (October 2019) or more recently the Beyrouth harbour
explosion in Lebanon (August 2020), very large amounts
of pollutants are released and quickly transported over the
air. In these cases, the strong and unpredictable dynamics
of the pollution plumes, the lack of knowledge of pollution
sources and emission rates make the phenomenon complex
to model. Furthermore, the strong need for reactivity and
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rapid responses, make the use of traditional monitoring solu-
tions (conventional air quality monitoring stations, dispersion
models alone) difficult and usually inefficient.

At the same time, the recent democratisation of low-cost
wireless sensor networks (WSNs) gives new impetus to the
dynamic air quality monitoring. Indeed, the small size of
sensors and their large number enable data collection with a
high spatial and temporal resolution. Moreover, these sensors
can be easily mounted on mobile vehicles such as drones,
allowing precise mapping of gas plumes in hard-to-reach
areas, where human intervention is not an option and the
need for rapid response is primordial. Drones have already
been used to this purpose; for example, the authors of [2]
used a helicopter UAV to measure volcanic gases at La
Fossacrater Volcano (Italy). Coupled with adequate spatio-
temporal learning models, measurements made by these sen-
sors would enable a precise mapping and better forecasting
of plume dispersion and thus make it possible to antici-
pate potential catastrophes and mitigate their consequences.
Thereby, the use of such solutions would have undeniable
advantages in terms of plume knowledge quality, time and
cost which are crucial parameters in emergency situations.

For several years, great efforts have been devoted to the
study of chronic air pollution forecasting where innovative
solutions including machine and deep learning techniques
were proposed to address this issue [3], [4] [5]. However,
the spatio-temporal analysis of punctual and highly dynamic
pollution emissions in emergency situations has attracted less
attention, although predicting pollution plume in these partic-
ular situations is essential asmentioned earlier. This interest is
evenmore important in the case of toxic, explosive or irradiat-
ing pollutant releases, following natural disasters, industrial
accidents or terrorist attack. Considering the criticality and
severity of the risks during these situations, it is important to
produce fairly accurate real-time plume forecast maps with
estimations of prediction uncertainties; this last aspect has
often been neglected when designing pollution prediction
models. In fact, providing such information, especially in
an emergency situation, makes the models more reliable and
allows better crisis management.

This research aims at designing an adequate spatio-
temporal forecasting model for high dynamic air pollution.
The main points that guided our design are:

• Proposing a rapid and efficient multi-point framework
able to forecast concentrations in several locations
(nodes) at the same time when taking spatio-temporal
data dependencies.

• Taking into account the uncertainty of the predictions.
Indeed, this parameter is crucial in the case of moni-
toring dynamic phenomena with mobile vehicles as it
may guide their mobility to improve the quality of the
monitoring.

• Validating our architecture on highly dynamic real data
sets. This objective was not obvious to reach given the
lack of such real data.

The main contributions of our work can be summarized as
follows:

• We investigate the state of the art of air pollution fore-
casting methods in which top-level articles are reviewed.
We also propose a classification scheme to analyze the
existing literature.

• We designed a multi point spatio-temporal deep learning
model based on ConvLSTM able to mine efficiently
spatio-temporal data pollution for high dynamic pollu-
tion prediction.

• We incorporate uncertainty quantification techniques to
our architecture to make the model more trustworthy.
Numerous experiments have been conducted when vary-
ing model’s parameters.

• We compared our solution to a great set of machine
and deep learning techniques through extensive exper-
iments. These latter has demonstrated the superiority of
our model over the considered baselines. For that end,
we have identified and taken over a highly dynamic real
data set namely Fusion Field Trials (FFT07). To the best
of our knowledge, no learning based solution has been
tested on real data in such dynamic environment.

The remainder of this paper is organized as follows: Section II
presents the literature review. Section III shows some pre-
liminaries of deep learning models as well as uncertainty
background and it then presents in details our solution’s
design. Section IV describes the comparative experiments:
the effectiveness of the developed model is analyzed and
evaluated and then we conclude this section by the evaluation
of the uncertainty techniques. Finally, Section V summarizes
the results of this work and draws conclusions.

II. LITERATURE REVIEW
The importance of intelligent prediction systems for short and
long-term pollution forecasting is critical to alleviate dam-
ages. Nonetheless, designing such systems can be extremely
complex due to the dynamic nature of pollution plume and the
lack of knowledge about the pollution sources and their emis-
sion rates. As a result, mimicking the complex mathematical
expressions of the corresponding physical process can be
challenging. Two categories of methods can be identified
to tackle the air pollution forecasts issue, namely: physical
models and data-driven models.

Physically based models, also called chemical transport
models were widely used in the past on pollution field [6].
These models provide both spatial and temporal estimations
of air quality by simulating the pollutants dispersion process.
In the literature, several kind of models have been developed
depending on the length of the scale considered to character-
ize the pollution dispersion. Three main scales can be iden-
tified: the regional scale (5-50 km), the urban scale (1-5 km)
and the local scale (up to 1 km) [7]. Among the regional scale
models CHIMERE [8] and CamX [9] are widely used while
SIRANE [6] and ADMS-Urban [10] are dedicated models for
urban scale. SIRANERISK [11] is another chemical transport
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model dedicated to the dispersion of pollutants in urban areas
in unstable situations due to unexpected releases. Despite the
undeniable usefulness of these physical models, these latter
suffer from various drawbacks. Indeed, chemical transport
models need different input data including pollution sources,
meteorological data (temperature, wind speed and direction,
etc.) as well as land use data (buildings, roads, etc.). However,
it is sometimes difficult to know precisely the exact sources
of pollution, especially during sudden pollution events, and
hence resulting on a poor predictability. Moreover, previous
researches have shown the latter’s shortcomings regarding
short-term forecasting [12], [13]. Finally, some studies high-
lighted the expertise and the in-depth knowledge needed
to develop such models besides the computation capacities
required for run [14]. On the other hand, combining observa-
tions to numerical models in what’s called data assimilation
(DA) have shown great potential to correct and improve these
latter [15]. Nonetheless, Denby et al have pointed out the
need of unbiased models for DA techniques in order to meet
assumptions made in their formulation and hence achieve
better results [16].

Data-driven techniques have also a long tradition with
air pollution forecasting. These methods assimilate available
meteorological indices and air quality measurements to pro-
vide better insights without relying on physical or chemical
processes. Within this category, approaches like autoregres-
sive integrated moving average (ARIMA) [17] or general-
ized additive models (GAMs) [18] were among the early
statistical methods for predicting air pollution. That is, these
techniques were reported to be significantly limited in term
of performance due to the non-realistic hypothesis taken,
and therefore need more improvements. Later, the shortcom-
ings of numerical and statistical methods encouraged the
use of more advanced data-driven approaches, e.g., machine
learning (ML). A further reason for the wide use of these
techniques is their capacities to formulate the non-linearity air
pollution constraints, entirely relying on historical data, and
without any primary knowledge on the physical equations.
In that context, Ochando et al. have proven the suitability
of ML algorithms as random forest (RF) over conventional
techniques for all the conducted experiments [19]. A bit later,
significant advances in hardware and the symbiosis of data
collection opened the doors to the use of more complex
ML models based on neural networks. Many works have
reviewed recent solutions using artificial neural networks
(ANNs) for air pollution predictions and have claimed their
ability to extract efficient representations of relevant func-
tionalities and characteristics from large amounts of data [20],
[21]. In comparison to traditional approaches, deep learning
solutions has shown greater accuracy [22]. In addition, their
hybridization with other ML techniques as K nearest neigh-
bours for instance has been shown to significantly improve
their performances [3], [23]. However, certain characteristics
of ML algorithms must be highlighted to be carefully taken
into consideration. Among them, the data dependence of
these algorithms. Indeed, the data fed to these latter, must

be sufficiently varied and broad to allow their generalization.
Regarding the scarcity of data, some work in the literature has
demonstrated the effectiveness of using the transfer learning
approach [24]. The principle of this latter is to use a model
already trained for one task as a starting point for another task.

In what follows, we review some interesting works in the
field. We start with solutions exploring the spatial prediction,
then temporal one before discussing solutions addressing
spatio-temporal forecasting.

The authors of [25] propose a general framework to com-
pare between regression approaches and data assimilation
ones for annual NO2 forecasts in urban area. The study
included the following regression methods: random forest,
extreme gradient boosting (XGBoost), land use regression
(LUR), KNN and best linear unbiased estimator (BLUE)
as data assimilation technique. Results have demonstrated
the superiority of BLUE over other approaches when the
simulation and sensing errors are well characterized.

While the former research work focus on spatial air qual-
ity prediction, some effort has been devoted to the study
of temporal prediction. In [26], a novel variant of support
vector machine (SVM) combined with Principal component
analysis (PCA) was proposed to predict daily PM2.5. The
PCA is first used to extract relevant features and reduce the
inputs dimension and then the prediction is performed by
a least squares SVM model. The experiments have demon-
strated the superiority of the developed model over the base-
line techniques considered: general regression neural network
(GRNN) and least square support vector regression (SVR)
with default parameters.

In a recent work [24], Ma et al. tackle the forecasting
pollution problem at different temporal resolution (hourly,
daily and weekly) using a bidirectional LSTM. The proposed
model were compared with other commonly used methods
including ARIMA, gradient boost decision tree (GBDT),
SVR, RNN, gated recurrent unit (GRU) and LSTM. The
authors evaluate also the effectiveness of transfer learning
from smaller temporal resolutions to larger ones. A case
study on PM2.5 in Guangdong (China) have been conducted
and the results have shown that the developed methodology
can effectively improve the prediction accuracy for larger
temporal resolutions.

Authors of [27], present a deep neural network model
named ApNets to predict PM2.5 concentrations using a com-
bination of CNN and LSTM network. The objective is to
forecast the concentration of PM2.5 for the next hour based
on the previous concentrations, wind speed and cumulative
hours of rain over the last 24 hours. ApNets was compared to
many traditional approaches like multiple layer perceptron,
decision tree and random forest. Results showed that APNet
enhances the prediction accuracy compared to the other con-
sidered solutions.

Others research works exploited the spatial correlations
between stations besides the temporal dependencies to pro-
vide better performances. In [28], Soh et al. propose a model
that combine an artificial neural network with CNN and
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TABLE 1. Summary of research works on forecasting air pollutants using different methods.

LSTM in order to extract spatio-temporal relations and to
predict air quality for up to 48 h. The proposed predictive
model considers different meteorological data from the pre-
vious few hours as well as information related to the elevation
space to extract terrain impact on air quality. Results showed
that the developed model achieves good performance and
outperforms current state-of-the-art methods.

Du et al. develop a deep forecasting air quality model
named DAQFF for PM2.5 single step forward and multi-step
forward prediction. The framework is based on two compo-
nents : a multiple one dimension convolution layers (CNN)
and a bidirectional LSTM [3]. The former is used to extract
spatial features between stations and the latter to capture the
temporal features in the time series data. Results showed that
DAQFF outperforms a great set of baseline models.

A deep spatial-temporal ensemble (STE) model is pro-
posed to predict air quality using historical air quality obser-
vations and meteorological data in [5]. The framework is
divided into three components. The first component consists
of an ensemble method with a partitioning strategy based on
weather pattern. It trains multiple models and dynamically
combines them. The objective of the second component is
to discover spatial correlation between stations by analyzing
Granger causality and select relative areas and relative sta-
tions to add spatial properties to the predictor. The last one is
a temporal predictor that utilizes a deep LSTM to learn both
long-term and short-term dependencies of air quality data.
For comparison purposes, we summarize studies regarding
different techniques in Table 1.
In the above, several solutions for forecasting atmospheric

pollution have been studied. Nevertheless, there are still some
interesting and relevant problems to be addressed. First, most
of the designed solutions focus on predicting chronic pollu-
tion in cities or at a larger scale. However, when considering
the emergency situations, the pollution plume is strongly
dynamic and the spatial and temporal resolution needed is
much higher to efficiently cover the phenomenon in real time.
Little researches consider the numerous challenges in such
situations. In addition, very few work take into consideration
the measurement uncertainties of sensors and even less the
uncertainties of their forecasting models. The latter can be
useful, for example, during sudden pollution events to guide
drone fleets when tracking pollution plumes. Finally, most
research works that consider the spatio-temporal relationship

between the various inputs, propose complex models to take
into account the information from neighboring stations and
thus improve the prediction of a target one. However, these
predict the outputs of a single point at a time and there-
fore require several models to forecast all the points. In this
work, we aim to provide solutions that address the identified
cutting-edge gaps.

III. BACKGROUND, PROBLEM FORMULATION AND OUR
ARCHITECTURE
In this section, we present our designed deep learning model
for high dynamic air pollution forecasting. Before diving
deeper into this latter, we go over some preliminaries.We first
introduce the LSTM, CNN and ConvLSTM models. Next,
background on uncertainty is discussed. Finally, we provide
a formulation of our problem before describing the detailed
architecture of our uncertainty aware ConvLSTM framework.

A. LONG SHORT TERM MEMORY NETWORK
LSTM is an improved version of recurrent neural network
(RNN) proposed by Hochreiter and Schmidhuber [29]. It uses
the concepts of cell memory and gates to bypass the prob-
lem of RNN’s exploding gradients. The cell represents the
memory of the block, it stores the parameters over arbitrary
time intervals while the gates regulate the flow of information
into and out of the cell. By doing that, LSTM can pass
important information down the long chain of sequences to
make predictions. Thus, it is well suited to process time series
data with relatively long delays and intervals. The LSTM
architecture is given by the following equations:

it = σ (Wxixt +Whiht−1 + bi) (1)

ft = σ (Wxf xt +Whf ht−1 + bf ) (2)

gt = tanh(Wxgxt +Whght−1 + bc) (3)

ct = ft ∗ ct−1 + it ∗ gt (4)

ot = σ (Wxoxt +Whoht−1 + bo) (5)

ht = ot ∗ tanh(ct ) (6)

In these equations σ and tanh are sigmoid and hyperbolic
tangent activation functions. xt , ct and ht represent current
input, cell memory state and hidden state respectively.
it , ft , ot and gt represent input gate, forgetting gate, output

gate and input modulation gate across which the network can
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FIGURE 1. Architecture of LSTM Cell.

selectively retain and forget past and present information.
W and b are the model parameters (weights and bias). The
outputs of the LSTM cell are ot and ct . Finally ∗ denotes the
Schur product. The internal architecture of an LSTM cell is
presented in Figure 1. For further information, one can refer
to [30].

B. CONVOLUTIONAL NEURAL NETWORK
CNN is a subclass of artificial neural networks, usually used
to process images. The input is a vector with three dimensions
namely height, width and channel (depth). Channel is equal
to three if the input is an RGB image and one in the case
of Grayscale image. CNN’s architecture is made up of two
blocks. The former works as a feature extractor, it filters the
image with several convolution kernels and returns "feature
maps", which are then normalized. The latter block exploits
the previous layer’s result to make a prediction.

CNNs have strong abilities to extract spatial correla-
tion features. Therefore, they have been widely explored in
the image recognition and computer vision fields, offering
improvements over deep neural networks (DNNs) on many
tasks [31], [32]. Recently, CNNs have been exploited for air
pollution forecasting [33], [34].

C. CONVOLUTIONAL LSTM
ConvLSTMwas introduced for the first time by Shi et al. [35]
to tackle the precipitation nowcasting problem. ConvLSTM is
a variant of the standard LSTMmodel where the convolution
operation is embedded at each gate of the LSTM cell resulting
to a strong ability to process spatial and temporal information
simultaneously. Mathematically, the computation of ConvL-
STM can be described by the following equations:

it = σ (Wxi ~ xt +Whi ~ ht−1 + bi) (7)

ft = σ (Wxf ~ xt +Whf ~ ht−1 + bf ) (8)

gt = tanh(Wxg ~ xt +Whg ~ ht−1 + bc) (9)

ct = ft ∗ ct−1 + it ∗ gt (10)

FIGURE 2. Encoding-Forecasting ConvLSTM structure for spatio-temporal
sequence predicting [35].

ot = σ (Wxo ~ xt +Who ~ ht−1 + bo) (11)

ht = ot ∗ tanh(ct ) (12)

where ~ denotes the matrix vector operation. As shown
in Figure 2, the convLSTM cell is composed of two networks.
The former is the encoding network and the latter is the
forecasting network.

This network has since shown its effectiveness in various
spatio-temporal problems [36].

D. BACKGROUND ON UNCERTAINTY
In many applications, it is not enough that a model performs
well on average, but the uncertainty of each estimate must
also be quantified. This can be particularly crucial when there
is a considerable downside to an incorrect or imprecise fore-
cast, such as the case of high dynamic pollution events that
occur suddenly. Unfortunately, little works have considered
uncertainty in the pollution field as seen in section 2.

One can distinguish two types of uncertainties: epistemic
uncertainty and aleatory uncertainty [37]. The former uncer-
tainty also called model uncertainty is the uncertainty result-
ing from a lack of input data and knowledge. The latter
represent the natural randomness of the real data generating
process.

A diverse set of methods are proposed in the litera-
ture to cope with neural network uncertainty. Among these
approaches, we count the fully bayesian NNs [38], Monte
Carlo (MC) dropout method [39], bootstrap [40], quantile
regression (QR) [41], gaussian process inference, maximum
likelihood estimation [42] or deep ensemble [43]. In what
follows, we briefly review the theoretical background of MC
dropout and QR techniques. The remaining methods require
either strong assumptions on sample distribution, modifica-
tions of the neural network or of the way it is trained or it
requires training several networks (computationally expen-
sive), they are therefore not taken into consideration in this
work.

MC dropout was introduced as a technique to estimate
uncertainty prediction for the first time in [39]. The authors
described it as an approximation for a bayesian approach. The
idea behind it is to mask (drop) randomly a certain number
of the network’s nodes. Concretely this is done by setting
the outputs of the selected nodes to zero. To estimate the
uncertainty, the authors of [39] suggest to activate the dropout
during the inference phase (prediction time), thus getting
multiple outputs for every single input. We call a single
prediction step when activating dropout a stochastic forward
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pass. This procedure allows to have an ensemble of sub-
networks within one single network, that have marginally
distinctive views of the data. The objective is to get a dis-
tribution of the target variables and therefore an estimation of
uncertainty. The main drawback of MC dropout is it requires
to make multiple predictions for every new data point to
figure out the variance of the predictions.

Quantile Regression is a particular kind of regression intro-
duced by [41]. This approach aims to estimate the conditional
quantiles y. Therfore the QR is capable of modeling the entire
conditional distribution of y without any prior assumption
of residuals as opposed to linear regression. This is done by
minimizing the quantile loss defined as follows:

Lτ (y, ŷ) =
∑
i|yi<ŷi

(1− τ )|yi − ŷi| +
∑
i|yi≥ŷi

τ |yi − ŷi| (13)

One of the shortcomings of quantile regression is that it pro-
duces non symmetric intervals from the median estimation.

E. FORMULATION OF THE PROBLEM
Given the previously observed pollution data, our study aims
to predict the upcoming concentration of pollution simulta-
neously in different nodes. The problem corresponds to a
sequence spatio-temporal forecasting issue.

We divide the node coverage rectangle into a width ×
height grid and assign the collected air pollution data to the
cells in the grid. The value in a cell represent the pollution
concentration of a single node in a given timestamp. We
consider that the region of interest can be approximated by
a set of N discrete points. Thus, the observation at a given
time can be represented as a 2D Tensor χ ∈ RP×N where
P is the measurements that vary over time and R is the air
pollution domain. Hence, the problem can be mathematically
formulated as follows:

χ̂t+1, . . . , χ̂t+K = arg max
χt+1,...,χt+K

p(χt+1, . . . , χt+K |

χ̂t−J+1, χ̂t−J+2, . . . , χ̂t ) (14)

As a first step, our objective is to build a predictive model
producing estimates as close as possible to real observations
(ground truth). Nonetheless, sometimes point forecasts are
not sufficient and a measure of uncertainty is needed to make
the model more trustworthy. Uncertainty estimation allows
considering a range of possible outputs rather than single
values as in the case of point estimates. Therefore, as a second
goal, our aim is to quantify uncertainty for pollution forecasts.
Concretely this could be done by building up prediction inter-
vals (PIs). A prediction interval communicate uncertainty
by affording a lower and upper bound that bracket a future
estimation with a prescribed probability called a confidence
level [(1− α)%]. Note that PIs are different from confidence
intervals. In fact, the confidence interval gives an idea of the
model uncertainty whereas the PI takes also into account data
variance noise.

One way to construct such intervals is to consider quan-
tiles. For example, estimating the 0.9 and 0.1 quantiles is

equivalent to say that 80% of the target values fall within
this interval. Ideally, we would like PIs to be as narrow as
possible, with a low mean width.

Let’s consider a neural network regressor which processes
an input x ∈ X and output y ∈ R. Let (xi, yi) ∈ X × R
be a data point representing an input and its corresponding
output. Let Ui and Li be the upper and lower bounds of the
prediction interval corresponding to the ith sample. With this
said, we want to build up intervals [Li,Ui] for every sample
such that the probability P(Li ≤ yi ≤ Ui) ≥ 1−α with 1−α
the confidence level of the prediction interval.

F. PROPOSED ARCHITECTURE
In this study, the problem involves predicting high dynamic
air pollution using historical concentration data. We resolve
the problem by proposing an adapted architecture based on
ConvLSTM. The motivation behind this choice is to benefit
from the pattern recognition of ConvolutionNetworks and the
memory properties of pure LSTM networks.

Concretely, our scheme consists of two modules: A feature
extractor module and a prediction module. The former is
constructed by stacking multiple ConvLSTM layers. Within
these layers, the values of each cell’s grid are determined by
current and historical values of neighboring cells. That’s what
gives ConvLSTM layers the strong ability to mine spatio-
temporal features between inputs. Each ConvLSTM block
has five hidden states to extract features from historical data.
Dropout and recurrent dropout are added in each one of
them to prevent overfitting and batch normalization is applied
between ConvLstm Layers to speed up the training process
[44]. Finally, the output of the feature extraction’s module is
fed to a Conv2D with 1× 1 filter (1× 1 convolutional layer)
to output the final estimation. This latter layer is also called a
feature map pooling layer. It creates a one to one projection
of the feature maps to pool features across channels whilst
retaining their salient spatio-temporel features. Our model
processes a sequence of grayscale pollution images as 2D
input tensors with M×N dimension. It outputs the estimated
pollution image of the corresponding study area for the next
timestamp. The pollution inputs are first converted to images
before being processed by the neural network. This step
could correspond to a simple projection if the input data
are uniformly distributed in the space. Otherwise a more
complex image construction could be done, for instance by
aggregating data points. The model’s structure is depicted
in Figure 3.

It is worth mentioning that in our model’s architecture,
we have used variational dropout proposed by Gal and
Ghahramani in [45]. The motivation behind this choice is
that ConvLSTM and RNN in general are prone to overfitting,
especially when the number of parameters in the network is
large, and the amount of training data is small. Besides, vari-
ational dropout technique applies both dropout and recurrent-
dropout inside the ConvLSTM cell-block. In this way, not
only the weights of forward connections can be regularized,
but also the weights of recursive connections can be as well.
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More concretely, we regularize the subnetworks inside the
cell block by dropping the gates input on both current xt
and previous hidden ht−1 states, using masks sampled at
each timestep. As shown in the enlarged diagram of Figure 3
(ConvLSTM Cell Block, left), coloured connections repre-
sent different dropout masks applied to the gated architecture
that are: input gate (i), forget gate (f), output gate (o) and
input modulation gate (g). The equation that describes this
technique is as follows:

i
f
o
g

 =

σ

σ

σ

tanh

(( xt ◦ zx
ht−1 ◦ zh

)
W
)

(15)

where W is the weight matrix, zx is the current state dropout
mask and zh represent the hidden state dropout mask.

Regarding the uncertainty estimations, our goal is to
construct PIs for pollution forecasts considering different
confidence levels. Both methods presented in section 3 were
considered and applied to our forecasting model namely
Monte Carlo Dropout and quantile regression. To perform
prediction intervals with dropout, two hyper parameters
should be taken into consideration: the dropout rate and
the number of stochastic forward passes. We should also
highlight the fact that in our network, two types of dropouts
are used in every convLSTM layer (standard dropout and
recurrent dropout), so globally we can choose which dropout
to apply and in which layer of the model. For constructing
uncertainty intervals with the quantile regression, the lower
and upper bound of the PI is directly estimated through
the network using the equation 13. Each time, two separate
regressionmodels are trained, one for the lower percentile and
the other for the upper percentile to produce PIs following a
confidence level.

IV. VALIDATION
For the effective evaluation, two trials from the Fusion Field
Trial 2007 real data set were used [46]. The experimentation
part is divided into two parts. In the former one, the objective
is to predict one step ahead given an input sequence. Differ-
ent tests were conducted to demonstrate the effectiveness of
our forecasting model. The proposed model was compared
to various state of the art techniques ranging from shallow
machine learning algorithms to performing deep learning
ones. It’s worth to mention that all these latter methods are
trained to forecast only one point at a time in contrast to
our method which predict the output of all nodes simulta-
neously. In the second experimentation part, we investigate
the differences between the MC dropout and quantile regres-
sion methods to quantify uncertainty. For the majority of the
experiments and for both trials, we considered around 80% of
the data for training and 20% for tests. Before going deeper
in experimentation, we present the data sets used and the
preprocessing made to the collected data. Next, we describe
the evaluation measures and the baseline models considered
in this work as well as the implementation details.

A. DATA COLLECTION AND PREPROCESSING
The Fusion Field Trial 2007 (FFT07) is a set of short
range dispersion experiments that were conducted by the U.S
Army’s Dugway Proving Ground (DPG), Utah in Septem-
ber 2007, over a flat area of 450m × 475m [46]. Within
this terrain, a total of 100 sensors were placed in a rectan-
gular staggered grid at a height of 2 meters, uniformly so
that the horizontal and vertical distance between each two
sensors is 100 and 50 meters respectively (see Figure 4).
The experiments involved both continuous and instantaneous
releases from single and multiple sources (1, 2, 3, 4). For
almost all the trials, the propylene C3H6 is released as a gas
tracer continuously over a period of 10 min with a release
rate of 377.5 L min−1; the sensors record the concentrations
at a frequency of 2 ms. The propylene was chosen as a
pollution gas for its low toxicity. Meteorological measure-
ments including wind speed, wind direction, temperature,
relative humidity and pressure were taken from three ultra-
sonic tower with five levels (2m, 4m, 8m, 16m and 32 m).
In the data set, the locations of the sources and the sensors
are given in the latitude and longitude.

The present study utilizes only the observations measured
during multiple continuous releases (three sources in trial
28 and four sources in trial 55) as data in other conditions are
not available for us. In total the trial 28 and trial 55 contains
4910000 and 4405000 records respectively. various flags
were provided to describe the status of the measurements. For
both trials, the dysfunctional sensors were removed entirely
(10 sensors for trial 28 and 7 sensors for trial 55) as shown
in Figure 4 and Figure 5.

The corrupt and missing data were dropped and were not
imputed. Indeed, we observed that the vast majority of these
latter data were recorded towards the end of the experiment,
and as the pollution plume at this point completely disap-
peared, the sensors logically measured zero concentration
values. Finally the concentrations data were aggregated to
a second scale.

Regardingmeteorological data, to assign them into the grid
cells, we first aggregate the data to a second scale and then
we affected the values using the nearest neighbours method.
Finally both pollution and meteorological data were normal-
ized and scaled to [0,1] by the MinMaxScaler method and
de-normalization were applied to the predicted data outputs.

To the best of our knowledge FFT07 is one of the rare real
data set where punctual releases were observed and measured
by dozens of sensors simultaneously, this makes this data set
well suited to study high dynamic air pollution.

B. EVALUATION METRICS
To evaluate the models performances, we used Root Mean
Squared Error (RMSE) and Mean Absolute Error(MAE).
Their corresponding formulas are as follows:

RMSE =

√
1
n
6n
i=1(yi − ŷi)

2 (16)
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FIGURE 3. Illustration of the Uncertainty-Aware ConvLSTM model architecture, with four stacked ConvLSTM layers. Each
vertical and horizontal arrow represents dropout and recurrent dropout input, respectively. The enlarged diagram on the
left represents a single ConvLSTM cell block, with a representation of dropouts, where coloured connections correspond to
different dropout masks.

MAE =
1
n

n∑
i=1

∣∣yi − ŷi∣∣ (17)

where yi and ŷi are the measured and predicted propylene
concentration respectively, and n is the size of the test sample.
Note that RMSE is scale-dependent and sensitive to outliers,
which means that it can’t be compared over data sets with
different scale levels.

For uncertainty evaluation, we considered two known met-
rics for PIs: prediction interval coverage probability (PICP)
and mean prediction interval width (MPIW).

Indeed, a good prediction interval should be as tight as
possible but still have the desired coverage probability. Their

mathematical equations are as follows [47]:

PICP =
1
n

n∑
i=1

ci with

{
ci = 1, if yi ∈ [Li,Ui].
ci = 0, else.

(18)

MPIW =
1
n

n∑
i=1

(Ui − Li) (19)

yi denotes the ground truth, Li and Ui represent the lower
and upper bound respectively.

C. BASELINE MODELS
Different baseline models were considered to evaluate and
compare the performances of our model. The baselines
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FIGURE 4. FFT grid for trial 28.

FIGURE 5. FFT grid for trial 55.

included support vector regression, multiple layer percep-
tron, convolutional neural network, two variants of LSTM
and GRU. In what follows we describe briefly these
methods.

SVR is a non parametric machine learning method based
on kernels. It was introduced for the first time by [48] and
it is often regarded as a basic technique used for comparison
purposes with more complex models.

The MLP can be considered as a precursor of a large set
of neural networks. LSTM and GRU belong to Recurrent
Neural Networks and has both proven their ability to process
sequential data and extract relevant temporal features. More
precisely, a stacked LSTM was considered in this work to
enable more complex representation of the time series data.
As for CNN, it is generally a good tool to capture the spatial
relations present in input data.

For LSTM and GRU models, we implemented two ver-
sions for both of them: a univariate and a multivariate version.
For multivariate models, only the wind speed and the wind
direction were considered as explanatory variables. The other
variables as temperature, humidity and pressure were not
taken into consideration as they don’t change much over time
and hence they don’t provide additional information to the
model.

D. IMPLEMENTATION DETAILS
The open source deep learning libraryKeras [49]with Tensor-
Flow backend [50] are used to build up our forecasting model
and the other deep learning baseline models. The sickit-
learn python library was used to construct shallow learning
methods.

For all the experiments, the time horizon l was set to 5. The
loss function used for all DNNs models is the mean square
error (MSE) loss function. Adam [51] was used as optimizer
with a learning rate of 0.00005. This value was selected from
the set {0.00001, 0.00005, 0.0001, 0.0005, 0.001, 0.05, 0.1}.
All the weights in the Deep Learning models were initial-
ized according to the Xavier uniform initialization [52]. The
batch size was set to three and the number of epoch to 60.
The parameters were chosen following a grid search in the
parameters space.

E. PROOF OF CONCEPT
In this experiment, we aim to verify the feasibility of our fore-
casting model when considering two aspects: the temporal
and the spatial stability. First, we tested the temporal stability
to get an idea of the model performances over time. In Fig-
ure 6 and Figure 7, we depicted the predicted values versus
the recorded values of propylene for 16 randomly selected
sensors on test data for both trials. As noticed, our model
shows consistent performance for almost all nodes. Indeed,
we observe that the model manages to simultaneously follow
the general trend of the different sensors and can follow the
fluctuations of actual values during the test set successfully.
It is also able to detect the sudden changes most of the time.
However, we observed that the model underestimates the
peaks a bit.

Next, we evaluated the spatial stability. Mean absolute
error was computed for every sensor and then averaged over
time. The results are depicted in Figure 8 and Figure 9.
We observe that our forecasting model showed different
predictive performances for the different nodes. In detail,
theMAE varied from 0.00085 to 43.5 for the trial 28 and from
0.00065 to 10.05 for trial 55, the RMSE varied from 0.0016 to
58.135 for trial 28 and from 0.0010 to 24.07 for trial 55. The
highest errors were observed for the sensors the closest to the
sources (sensor 96 for trial 28 and sensor 97 for trial 55).
These latter recorded larger concentration values, resulting
in more important errors. To investigate further the impact
of the sources proximity on the prediction errors, we plotted
the MAE in function of the euclidean distance that separate
the sensors from the sources (Figure 10 and Figure 11). It
is obvious that the further the sensors are from the sources,
the smaller the errors and vice versa. In fact, the sensors close
to the sources are the first exposed to the pollution plume,
and this latter moves in the grid according to the direction
and speed of the wind (from the right to the left in the x axis)
and as our model can predict the next sensor concentrations
from their neighboring sensors, the prediction error becomes
smaller and smaller for nodes far from the sources.
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FIGURE 6. Forecasting performance on 16 stations for trial 28 data set. Blue lines represent real values and orange ones are forecast values.
Horizontal axis shows timestamps and vertical axis shows concentration pollution of propylene (ppm).

FIGURE 7. Forecasting performance on 16 stations for trial 55 data set. Blue lines represent real values and orange ones are forecast values. Horizontal
axis shows timestamps and vertical axis shows concentration pollution of propylene (ppm).

F. EVALUATION OF THE FORECASTING MODEL
This section compares our forecasting model with 7 state of
the art methods. We evaluated the prediction performances
of these models for all the nodes (90 nodes for trial 28 and
93 nodes for trial 55). It’s worth to mention that all the
baselinemodels considered in this work are trained to forecast

one sensor at a time in the contrast to our model which can
predict the whole grid in one step. The results for all sensors
were averaged and depicted in Figure 12, the quantitative
results for the two trials are reported in Table 2, which give
RMSE,MAE and processing time comparative analysis of all
the considered models.
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FIGURE 8. Mean Absolute Error for all the sensors for trial 28.

FIGURE 9. Mean Absolute Error for all the sensors for trial 55.

FIGURE 10. Mean Absolute Error in function of distance to sources for
trial 28.

FIGURE 11. Mean Absolute Error in function of distance to sources for
trial 55.

According to Figure 12 and Table 2, our model achieves
the best performance on both trials (trial 28 and trial 55)
in terms of MAE. Indeed, it can learn efficiently the useful
information for every node and anticipate their behaviour
pretty well. In addition, we observe that classical recurrent

FIGURE 12. Mean Absolute Error in function of the implemented methods
using (a): trial 28 and (b): trial 55.

deep learning models as LSTM and GRU performs much
better than other shallow models (CNN, MLP and SVR).
The univariate LSTM and univariate GRU obtained scores
pretty close to our model’s scores. However, to achieve such
performance with these latter models we have to train as
many models as there are nodes, which result on an important
processing time as shown in Table 2. Moreover, following
Table 2, one can notice that in terms of RMSE our model
isn’t the best for trial 28 but still obtain a score quite close to
LSTM and GRU models.

In order to further investigate the differences between the
models, we evaluate the impact of the training size on the
prediction accuracy. We considered various training sizes
ranging from 2 to 10 minutes. From the results in Figure 13
and 14, it is shown that with the increase of the training
size the prediction errors becomes smaller for all the models.
Compared to the baseline models, our model performs better
for almost all the considered training sizes (except for 8 min-
utes) in terms of MAE and RMSE. Our model is followed
by the univariate LSTM and GRU models which mostly give
acceptable results and outperform their multivariate versions.
This means that the meteorological inputs were not relevant
for LSTM and GRU models in our case study. For training
sizes greater than 8 minutes, we notice that models based on
LSTM and GRU maintains performances close to our model.
For example, when the training size is set to 10 min, our
model reduces the MAE by 0.1 compared to the univariate
LSTM. In contrast, for small training sizes the difference in
performance is more significant (our model performs 58% in
terms of MAE better than multivariate LSTM for a training
size of 2min). Finally, we should highlight that almost all
deep learning baseline models are computationally expensive
as they require many models to train to predict all the nodes.

G. UNCERTAINTY COMPARISON
In this section the performance of MC dropout and quantile
regression methods are quantitatively assessed on real data.
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FIGURE 13. Mean Absolute Error in function of training size for trial 28.

FIGURE 14. Root Mean Square Error in function of training for trial 28.

TABLE 2. Models performance for predicting C3H6 of all nodes averaged.
Optimal scores are given in bold.

FIGURE 15. Mean Absolute Error over time considering both cases: when
enabling and disabling dropout during the test phase for trial 28.

The uncertainty estimation was performed on our forecasting
model (Figure 3) using PIs. The number of stochastic forward
pass was set to 200 for all the experiments. As recommended
in [39], this number could be set to 100 or greater.

As a first step, we investigate the prediction quality
obtained when enabling dropout in the inference phase for
both trials. To that end, we considered different dropout
rates r ∈ {0.3, 0.4, 0.5} and we computed for each rate
200 stochastic forward passes that we averaged to get the
mean prediction. The resulting prediction errors were com-
pared to the results obtained with our model using settings
in the previous section (optimal dropouts, disabled dropout
in test phase). As shown in Figure 15 and Figure 16, fore-
cast performance is obviously impacted by the dropout rate.
Indeed, larger dropouts lead to larger prediction errors and on
the contrary, the smaller the dropouts, the smaller the errors.
This can be explained as follows: large dropouts lead to large
variances in predictions, which make the model unstable.

FIGURE 16. Mean Absolute Error over time considering both cases: when
enabling and disabling dropout during the test phase for trial 55.

FIGURE 17. PICP comparison in function of the coverage interval for the
quantile regression and MC dropout considering three rate for dropout:
0.1, 0.2, 0.3.

FIGURE 18. MPIW comparison in function of the coverage interval for the
quantile regression and MC dropout considering three rate for dropout:
0.1, 0.2, 0.3.

As a second step, we inspected the quality of the gen-
erated PIs using QR and MC dropout considering different
coverage intervals ranging from 10% to 90% and different
dropout rates r ∈ {0.1, 0.2, 0.3}. The PICP and MPIW
were computed and results were depicted in Figure 17 and
Figure 18. Ideally, we would like the PICP to be as large
as possible and the MPIW as small as possible. As shown
in Figure 17 and Figure 18, increasing the dropout rate causes
an increase in both PICP and MPIW. The larger the number
of neurons being dropped out of the network, the higher the
variance is in the output. This would yield to larger average
intervals that would capture our output values. In addition,
we observe that evenwith low coverage rates, theMCdropout
still provide satisfactory results, for example, considering a
coverage interval of 20% and a dropout rate of 0.3, lead to a
PI that brackets around 43% of the target values.

For MC dropout method, the PICP varied from 0.38 to
0.96 and theMPIW from 0.037 to 1.3 while for QR technique
the PICP fluctuates from 0.59 to 0.989 and the MPIW from
0.09 to 2.4. Comparing to MC dropout, the QR method
obtained the highest PICP for almost all the coverage inter-
vals. However the MPIW values of this latter is also greater
than those of MC dropout method whatever the dropout rate
considered. Concretely, this means that QR produces larger
PIs that captures more real observations within it. In addition,
the results shows that MC dropout can generate tight PIs that
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are close to those of QR in terms of coverage. For instance,
the PI obtained using MC dropout considering a dropout
rate of 0.3 and a coverage rate of 90% captures 96% of
measurements with a width of 1.3 while QR’s PIs brackets
98% of the observations with a width equal to 2.4.

In conclusion, the results have shown that with both meth-
ods it is possible to generate quite tight intervals with a
majority of observed values within this interval and with
minor changes in the architecture. Moreover, when consid-
ering low coverage intervals (less than 60%) QR performs
better, it obtains PIs with higher PICP and MPIW quite close
to the ones of MC dropout. In the contrary, for higher cov-
erage intervals (greater than 60%), the PIs produced by MC
dropout are better in terms of coverage/width compromise.
Nonetheless, one obvious inconvenient of MC dropout is
that it can be computationally expensive (when the number
of stochastic forward is elevated) which makes it not well
adapted for real time applications as monitoring dynamic
pollution in emergency situations, in the contrast of QR that
gives an estimate of uncertainty from single prediction.

V. CONCLUSION
In this paper, we have tackled the highly dynamic air-
pollution forecasting problem. First, we comprehensively
reviewed state of the art methods for air pollution prediction
where many top-level articles were discussed and compared.
Second, we presented a spatio-temporal deep learning model
based on ConvLSTM for high dynamic air pollution predic-
tion, as the case of sudden pollution events. The developed
model is able to forecast the output of several nodes at the
same time using only one framework. Moreover, it learns
which nodes are more important to forecast one specific node
without any prior knowledge on the relationships between
nodes. Third, we compared our model’s performance to seven
state of the art methods ranging from shallow machine learn-
ing techniques to conventional deep learning ones. The tests
were performed on two real world high dynamic data sets.
The experiment results has demonstrated the superiority of
our forecasting model over the baseline techniques and has
proven its effectiveness for short-term air pollution forecast-
ing whatever the training size considered. Lastly, two tech-
niques namelyMC dropout and quantile regression were used
to compute uncertainty estimates on the top of our forecasting
model. Results have shown that the quantile regression tech-
nique outperforms MC dropout for low coverage intervals,
offering better prediction intervals and in the contrast, theMC
dropout technique is better for high coverage intervals. More-
over, it has been shown that the performance of MC dropout
highly depends on dropout rates. Hence this latter has to be
carefully chosen.
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