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Abstract. Today, there is a growing number of digital assets, often built
on questionable technical foundations. We design and implement super-
vized learning models in order to explore different aspects of a cryp-
tocurrency affecting its performance, its stability as well as its daily
price fluctuation. One characteristic feature of our approach is that we
aim at a holistic view that would integrate all available information:
First, financial information, including market capitalization and histor-
ical daily prices. Second, features related to the underlying blockchain
from blockchain explorers like network activity: blockchains handle the
supply and demand of a cryptocurrency. Lastly, we integrate software
development metrics based on GitHub activity by the supporting team.
We set two goals. First, to classify a given cryptocurrency by its perfor-
mance, where stability and price increase are the positive features. Sec-
ond, to forecast daily price tendency through regression; this is of course
a well-studied problem. A related third goal is to determine the most
relevant features for such analysis. We compare various neural networks
using most of the widely traded digital currencies (e.g. Bitcoin, Ethereum
and Litecoin) in both classification and regression settings. Simple Feed-
forward neural networks are considered, as well as Recurrent neural net-
works (RNN) along with their improvements, namely Long Short-Term
Memory and Gated Recurrent Units. The results of our comparative
analysis indicate that RNNs provide the most promising results.

Keywords: Cryptocurrency ·Deep learning ·Neural network · Blockchain
· Price variation prediction · Coin features · Feature importance

1 Introduction

Digital cipher currencies based on blockchains as introduced by Nakamoto’s
specification in 2008 [13] are exponentially growing in number, during the last
few years [7], thus affecting significantly the global financial and trading scene.
Today, there is a large number of different cryptocurrencies (more than 1,600).
Blockchain is primarily responsible for most of the advantages of cryptocurren-
cies over fiat currencies, such as decentralization and anonymity. The increasing
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interest around blockchain-based currencies underlines the importance of meth-
ods to evaluate them and forecast their price tendencies. Our paper focuses on
artificial neural networks, but first surveys related previous work.

There are several existing works for stock price forecasting with time series
prediction methods, see e.g. [2], and for stock-market crisis forecasting using
either deep and statistical machine learning, e.g. [5], or computing and manipu-
lating copulas [4]. Moreover, neural networks have already been used to forecast
stock and cryptocurrency price fluctuations in several works: in [12] they ex-
amined the accuracy of neural networks for the prediction of the direction of
Bitcoin price (in USD) using a Bayesian optimized Recurrent neural network
and a Long Short-Term Memory (LSTM) network, against the Autoregressive
integrated moving average (ARIMA) model, with the LSTM having the highest
classification accuracy (52% accuracy and 8% root mean squared error). Neu-
ral networks have been designed to examine whether chaoticity is inherently
improving short-term predictability of cryptocurrencies [11]. Several technical
indicators were included in deep learning architectures in order to predict the
future return trend of Bitcoin [14], and in hybrid neural networks with gener-
alized auto-regressive conditional heteroskedasticity (ANN-GARCH) to forecast
Bitcoin’s price volatility [10]. Blockchain features are explored as input to neural
networks that may explain Bitcoin’s price hikes using several machine learning
methods [15], and as input to a Bayesian neural network to model and predict
the Bitcoin price [9].

The main contribution of this work is to explore cryptocurrencies with neu-
ral networks in order to rank them as positive or negative, based on stability or
price increase, as well as to capture their daily price tendency through regres-
sion. A related goal is to determine the most relevant features for such analysis.
Blockchain-based currencies, are more accurately investigated by considering all
of their relevant aspects namely financial, including market capitalization and
historical daily prices, blockchain-related features, such as network activity, as
well as software development metrics based on GitHub activity. Various neural
networks are designed, trained, validated and experimentally compared looking
at their accuracy and using most of the widely traded digital currencies. Simple
Feedforward neural networks are considered, as well as Recurrent neural net-
works (RNN) along with their improvements, namely Long short-term memory
(LSTM) and Gated recurrent units (GRU). The results of our comparative anal-
ysis are briefly reported in Tables 3, 4 and indicate that RNNs provide the most
promising results.

The rest of the paper is organized as follows. Sect. 2 outlines our data, their
processing and the neural networks that are compared. Sect. 3 presents the
results of the neural networks in classifying cryptocurrencies and forecasting
price fluctuations. Sect. 4 offers a discussion of results, and future work.
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2 Methods

In this section, we outline the data and their characteristics. We then outline the
high-level theme of our analysis, the generation of the labels used for training,
and the neural networks used.

2.1 Cryptocurrency features

To describe efficiently daily price variations we consider several aspects.

Most of the existing approaches process time-series of prices and technical
indicators; similarly this work also relies on historical daily prices. These prices
consist of the open, high, low, and close (OHLC) prices, volume and market
capitalization (Market Cap), all at a daily level.

Features representing technological aspects of a blockchain, at a daily level,
are included to reflect price variations, considering that the blockchain records all
transactions of a cryptocurrency. These data are collected from blockexplorers:
platforms that allow search and navigation through the blocks of a blockchain, in
order to produce several statistics. Some of these blockchain features reflect the
daily number of blocks that were on the chain (block count), the number of bytes
broadcast in final blocks (block size) and the difficulty level of the hash function
to find a new block (average difficulty). Other features track the volume (in
USD) that circulates on the blockchain per day (on-chain transaction volume),
the number of transactions on the blockchain (transaction count), the USD value
of the volume at cryptocurrency exchanges (exchange volume), and the number
of new coins generated (generated coins). Finally, there are also features for the
number of unique addresses used on the blockchain per day (active addresses),
the total amount of fees (fees) and their median value (median fee), and the
realized capitalization (realized cap), a metric that attempts to improve the
market cap by counting the price when each coin lastly moved through the
blockchain, instead of counting all of the mined coins at the last market price.

In addition, other features describing the development activity, such as the
commit count in a four-week interval, and the popularity of a cryptocurrency
(number of stars, forks, subscribers and contributors) are also considered. These
features are collected from the git repositories (most importantly, GitHub) of
each cryptocurrency.

These 28 features (Table 1) are selected in order to identify those that affect
or describe the price variations and they are collected from several websites such
as CoinMarketCap (OHLCV prices), Coin Metrics (blockexplorer features) and
CoinGecko (Git features)4. All features are normalised feature-wise so that all
inputs lie in [0, 1].

For classifying the cryptocurrencies one needs to generate appropriate labels:
Each daily feature vector is labeled as “positive” or “negative”, based on the
variation of the closing price (pt) in comparison to the mean price of the previous

4 https://coinmetrics.io, https://www.coingecko.com/en, https://coinmarketcap.com
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Table 1. Features collected for cryptocurrencies (financial features are in USD).

Scope Features

Financial open, high, low, close, volume, market capitalization

Blockchain explorers

#active addresses, adjusted transaction volume, average diffi-
culty, block count, block size, exchange volume, fees, #generated
coins, median fee, median transaction value, payment count, re-
alized cap, transaction count, on-chain transaction volume

Developer (Git)
#closed issues, #total issues, commit count (4 weeks frequency),
#forks, #pull request contributors, #pull requests merged,
#stars, #subscribers

30 days. When pt is at least as large as 99%µpt
, namely

pt ≥ µpt
− 1%µpt

, µpt
=

1

30

−1∑
i=−30

pt−i,

we label the cryptocurrency as positive. Otherwise, it is negative, resulting to
a dataset with 1035 positive and 760 negative instances for Bitcoin (BTC) in
2014-2018 (Fig. 1). We expect the neural network to identify those features
that affect the price fluctuations, covering most aspects of a cryptocurrency
(financial, blockchain, development). For the regression task, we aim to forecast
price fluctuations, and set as target the closing price of the following day.

Fig. 1. BTC daily closing prices in 2014-18 labeled positive (green) or negative (red).
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2.2 Neural Networks

Neural networks (NNs) are composed of an input layer, followed by an arbitrary
number of hidden layers, and an output layer that makes the final decision or
prediction. Trained on a set of input-output pairs, they model the correlation (or
dependencies) between those inputs and outputs. A neural network is employed
in two phases: The forward pass where the input signal flows from input through
hidden layers, to the output layer. The latter is evaluated by the ground truth
labels or values. Then, a backward pass follows, where the network parameters
are back-propagated: the network weights and biases are adjusted in order to
minimize error, using gradient-based optimization. The two passes are repeated
until the loss does not reduce (convergence). Neural networks are distinguished in
Feedforward neural networks (FNNs) and RNNs, based on whether they allow
cyclic connections between nodes or not. Using cyclic connections, RNNs use
internal state (memory) to process sequential data, such as time series.

Data points indexed by time may be processed as time series. FNNs are
able to handle data only in a unified way, thus ignoring any underlying time-
dependencies between their time steps. As a result, it becomes difficult for the
network to identify hidden patterns that are related to time-dependencies. On
the other hand, RNNs learn conditional dependencies between sequence elements
during learning. RNNs process separately each step of the time series keeping
a memory mechanism about the whole processing of the series. The content of
this memory unit is used while processing each timestep. Since our data in this
work are daily features for each coin, they can be processed both as independent
instances in FNNs, as well as time series in RNNs.

Feedforward neural networks (FNNs). Deep FNNs, also known as multi-
layer perceptrons (MLPs), are neural networks with undirectional information
flow, meaning that there are no cycles or feedback connections to feed back the
output into the network. The basic idea behind an FNN is the perceptron (neu-
ron), a linear classifier, that separates input into two categories by a straight line.
An MLP is composed of more than one perceptrons placed in a single-direction
(forward) graph. In this work we tested several such networks with an input
layer, one to three hidden layers, and an output layer.

Recurrent neural networks (RNNs). For sequential data, where input is
interdependent, FNNs appear to be inefficient. RNNs allow cyclic connections,
fitting better to dynamic processes, such as time series. These models are able
to represent the relation between previous input-output pairs, since every new
output is a function of the previous one. RNNs process one example at a time,
retaining memory with contextual information, to be reused at the next time
step. This recurrent formulation allows the RNN to share the same weights
across several time steps. In theory, classic (“vanilla”) RNNs can keep track of
arbitrarily long-term dependencies in the input, but suffer from computational
issues. During training, the back-propagated gradients may “vanish” (tend to
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zero) or “explode” (tend to infinity), because of the computations using finite-
precision arithmetic. Therefore, a very deep computational graph of an RNN is
unlikely to understand long-term dependencies. In order to cope with long-term
dependency difficulties, Long Short-Term Memory (LSTM) and Gated Recurrent
Units (GRU) architectures have been proposed. The idea behind LSTM and
GRU units is to create connections through time with a constant error flow,
thus the gradient neither explodes nor vanishes.

Long Short-Term Memory (LSTM). LSTM [8] is an RNN architecture. They
were developed to deal with the vanishing gradient problems of traditional RNNs,
providing a robust extension. LSTMs are explicitly designed to avoid long-term
dependency problems. Their default behavior is to remember information for
long time periods. This is why they are one of the most popular NNs for se-
quence learning, allowing gradients to flow unchanged, while preserving previous
information. LSTM not only keep adjacent temporal information on a sponta-
neous manner, but also control long-term information introducing the notion of
“controlling gate”. A common LSTM unit is composed of a cell, an input gate,
an output gate and a forget gate. The cell remembers values over arbitrary time
intervals and the 3 gates regulate the flow of information into and out of the
cell. Initially, the forget-gate extracts the amount of information that should
be preserved from the prior state. Then, the input gate determines how much
“current” information should be used as input in order to generate the current
state. The output gate filters the information deemed significant. This procedure
is repeated in every time step of sequential processing, allowing LSTM memory
to remember or forget cell states.

Gated Recurrent Units (GRU). GRUs [6] are gating mechanisms in RNNs, sim-
ilar to LSTMs with forget-gate, but have fewer parameters, as they lack an
output gate. GRUs have been shown to exhibit better performance on certain
smaller datasets. They can be trained to remember information from long ago,
without washing it through time, and to remove information which is irrelevant
to the prediction by deciding what should be passed to the output. A GRU is
composed of a cell, an update gate and a reset gate. The update-gate determines
the previous time steps that need to be passed along to the future, while the
reset-gate decides the past information to forget.

In our work we tested both of the above cell types. Sequences are fed as input
to the RNNs in order to identify the underlying patterns. The predicted price
or class is regarded as the output of our network.

3 Results

In this section, we outline the metrics used to evaluate our results both for classi-
fication and regression, while we outline the employed architectures. A summary
of results is in Tables 3, 4 with training and testing times, and the coins that were
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used. Our NNs were developed using the open-source software library Tensor-
Flow [1]. Training was accomplished within minutes using the GPU accelerated
environment of Google’s Colaboratory.

3.1 Classification

True positives (TP) and true negatives (TN) are the outcomes where the model
predicted the correct class (positive or negative correspondingly). Incorrect out-
comes are defined as false positives (FP) and false negatives (FN). To evaluate
the results of the classifiers we use the following metrics:

Acc =
TP + TN

TP + TN + FP + FN
, Prec =

TP

TP + FP
, Rec =

TP

TP + FN
,

where Accuracy (Acc) indicates the total proportion of correct predictions among
the total number of cases examined; Precision (Prec) is the fraction of true
relevant instances predicted in a class; Recall (Rec) is the fraction of true relevant
instances predicted over the total amount of relevant instances.

FNN. An FNN is trained with historical instances of our dataset for Bitcoin from
14/06/2014 to 24/08/2017 and is tested using more recent instances (25/08/2017–
21/12/2018). Using these instances as our test set, we want to investigate whether
a plain NN is able to correctly classify them, identifying the underlying patterns
that characterize the price trend of a cryptocurrency. A NN with three hidden
layers of 50 nodes has Acc: 64% (while Prec: 56%, Rec: 76%).

Fig. 2. Correctly (blue) and incorrectly (yellow) classified instances against closing
price (BTC, 14/06/2014 to 21/12/2018), by an FNN with 3 hidden layers of 50 nodes
(Acc: 84%, Prec: 86%, Rec: 89%). Black dots are training instances.

Selecting the test set randomly from the whole sample and training an FNN
with three hidden layers of 50 nodes, results to Acc: 84% (Prec: 86%, Rec: 89%),
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which is expected since the neural network is trained with samples through the
whole history of the coin. Therefore, it is trained to understand most of its
spectrum, classifying most of the instances correctly (Fig. 2).

Another approach is to divide every day’s features by the corresponding value
of the previous day, so as to represent the daily relevant change. Thus, we allow
the NN to learn directly the rate at which features change, instead of their
absolute values or differences between them. An FNN with one hidden layer of
100 nodes was trained with historical values for BTC (15/06/2014-09/12/2017)
and tested using values on 10/12/2017-21/12/2018. It achieved Acc: 70%, Prec:
57%, Rec: 74% (Fig. 3). In Fig. 4 we observe the resulting labels on the test set,
which are close to the original (Fig. 1).

Fig. 3. Correctly (blue) and incorrectly (yellow) classified instances against closing
price (BTC, 10/12/2017 to 21/12/2018), by an FNN with one hidden layer of 100
nodes (Acc: 70%, Prec: 57%, Rec: 74%). Black are training instances.

RNN. Using the same features, we train a single layer RNN with a GRU cell
of 100 nodes, where the input is time series of a 4-day time window (for each
instance the previous 4 days are used). The first 70% of the dataset is used
for training and the rest 30% for testing, achieving Acc: 71%, Prec: 67%, Rec:
71%.Also, a single layer RNN with an LSTM cell of 128 nodes and 10-days time
window has been trained with data from BTC, Ethereum (ETH) and Litecoin
(LTC) and was tested with a different cryptocurrency, namely Dash (DASH)
coin instances. The results were Acc: 64%, Prec: 49%, Rec: 82%. It is very
encouraging to notice that the performance is comparable to models tested on
the same coin as the one used at training.

The previous RNN approaches exploit only past information for every in-
stance. In order to make use of past and future states for each instance in a
4-day time window, we apply Bidirectional RNN (BRNN) [16]. The BRNN here
consists of two stacked GRUs of 80 nodes with opposite directions (positive and
negative time direction) to the same output. This enables the use of informa-



Neural networks for cryptocurrencies 9

Fig. 4. Resulting labels (BTC, 10/12/2017 to 21/12/2018) by an FNN with one hidden
layer of 100 nodes (Acc: 70%, Prec: 57%, Rec: 74%).

tion from past and future states simultaneously. Hence, the performance may
be enhanced by the prices tendencies located before and after every price in the
specified window. In Fig. 5 the correctly and incorrectly classified instances are
plotted, with Acc: 72%, Prec: 70%, Rec: 65%.

Fig. 5. Correctly (blue) and incorrectly (yellow) classified instances against the closing
price of BTC, by BRNN with two GRU cell of 80 nodes (Acc: 72%, Prec: 70%, Rec:
65%). Black are training instances.

FNN and RNN with single coin. Combining some of the previously mentioned
layers we are able to build more effective neural networks. Here, we design a
network with four hidden layers: a fully-connected layer of 64 nodes, a BRNN
with LSTM layers of 128 nodes, followed by another LSTM layer of 128 nodes
and a fully-connected layer with 64 nodes. As input we use the daily relevant
change of each feature, as described in previous experiment. The network was
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trained using 10-day time-step window for BTC instances (15/06/2014 until
06/04/2018). The results on the test set (BTC 07/04/2018 - 06/04/2019) indicate
that this network outperforms the previous experiments with Acc: 78% (Prec:
72%, Rec: 90%) (Fig. 6). Therefore, we use this model to explore the importance
of each feature.

Fig. 6. Resulting labels for BTC, from 07/04/2018 to 06/04/2019, by an NN with four
hidden layers (a fully-connected layer, a BRNN with LSTM layers, a LSTM layer and
a fully-connected layer (Acc: 78%, Prec: 72%, Rec: 90%).

To identify the most important features in this work we use techniques such
as permutation importance. Specifically, after training, we distort one of the
features and we evaluate the accuracy of the model on the resulting test set.
If the accuracy diverges significantly from our baseline, which is the accuracy
of the same model on the original test set (Acc: 78%, Fig. 6), we conclude the
corresponding feature is important. Repeating the same procedure for every
feature allows us to distinguish those that appear to be more important.
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We set two distortion test cases: (i) replace all values of a feature with a single
value, indicating the feature does not change through time (called “Repeating-
value importance”), and (ii) randomly shuffle all values of a feature (“Permu-
tation importance”). The results are in Table 5. We report the accuracy of the
model per feature, and the MAPE and MSE from the baseline accuracy, sorted
by the MSE of Permutation importance. For Permutation importance, every
experiment was performed 5 times, for accuracy, and the mean values are re-
ported. MSE is used in order to take into account any outliers, especially for
Permutation importance. Higher MAPE and MSE indicate the most important
features. As we move to the top we find mostly financial and blockchain features,
as expected.

We apply the same methods for the different groups of features (Table 1).
Again, as expected, results indicate that the most important scopes are the
financial and blockchain ones (Table 6).

FNNs and RNNs with multiple coins. A similar NN to previous experiment, but
with more nodes in each hidden layer, is trained for totally 73 coins. The NN con-
sists of a fully-connected layer of 128 nodes, a BRNN with LSTM layers of 256
nodes, followed by another LSTM layer of 256 nodes and a final fully-connected
layer with 128 nodes. We use the daily relevant change of each feature for the
73 coins as input. The features used are a subset of the financial and blockex-
plorer features. Namely, the features are: all the financial scope and the active
addresses, exchange volume, fees, median fee, median transaction value, trans-
action count and transaction volume. The network was trained with time series
of 10-days window and for test set we keep the last year for all the coins that
is available. Thus, we get a dataset with 31546 train and 25667 test instances.
The results were Acc: 63%, Prec: 58%, Rec: 59%. Even though the overall ac-
curacy is relatively low, it is very encouraging to notice that the performance
on some specific coins (bold in Table 2) appears to be comparable to previous
experiments.

Table 2. Results of FNN and RNN with multiple coins. Each coin is reported with
the accuracy of the model on its last year’s instances.

Coin (Acc)
ADA (52.3%), AE (57.8%), AION (68.8%), ANT (68.5%), BAT (68.8%), BCH (67.7%), BNB
(67.1%), BTC (77.8%), BTG (60.3%), BTM (57.3%), CENNZ (72.4%), CTXC (67.1%), CVC
(56.7%), DAI (83.6%), DASH (58.9%), DCR (61.4%), DGB (65.5%), DOGE (67.7%), DRGN
(60.5%), ELF (63.0%), ENG (61.4%), EOS (64.7%), ETC (65.2%), ETH (59.5%), ETHOS (65.2%),
FUN (59.2%), GAS (66.0%), GNO (61.1%), GNT (65.8%), GUSD (50.5%), ICN (57.3%), ICX
(59.5%), KCS (45.8%), KNC (65.8%), LOOM (46.2%), LRC (54.8%), LSK (65.2%), LTC (67.7%),
MAID (62.5%), MANA (71.5%), MTL (62.7%), NAS (68.5%), NEO (54.5%), OMG (60.5%),
PAX (72.7%), PAY (55.6%), PIVX (57.5%), POLY (60.8%), POWR (58.1%), PPT (58.6%),
QASH (59.7%), REP (68.2%), RHOC (66.6%), SALT (69.6%), SNT (61.6%), SRN (61.6%), TRX
(59.5%), TUSD (54.5%), USDC (84.6%), USDT (89.0%), VERI (72.1%), VET (56.2%), VTC
(67.9%), WAVES (51.2%), WTC (61.9%), XEM (51.0%), XLM (69.0%), XMR (66.0%), XRP
(73.2%), XVG (44.1%), ZEC (55.1%), ZIL (63.6%), ZRX (65.2%)
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3.2 Regression

In order to forecast price fluctuations we employ regression by NNs. The criteria
are mean squared error (MSE) and mean absolute percentage error (MAPE)
over n instances. MSE equals the average squared difference between predicted
Ft and true At values for t = 1, . . . , n, while MAPE measures the percentage
(relative) difference between predicted and true values, as follows.

MSE =
1

n

n∑
t=1

(At − Ft)
2, MAPE =

100%

n

n∑
t=1

∣∣∣∣At − Ft

At

∣∣∣∣ .
RNN. We design an NN with two hidden layers of 128 nodes. The first layer is
an LSTM with layer normalization [3] and recurrent dropout [17] followed by a
simple LSTM layer. The former normalizes layer output and is quite effective
at stabilizing the hidden state dynamics. The recurrent dropout is a technique
used to avoid overfitting and improve results by dropping some neurons using
a prescribed keep-probability. Here we train the NN, with 80% keep probability
for the dropout layer, using BTC’s financial scope (OHLCV and Market Cap)
and the results of an Autoregressive integrated moving average (ARIMA) model
(total of 7 features for each instance). ARIMA are commonly used models for
time series forecasting and their results here are used to improve the fluctuation
forecasting. The parameters of the ARIMA model were selected using an auto
ARIMA implementation (lag order: 5, degree of differencing: 1, order of moving
average model: 0).

Training uses a 3-day time-step window per instance, using BTC prices from
01/01/2015 to 04/01/2018. The test set contains BTC prices from 05/01/2018
to 27/01/2019, with total MSE: 0.00119, MAPE: 7.28%. In Fig. 7 we observe
the similarity of forecast against the actual daily closing price fluctuation.

Table 3. Results summary for models with normal input.

NN Train Test Train time (sec) Test time (sec) Accuracy

FNN BTC BTC 10.4 0.65 63.6%
GRU BTC BTC 8.51 0.75 71.0%

BRNN BTC BTC 9.85 0.81 72.0%
LSTM BTC+LTC+ETH DASH 80.0 0.81 64.0%

4 Discussion and Future work

We have presented a comparative analysis of NNs to classify cryptocurrencies
and forecast their price fluctuations. We have included several features to cover
most of their aspects and evaluated their relevance. Besides daily prices (open,
high, low, close prices, volume and market cap) and blockchain features (number
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Table 4. Results summary for models with the daily difference of each feature (from
previous day) as input.

NN Train Test Train time (sec) Test time (sec) Accuracy

FNN BTC BTC 9.3 0.63 70.3%
FNN + RNN BTC BTC 194 0.48 78%
FNN + RNN 73 coins 73 coins 1300 24 63%

Fig. 7. BTC price forecasting from 05/01/2018 to 27/01/2019 (red) vs actual closing
price normalized (green).
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of transactions, blocks, active addresses, fees, etc), we have also used features to
describe the development and software code popularity and penetration into the
community (stars, subscribers, forks, commit counts, etc).

The classification of each instance as positive or negative, based on the daily
change of features relative to their previous value, seems to provide good results,
since the accuracy on last year’s instances is 78% by a NN with a fully-connected
layer of 64 nodes, a BRNN with LSTM layers of 128 nodes, followed by a LSTM
layer of 128 nodes and a fully-connected layer with 64 nodes. Positive and neg-
ative instances are those where daily closing prices are increasing or decreasing
respectively, compared to the previous days. Therefore, its direct purpose is not
to predict, but to evaluate the current snapshot of a coin.

Concerning prediction, the regression results of an RNN with two LSTM
cells of 128 nodes, are quite promising in forecasting price fluctuations with
total error of 7.28% from actual price, using only daily prices and an ARIMA
prediction. Integrating the remaining features to a more complex architecture
should provide more accurate forecasts.

Even though the NNs used were fed with raw features from different scopes,
results already appear to be promising. New features shall be considered e.g.
technical indicators like moving average convergence divergence (MACD), rela-
tive strength index (RSI) as well as sentiment analysis. The combination of fea-
tures from various widely traded cryptocurrencies to generate a larger dataset,
would be suitable for deep learning methods. More powerful, deep neural net-
work architectures shall be evaluated. Using several layers, and state-of-the-art
deep learning, should enhance forecasting power. For this, Autoencoders and
Generative Adversarial Networks (GANs) shall be considered.
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