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Continuation Passing as an Abstract Syntax
for Deductive Verification

Andrei Paskevich

Abstract

Continuation-passing style allows us to devise an extremely economical abstract syntax for a
generic algorithmic language. This syntax is flexible enough to naturally express conditionals,
loops, (higher-order) function calls, and exception handling. Itis type-agnostic and state-agnostic,
which means that we can combine it with a wide range of type and effect systems.

We argue that this syntax is also well suited for the purposes of deductive verification. Indeed,
we show how it can be augmented in a natural way with specification annotations, ghost code,
and side-effect discipline. We define the rules of verification condition generation for this syntax,
and we show that the resulting formulas are nearly identical to what traditional approaches, like
the weakest precondition calculus, produce for the equivalent algorithmic constructions.

To sum up, we propose a minimalistic yet versatile abstract syntax for annotated programs
for which we can compute verification conditions without sacrificing their size, legibility, and
amenability to automated proof, compared to more traditional methods. We believe that it makes
it an excellent candidate for internal code representation in program verification tools.

1 Introduction

In our language, we separate code and data. It will not matter much for our purposes what kinds of
data we work with. For now, we assume that the only data types we have are (unbounded) integers
and Booleans. Later, we will show that our language can easily adopt algebraic types and first-rank
type polymorphism, with the possibility of type inference in the Hindley-Milner style.

The code is structured in expressions and handlers. An expression is a computation that can
be executed in an appropriate context, possibly altering the state along the way, and then passing
control to some handler (continuation). A handler is a computation parametrized by a number of
data parameters and a number of handler parameters.

Let us consider an example of a function that computes the factorial of a natural number. The
concrete syntax we use in this and other examples serves the illustrative purposes only and is not
meant to represent a realistic programming language.

1 factorial (n: int) { 0<n }

2 return (m: int) { m=n! }

3 =fact1ln

4 / fact (r: int) (k: int)

5 {0<k<nAr-kl=n!}

6 = if (k > 0) then else

7 / then = fact (r x k) (k - 1)
8 else = return r

Lines 1 and 2 introduce the prototype of a handler. The handler is called factorial, it expects a
single data parameter, an integer named n, with a precondition that requires n to be non-negative. It
also expects a single handler parameter, named return, which takes an integer argument m, and the
precondition for return is that m is the factorial of n. Handler return takes no handler parameters,
it is a true continuation for factorial.



Lines 3-8 contain the implementation of factorial. It consists in defining a recursive handler
fact, expecting two data parameters, r and k, in lines 4-8, and calling it with arguments 1 and n,
respectively, in line 3. Character / separates the call from the definition. The precondition of fact
is given on line 5. The implementation of fact tests whether k is positive, using a globally defined
handler if, which has the following prototype:

if (c: bool) {} then { ¢ } else { = c }

The if handler expects a single data parameter ¢ with an empty (i.e., trivially true) precondition. It
also takes two nullary handler parameters, named then and else. The precondition of then is that c
is true, and the precondition of else is that c is false.

Going back to fact, the actual handlers then and else supplied to if are defined in lines 7 and 8,
respectively. Whenever k is strictly positive, if passes control to then, which makes a recursive call
of fact. Otherwise, if k is zero or negative, the else handler passes the parameter r to the return
handler, leaving factorial. Notice that fact never returns to the caller: to do that, it would need
to receive a handler parameter and call it, like if and factorial do. Instead, at the last call, fact
escapes by calling return. In this respect, fact behaves rather like a loop than a recursive function.
Indeed, its continuation is determined statically, by its lexical context, rather than dynamically by its
caller. Consequently, there is no distinct postcondition associated to fact. Indeed, in our language,
postconditions are preconditions of handler parameters, and fact has none thereof.

To verify a handler, we can compute the weakest precondition for the handler’s body and check
that it holds for all values of handler’s parameters that satisfy the handler’s precondition. Let us see
how this works on our example (here, we ignore termination and we write WPy _»s to denote the
weakest precondition for the expression written in lines N to M):

VCfactoriat = Vn.0 < n — WP33
WP33 = WP3 A VCiyet
WP; = (0<k<nAr-kl=n!)[r— 1,k n]
=0<n<nAl-nl=nl
VCiact = Vrk. (0<k<n A r-kl=n!) - WPgg
WPss = WPg
WP = (k>0—> WPy7) A (=(k>0) > WPy)
WP; = (0<k<nAr-kl=n)[r—r-kk—k-1]
=0<k-1<nAr-k-(k=1)!=n!
WPg = (m=n!)[m r]

= r=n!

The weakest precondition for an expression consists of the weakest precondition for the top-most
handler call and the verification conditions for the attached handler definitions that have explicitly
written preconditions (VCs,ct). Calls without handler parameters (WP3, WP7, WPg) require us to
merely verify the instantiated precondition of the callee. Calls with handler parameters (WPg) also
require checking that the actual handler arguments satisfy the specification of the formal handler
parameters. In our example, this means that the preconditions of the two handler parameters in the
prototype of if must imply, respectively, the preconditions of the actual handlers then and else
defined in lines 7 and 8. Since we have written no explicit preconditions for these handlers, the
computed weakest preconditions (WP; and WPg) are used instead.

Outline. Below we present our language: its syntax, semantics, type system, and procedures for
effect analysis, deductive verification, and ghost code handling. The features of the language are
introduced incrementally. We start with the pure fragment without annotations in Section 2. Then
we introduce mutable state in Section 3 and a polymorphic ML-style type system in Section 4. We
modify this type system in Section 5 in order to ensure the alias safety of well-typed programs.



In Section 6, we add pre-write annotations that describe the effect that a given computation has on
the program state. These annotations allow us to translate programs with mutable state into equivalent
pure programs using a fine-grained monadic encoding, as presented in Section 7.

In Section 8, we equip our handlers with functional specifications and show how to compute
verification conditions for partial correctness. In particular, we demonstrate that classical Dijkstra-
style weakest preconditions and efficient weakest preconditions as described by Flanagan and Saxe
can both be derived as equivalent first-order forms of the same second-order formula. In Section 9,
we add auxiliary variables that allow our specifications to refer to past values of modified mutable
variables. Termination proofs, which give us full functional correctness, are treated in Section 10.

Finally, in Section 11, we introduce the notion of ghost data: program variables that do not affect
the main computation and are added solely to facilitate specification and proof. We devise a procedure
that eliminates ghost variables and the code that depends on them, while checking that this elimination
does not change the program behaviour.

Even before the formal introduction of typing and functional annotations, we systematically use
them in our examples in order to better describe the behaviour of annotated handlers. In all such
cases we provide an informal explanation of the meaning and purpose of these annotations.

2 The Pure Fragment

A program in our language is a collection of handlers calling each other. A computable expression
consists of a single handler call followed by a number of handler definitions. A handler call consists
of the name of the called handler and a list of data arguments and handler arguments. A handler
definition consists of a prototype — the handler’s name, its data parameters and handler parameters
— and a body, an expression that implements the handler. Partial applications are not accepted: the
actual data and handler arguments in a handler call must correspond exactly to the formal data and
handler parameters in the prototype of the called handler. Here is the formal grammar:

expression = handler termx handlerx

|  expression / definition+

term = variable | constant
definition ::= prototype = expression
prototype ::= handler variablex prototypes

Lexemes handler and variable represent handler names and data variables, respectively. Lexeme
constant represents data values such as integer numerals or propositional constants true and false.
In our examples, we often use richer terms that contain some basic propositional and arithmetic
operations, provided that they are total and effect-free and can be directly translated into specification.
However, such operations can always be implemented as handlers and the restrictive definition of a
term given above is sufficient for our purposes.

In the next section, we introduce mutable variables that can be allocated inside expressions and
passed between handlers. After that, all changes in the syntax are limited to handler prototypes, as
we add various annotations related to types, effects, preconditions, etc. We do not need to extend our
language by adding dedicated control structures for conditionals, loops, pattern matching, exception
handling: all of these can be conveniently expressed with handlers.

We use letters e and d for expressions, ¢ and 7y for definitions, 7 and o for prototypes, f, g, h for
handlers, x, y, z for variables, and ¢ and s for terms. In any prototype f X 7, no variable can appear
twice in X and no handler name can appear twice in 7. Likewise, in any expression e / ¥, no handler
can be defined twice in y. We write lry or fo to denote the name of a handler defined by definition y
or described by prototype o, and likewise for sequences of definitions and prototypes.

We define the rank of a handler according to its handler parameters. A handler whose prototype
has no handler parameters has rank 0 and is called a sink. A handler whose handler parameters have



ranks up to and including r, has rank r + 1. In the example from the previous section, fact, return,
then, and else are sinks, whereas factorial and if have rank 1.

Lexical scoping. Expressions and handler definitions obey the rules of lexical scoping. Assuming
that the free variables of a term are simply all variables that occur in it (this works both for rich
terms of our examples and restricted terms of our formal syntax), we compute the free variables of
expressions and handler definitions as follows:

>

FV(h 5 3)
FV(e/y)

FV(3) FV(hio =d) = FV(d) \ {%}
FV(e) U EV(9)

>

When we write FV(5) or FV(¥), we mean the union of the free variable sets for each term in § and
each definition in ¥, respectively. In the current syntax, variables can not occur freely on the left-hand
side of a handler definition (i.e., in a prototype), but this will change when we start using annotations.
An expression is called closed if it contains no free variables.

We compute the free handlers of expressions and handler definitions as follows:

>

FH(h 5 3)
FH(e / 7)

{h. g} FH(h % ¢ =d) = FH(d) \ {50}
(FH(e) U FH(y)) \ {l7}

>

Here, {fiy} and {fo} represent the sets of handler names defined in ¥ or described in g, respectively.
We do not define operator FH on prototypes, because handlers cannot occur freely inside a prototype
(not even in an annotated one).

In our factorial example, the free variables and handlers in the body of fact (lines 6-8) are {r, k}
and {fact, if, return}, respectively: the handlers then and else are defined inside this expression
and do not escape. The only free variable in the definition of fact is n, as will be seen later, when we
update the definition of FV to deal with annotations in prototypes. The free handlers in the definition
of fact are again if, return, and fact itself. That a handler freely occurs in its own definition
means that it is defined recursively. The definition of factorial does not contain free variables and
the only free handler in it is if.

Since handler definitions are a binding point both for variables and handlers, the definitions above
do not give a clear-cut notion of the scope relationship between these two entities. We will say that in
a handler prototype & X g, each handler in ¢ (and every data and handler parameter of those handlers,
and every parameter of those handler parameters, etc.) is in the scope of the variables x. We will say
that in a handler definition & X ¢ = e, every variable and handler bound inside e is in the scope of
the variables X and handlers 9. We will say that in an expression e / ¥, every variable and handler
bound inside e or inside ¥ is in the scope of the handlers y. We will say “A is accessible to B” as as
a synonym for “B is in the scope of A”.

Operational semantics. We define a small-step operational semantics on closed expressions. An
evaluation step consists in evaluating the leftmost handler call. We write e // A as an abbreviation
for e/y1 .../¥n, an expression followed by several (possibly zero) definition blocks. Here, A is the
syntactic context of subexpression e, which contains all definitions ¥4, .. ., ¥, accessible to e. In an
expression h § g // A that is subject to evaluation, A is called execution context and the handlers in A
are top-level handlers. We assume that there are no name collisions in A.

When the called handler is a top-level handler, the evaluation rule is as follows:

hsg/H/A — dxbgo—35gl /A where A contains definition 2 X ¢ = d

The substitution 0 +— g means that we replace the names of handlers described in prototypes ¢ with
the handlers g that are passed to 4 as actual handler arguments. To avoid name capture, we perform
an implicit alpha-conversion on the definition of 4 and give fresh names to all handlers defined in d.



Of course, the evaluation rule above is not enough. Expressions and handlers are mere control
structures, and all actual work has to be done by predefined library handlers. The semantics of a
library handler is axiomatized by evaluation rules like these:

if true f g/ A — f /A plus nm h // A — h (n+m) // A
if false f g/ A — g /A lessnmh// A — h(n<m) /A

where (n + m) is the integer constant equal to the sum of integer constants n and m, and (n < m)
is the Boolean constant true if n is less than m, and false otherwise. For a slightly more involved
example, we can consider the two constructors and destructor for singly-linked lists:

consal h // AN — h(a:l) /AN wunlist (azxl) f g/ A — fallygA
nilh // A — ho /A unLlist ¢ f g /# A — g / A

where ¢ is the empty list and (a :: /) is the list that consists of a head element a and a tail list /.
Handler nil is, generally speaking, redundant, as we can use constant ¢ directly.

Let us see how evaluation works on our running example. Let S¢act, Othen[7, k], and derse[r] be
the definitions of fact, then, and else, respectively (here, we ignore the precondition of fact and
thus do not consider n as a free variable in dact).

Computing fact 3 2 / §ract produces the following evaluation chain:

fact 3 2 / Ofact — if (2> 0) then else / Othenl3,2] Setsel3] / Ofact —
then / Sthenl3,2] Oetsel3] /7 Sfact —
fact (3:2) (2—-1) / 6thenl3,2] dersel3] / ract —
if (1 >0) then’ else’ / Sthen [0, 1] Serse’[6] / Othenl3,2] Setsel3] / Ofact —
then” / Gthen [6, 1] Serse’[6] / Othen[3,2] erse[3] / Gfact —
fact (6-1) (1 =1) / Sthen[6, 1] erse[6] / Othen[3,2] Sersel3] 7/ fact —
if (0> 0) then” else” / Othen[6,0] Gerse[6] 7
Othen' [0, 1] Oetse’[6] / Othen[3,2] Oetse[3] / dfact —
else” / Otnen’[6,0] Jetse”[6] / Othen[6,1] Jetser[6] / Otnen[3,2] Jerse[3] 7/ dfact —
return 6 / Otnen”[6,0] Jerse”[6] / Othen[6, 1] Fetse’[6] / Othen[3,2] derse[3] / Ofact

Handler return has no top-level definition, nor it is a library handler, and so evaluation stops.

Reachable code. While theoretically sound, our evaluation rule is not practical. Indeed, the list of
top-level definitions keeps growing with each call, which is akin to a never-shrinking stack. We can
remedy this defect by evicting the handlers that become unreachable:

fact 3 2 / Ofact — if (2> 0) then else / Othen[3,2] Setse[3] / Ofact —
then / Othenl[3,2] / Ofact — fact (3:2) (2—=1) / Sfact —
if (1 >0) then’ else’ / Sthew[6,1] Getse’[6] / Ofact —
then” / Sthen[6,1] / Ofact — fact (6-1) (1-1) / Sfact —
if (0 >0) then” else” / Oihen[6,0] Setse”[6] / Ofact —

else” / Setse[6] — return 6

This notion of reachability will play an important role in computing the effects of expressions, and
thus merits a proper definition. The set of requested handlers in an expression or a handler definition



let rec find_greater (n: int) (l: int list) : int
= match 1 with

| [1 — raise Not_found

| h:: t —> if n < h then h else find_greater n t

let check_greater (n: int) (l: int list) : bool
= try let _ = find_greater n 1 in true
with Not_found —> false

Figure 1: Simple OCaml program.

find_greater (n: int) (l: list int) {}
return (r: int) { relAr>n}
not_found { Vxe l.x<n }
= unList 1 on_cons on_nil
/ on_nil = not_found
on_cons h t = less n h test
/ test b = if b then else
/ then = return h
else = find_greater n t return not_found

check_greater (n: int) (l: list int) {}
return (r: bool) { re 3dxel.x>n }
= find_greater n 1 found not_found
/ found _ = return true
not_found = return false

Figure 2: The program from Fig. 1, in our language.

is computed by the following rules:

RH(h5g8) = {h,g}
RH(e /y) = RH(e, {¥}) \ {tiy}
RH(e, D) £ the smallest set H such that RH(e) € H

and Yy € D.iy e H —» RH(y) C H
RH(h x 0 =d) = RH(d) \ {ho}

The binary form of the RH operator, applied to an expression e and a set of handler definitions D,
absorbs these definitions into RH(e): for each requested handler 4 that is defined in D, we add the
handlers requested by the definition of /4 and continue until reaching the fixed point. This process
eventually terminates, since the working set is bounded above by RH(e) U U, cp RH(y). Itis easy
to see that for any expression or handler definition X, RH(X) C FH(X).

In an expression e / ¥, a definition of a handler 4 in ¥, as well as the handler # itself, is said to
be reachable, if and only if & belongs to RH(e, {#}). Unreachable handler definitions can be safely
removed from the program, as they will never be used in an evaluation.

Going back to our example, consider an intermediate state (then / dtnen[3, 2] detse[3] / dfact) in
the first evaluation chain above. In the left-most call, the only requested handler is then. Absorbing the
definitions of then and else brings in one new handler: RH(then, {Sthen, e1se}) = {then, fact}.
Since else does not appear in this set, the definition §e1se[3] is unreachable and can be dropped.



Control structures. We conclude this section with another example showing how usual program-
ming constructs — sequence, recursion, pattern matching and exception handling — are translated in
our language. In Figure 1, we define two OCaml functions. Recursive function find_greater returns
the first element in a singly-linked list that exceeds a given integer or raises the Not_found exception
if none such is found. Function check_greater uses find_greater to test whether a list contains an
element greater than a given integer, and catches the Not_found exception to return a negative result.

In Figure 2, we translate these functions into our language and add functional specifications. We
use the previously shown library handlers: unList to deconstruct a list, and less to compare two
integers. Exceptions are translated using additional handler parameters: find_greater receives one
handler parameter named return for the normal termination, and another, named not_found, for an
exceptional termination. The caller, check_greater, defines a handler for the exceptional outcome,
which corresponds to catching the exception.

This example underlines an important feature of a continuation-based representation: it naturally
admits multiple outcomes for a unit of computation and makes no distinction between normal and
exceptional outcomes. Each possible outcome is shown in the handler’s prototype and characterized
by its own specification, modeled as a precondition of the corresponding handler parameter.

Furthermore, by using the same notion of a handler (i.e., continuation) to represent entries and
exits, units of computation and their outcomes, we achieve a rather elegant economy of concepts:
results are modeled as parameters, postconditions as preconditions, etc.

3 Mutable State

Our first language extension consists in adding mutable variables. To avoid complexities related to
state handling (which is tangential for this work), we restrict our language to alias-free programs, for
which simple and efficient techniques of program verification, like weakest precondition calculus,
can be effectively applied. We do not introduce a pointer type, but rather treat certain variables as
references to mutable memory cells. For this purpose, we redefine the syntax of expressions and
handler prototypes as follows:

expression = handler referencex termx handler+
|  expression / definition+
| expression / allocation
allocation ::= ref reference = term
prototype ::= handler referenceParameters= dataParameters prototypex
referenceParameter ::= ref reference
dataParameter ::= variable

Lexeme reference represents reference variables. We put references in a separate lexical category to
simplify the presentation, so that references are not mixed with terms, and reference parameters with
ordinary data parameters. In a more realistic language, data values would contain both mutable and
immutable components, and separation between them would be expressed through types. We denote
references with letters p, ¢, and r.

The elementary operations of dereference and assignment are made available via library handlers
access and assign, respectively, which have the following annotated prototypes:

access (ref r: a) {} return (v: a) { v=r1}
assign (ref r: «a) (v: a) {} return [r] { r=vVv }

Library handler access takes a reference parameter r of arbitrary type @ — in Section 4, we
equip our language with an ML-style type system to accommodate such generic types. Then access
takes a single handler parameter return, which allows access to pass control back to the caller and



has a single data parameter (i.e., the return value of access), named v, of the same type @. The
precondition of return, which corresponds to the postcondition of access, specifies that the value
passed to return is the one that is stored in r. Notice that dereference in preconditions is implicit.

Library handler assign takes a reference parameter r and a data parameter v of the same generic
type @. The handler parameter return takes no parameters (that is, assign returns no result), and
the precondition of return states that the value stored in r when assign returns is equal to v. This
can only be ensured if assign changes the content of r, and, indeed, the pre-write annotation [r]
attached to return means that reference r is potentially modified during the execution of assign
before return is called. The pre-write annotations are part of the functional specification and will be
formally introduced in Section 6.

The set of free references in an expression or handler definition is computed as follows:

>
Il

FR(h G 5 g)
FR(e / 7)

{g} FR(e / ref p=1) = FR(e) \ {p}
FR(e) U FR(¥) FR(h 7% § =e) = FR(d) \ {F}

II>
II>

Here and below, we reuse letters x, y, z for data parameters, and p, g, r for reference parameters.
Operators FV, FH, and RH ignore reference parameters in prototypes and reference arguments in
handler calls. We add the following rules to their definitions to handle the allocation construction:

FV(e /refp=1t) = FV(e) U FV(?)

FH(e / ref p=1) FH(e)
RH(e / ref p =1) RH(e)

> 1l

II>

Operational semantics. The evaluation rule for top-level handler calls does not change much:
hqgsg/HNA — d|F,x,ho— 4,58 / A where A contains definition 2 7 ¥ 9 = d

To avoid name collisions with the references allocated in A, we perform an alpha-conversion on the
definition of % and give fresh names to all references allocated in d (just like we do for handlers).
Let us now see the evaluation rules for library handlers that manipulate references:

access q f // A1/ refqg=k // Ny — fk /A /refqg=k [/ A
assign g k f // Ay / refg=ko // Ao — f 1/ A/ refg=k // A

The execution context acts as a mutable store. Expression access g f // A retrieves the data value
associated to g in A and passes it to f, without modifying A. Expression assign g k f // A replaces
the value associated to ¢ in A with k and passes control to f. Remember that evaluated expressions
cannot contain free variables, and hence the terms in allocations in A are necessarily constants.

Blending the store into program syntax may seem unorthodox. A more traditional approach
would be to use a separate store and a library handler for allocation. The advantage of our formalism
is that it allows for more natural type checking and effect computation rules for programs generated
during evaluation. Indeed, by putting the allocated reference at a specific position among top-level
definitions, we preserve the scoping relationship between handlers and references after allocation
takes place. The importance of this relationship will become clear in Section 5.

Still, it is perhaps a better style to perform all allocations in the source code through a dedicated
handler, and let the allocation construction appear in the code only through the calls to this handler
during execution. Here is how we can define such a handler in our formalism:

alloc (v: a) {} return (ref r: a) { r=v }
= return q / ref q=v

Handler alloc takes a data parameter v and returns (via its handler parameter) a reference containing
the value of v. The no-alias restriction ensures that the reference returned by alloc is fresh, so we do



not need to state this explicitly in the prototype. The implementation of alloc simply returns a freshly
allocated reference initialized to v. This does not create a “dangling pointer”, since there is no stack
shrinking on return. However, if we adopt an operational semantics that evicts unreachable handlers
from the execution context A, we can additionally remove from A the allocations for references that
are not used in the context anymore.

4 Typing

Our language can be seen as a fragment of an ML-like language. Indeed, handlers can be represented
by functions whose result type is some fixed abstract type for which we provide no inhabitant or
simply an empty type (also, nullary handlers must be given an extra unit parameter, to ensure the
correct order of execution). Thus, the Hindley-Milner type system can be adapted to our language,
with the usual perquisite of effective type inference. Let us spell out the details of this type system.
We start with another syntax extension — type annotations for data and reference parameters:

dataParameter ::= variable : type
referenceParameter ::= ref reference : type
type = typeSymbol typex
| typeVariable

Types characterize values passed via data arguments and stored in memory. In our language, handlers
are not data, and so we do not consider the function type (though it is possible to add it and even
to have some form of conversion between pure handlers and these first-class values). Data types
are described by non-terminal type and denoted with letters 7 and £. Type symbols of a fixed arity
are described by non-terminal typeSymbol and denoted with letter 7. Type variables are described
by non-terminal typeVariable and denoted with letters @ and S. Type substitutions instantiate type
variables with types and are denoted with letter 6. Ground types do not contain type variables.

Typing judgements are made in the context I, a list of data parameters, reference parameters,
handler parameters (prototypes), and handler definitions. A type variable « is said to be fixed in I" if
it occurs inside a data, reference or handler parameter listed in I". Handler definitions are implicitly
generalized and thus do not fix type variables. The order of elements in I' reflects the scoping
relationship between variables and handlers: this comes in handy in the rule for type generalization.

We infer typing judgements for terms (I' + s : 7), references (I' + ref r : 7), expressions
(" +wt e), handler prototypes (I +y; ©0), handler definitions (I' +y; ), and so-called specialized
prototypes written inside angle brackets (I" Fy {(0)). Expressions, handler prototypes, and handler
definitions do not have proper types, thus the typing judgement for these objects simply means being
well-typed in the given context. The typing rules are given in Figure 3. We assume that no variable
or handler in the program is bound twice.

The typing rules for terms and references — T-CONST, T-VAR, and T-REF — are self-explanatory.
Notice that constants may have multiple types including non-ground ones: for example, the empty
list constant ¢ can assume any type of the form list 7.

Rule T-ProTo says that a handler prototype is well-typed if its handler parameters are well-typed
in the scope of its data and reference parameters. Right now, handler prototypes do not contain freely
occurring elements to type-check, and thus any handler prototype is well-typed. In the following
sections, when we start equipping prototypes with annotations, we will extend the T-ProTO rule
with well-typedness conditions for these annotations. Rule T-DEFN says that a handler definition
is well-typed if the handler prototype on the left-hand side is well-typed and the definition body is
well-typed in the scope of the formal parameters.

The next three rules — T-MonNo, T-GEN, and T-LiB — define the appropriate type instances of
called handlers. Rule T-Mono applies to the handlers that appear as non-defined prototypes in I'.
Such prototypes represent formal handler parameters (see the second premise of T-DEFN) and are



c has type 1

T-CoNsT T-VAR
I'tc:t ( ) Fl,x:T,le—x:T( )
| ... ILrx+
o X Pt 01 . T2 X Twt On (T-PrOTO) (T-REF)
FrwthFXo01...0n I',refr:t,Iorrefr:r
IF'rwihFXx o0 I, X, 0 bwt d
whrre -.nh%0 Fw (T-DEFN) (T-Mono)
I'twihrxo=d FI’Q’FZFWI<Q>
for every « fixedin I'1, 8(a) = @ (T-GEN) o is a library handler (T-LiB)
Flv Q = d’ FZ |_WI <Q0> F |_WI <Q0>
I'ksi:m I'ksy,:tm
'k refgqg:é& 'k ref gg : &
I' byt Impl(Ql,gl) T Impl(Qn, gn)
Frge (h (refry: &) oo (refre:é&r) (xp:11) oo (0m i Ti) O1 -+ On)
(T-CALL)
Frwthqgr... Qe S1---Sm&81---8n
r’)/h"'e’yn l_Wt’yl R)’l,--w)’n l_Wt’yn F,Vl,---,yn FWte(T—REC)

C'rwee/yr oo Yn

I'ket:7 refp:thyte
Crye/refp=t

(T-ALLOC)

Figure 3: Typing rules.

not generalized, in agreement with the rules of prenex polymorphism. This is why the specialized
prototype (o) in the conclusion of T-MoNo is actually not type-instantiated. Rule T-GEN implements
let-polymorphism: every handler introduced by a handler definition is generalized in all type variables
of its prototype that are not fixed in the typing context of that definition. Rule T-LiB applies to library
handlers, which are always fully generalized. We do not put the original prototypes of library handlers
in the typing context: just like with the operational semantics, these handlers form an axiomatic basis
of our type system.

Typing rule T-CALL verifies that each actual argument in a handler call has the type prescribed
by the corresponding parameter in an appropriate specialized prototype of the called handler. We
write Impl( o, g) to denote the handler definition o = g p  f, where p, ¥, and f are the names of the
reference, data, and handler parameters in o, respectively. Well-typedness of this handler definition
means that g can be used as an implementation of p.

Finally, rules T-REc and T-ALLoOC treat handler definitions and reference allocations.

S Alias Safety

It is possible to refine our type system in a way that ensures that well-typed programs are alias-free.
Before presenting the modified rules, let us see how an alias — a possibility to access the same
memory location under two different names — may appear in our programs. Let us consider two
typical cases:

frr/refr=20 gr/ g (refp)=...
/ T (ref p) (ref q) = ... / ref r=20
/A /A
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In the program on the left, the call f r r will evaluate to the body of f, where both p and q are
instantiated with r, creating an alias. In the program on the right, the call g r will evaluate to the
body of g, where p is instantiated with r. This also creates an alias, since g is already in the scope of
reference r.

To exclude such programs we only need to change the T-CALL rule:

I',Ih ks :1g I'i,Io ks T
I Frefgqgr:é& Iy F ref g @ &k qi,...,qx are distinct
[, Ty by Impl(01,81)  --. T4, T2 by Impl(op, gn)

Fl Fwt<h (refrl:fl) ...(refrk:fk) (xliTl) ...(xmiTm) Ql---Qn>
FnTobweh g qe St Sm 8- 8n

(T-CALL)

Two changes distinguish this rule from the one in Figure 3. They correspond to the two scenarios
of alias creation shown above. First, all reference arguments must be pairwise distinct: no reference
can be passed to a handler twice. Second, all reference arguments are type-checked under a restricted
context: any reference accessible to 4 (and thus declared in I') cannot be passed as an argument to 4.

From now on, we assume that all programs we consider are well-typed and alias-safe, which
means that all handler calls in them are checked using the updated T-CALL rule.

As a small exercise, consider the following handler definitions:

idl (x: int) {} id2 (ref x: int) {}
return (y: int) { y = x } return (ref y: int) { y = x }
= return Xx = return Xx

Are these handlers alias-safe? Are these definitions well-typed?

6 Effect Computation

The next element of specification we add to our language are the pre-write annotations that list the
references that are potentially modified during the execution of a parent handler before it calls one of
its handler parameters or locally defined sub-handlers. We extend the syntax of handler prototypes:

prototype handler pre-write referenceParameters dataParameters prototypex

pre-write = [ referencex |
In our examples, when we omit the pre-write annotation in a prototype, we mean that the annotation
is an empty list. We assume that all references in the pre-write annotation are distinct.

Handler prototypes may now contain free references, which must be type-checked. We update
the rules for handler prototypes, definitions, and calls as follows:

'k h [pl7FXo I,rx,0F

0
I'trefpi:m ... T'krefpy, ity i, xrweor ... 1,7, X by On

’7
Crweh [pr...pml7FXo01...0n

(T-ProTO)

I',Ih ks i1 I'i,Io ks T
Iorrefqgr:é ... Torrefqr:éx q1,- - .,qk are distinct
FI,FZ Fwt Impl(m [F — ‘ﬂ,gl) s FI,FZ Fwt Irnpl(@n[’7 — ‘i],gn)

Cibwe Ch [p] (refrpcér) oo (refri &) (x1:71) oo (X 2 Ti) O1--- On)
IIokwehqr.o..qe st Sm8&l---8n

(T-CaLL)

Rule T-CALL ignores the pre-write annotation [p] of the called handler, but instantiates the handler
parameters @1, . .., 0, to ensure that the definitions Impl(o;[7 — ], g;) are well-typed.
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II>

{(p, &) | p is a pre-write of o;[F = ¢] }
where (h [-] ¥ X 01 ... 0n) is the specialized prototype of &

EhqGsg ... gn)

and for each p; and g;, E(Impl(g;[F — G], gi)) =2

Ele/y) ={(r.f)e&le.{yh) | f ¢{ty}}
where for each g [5]... iny, (e, {7}) ' (g) C {p}

II>

&E(e, D) the smallest set W such that E(e) € W and

Vy € D.y € RH(e, D) — (W™ '(y) x RH(y)) U E(y) C W
{(r,.f)yedle)|r+p}

{(q.f) e&(d) | q¢{rt nf ¢{ho}}
where for each g [p] ... in g, E(d)"'(g) C {p}

II>

E(e/refp=1)

11>

E(h[-1Fx0=4d)

Figure 4: Effect computation.

The formal definition of a free reference needs to be updated accordingly:

FR(h [p17Xx0) U (FR(d) \ {F})
{p} U (FR(0) \ {7})

Il>

FR(h [p]17FX & =d)
FR(h [p] 7 % 9)

lis

As in earlier definitions, we write FR(Q) to denote the union of the sets of free references in each
prototype in 0.

Pre-writes can be effectively inferred for defined handlers and for the formal handler parameters of
defined handlers. Thus it is possible to compare the inferred effect with the user-supplied annotations
to check that the latter are correct — or to allow the user to omit writing annotations where they can
be computed by the tool.

Given an expression or a handler definition X, the effect operator E(X) produces the set of all
pairs (r, h), where handler % belongs to RH(X) and reference r is potentially modified during the
execution of X before a call to h. We write &(X)~!(h) to denote the pre-write set {r | (r, h) € E(X)}.

The effect operator is defined in Figure 4 in a similar manner to the RH operator, using definition
absorption. This requires access to the specialized prototypes of the called handlers, and thus the
rules for & are implicitly parametrized by the typing context I" as used in the typing rules.

The effect of a handler call is derived from the instantiation of the called handler’s prototype:
all references in the pre-write annotation of each formal handler parameter o;, become — after we
substitute the actual reference arguments g for the formal reference parameters ¥ — the pre-writes
for the corresponding actual handler argument g;. For example, &(assign q k f) = {(q, f)}. Indeed,
assign has a single handler parameter, whose only pre-write is the reference parameter of assign.

The second condition requires each handler argument g; to conform to the specification of the
corresponding formal handler parameter ;. Specifically, this means that g; does not perform any
reference modifications that are not authorized by the pre-write annotations of the outcomes of p;.
We check this by verifying that & is well-defined on the definition Impl(o;[7 — §], gi), in which
case the effect is guaranteed to be empty.

The effect of an expression with local definitions e /¥ is the combined effect E(e, {¥}), from
which we remove all pre-writes for the handlers defined in ¥, since they are bound in the expression.
Additionally, we check that the pre-writes computed for each handler g defined in ¥ are included in
the pre-write annotation of g.

The combined effect E(e, D) is computed, as was the case for the RH operator, by a fixed point
computation. We start with the effect computed for e and for each reachable definition y in set D,
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let rec iter (1: int list) iter (1: list int) {}

(fn: int —> unit) : unit fn (i: int) {} ret_fn {}
= match 1 with return {}
[ 1 —= () = unList 1 on_cons on_nil
| h:: t—> / on_nil = return
fn h; on_cons h t = fn h tail
iter t fn / tail = iter t fn return
let sum (l: int 1list) : int sum (l: list int) {}
= let r = ref 0 in return (s: int) {}
let add (i: int) : unit = = iter 1 add out
r:=1i+1!r / add [?] (i: int) {} ret_add [r] {}
in = assign r (i + !'r) ret_add
iter 1 add; / out [?] {} = return !'r
I'r / refr=20

Figure 5: Illicit hidden side effects.

add the effect &(y) of the definition itself along with the currently known pre-writes for by attached
to every handler in RH(y) (since these handlers would be called by fy, hence after those pre-writes).
This may add new pre-writes for the handlers defined in D, and so we must continue until reaching
the fixed point.

The effect of an expression with a reference allocation e / ref p = ¢ is simply the effect of ¢ with
the bound reference p filtered out.

Finally, the effect of a handler definition is the effect of the definition body, from which we remove
all reference and handler parameters. Additionally, we check that the pre-writes computed for each
formal handler parameter g in ¢ are included in the pre-write annotation of g.

In what follows, we assume that all programs we consider have a well-defined effect.

No hidden side effects. Our effect system is sufficiently precise to allow effective computation of
verification conditions, as we will see in the coming sections. However, this precision comes at a
price, as it further restricts the expressiveness of our language by forbidding programs to have hidden
side effects.

Consider the code in Figure 5, OCaml version on the left, translation in our syntax on the right.
In this example, we omit all functional specification. Function iter is an idiomatic second-order
list iterator, and function sum uses it to compute the sum of a list of integers in a local reference r,
whose value is then returned as the result. For the sake of clarity, we use the dereference operator
(1) in our terms rather than the access handler; this is sound, since dereference does not have any
preconditions or side effects.

Handler add on the right changes the value of r before returning control to the caller via ret_add.
The effect of the body of add is, according to the prototype of assign, the singleton {(r, ret_add)}.
The effect of the definition of add is empty, since ret_add is bound in the definition. However, the
rule for & on handler definitions will check that r is properly indicated as a pre-write of ret_add in
the prototype of add. This pre-write is the write effect of add when it returns via ret_add.

But what are the pre-writes of handlers add and out: what are the writes that may be performed
during an execution of sum before add or out are called? The correct answer for both handlers is [r],
since iter may possibly call add several times (and so r will have changed before the second call)
before calling out. Unfortunately, our effect system cannot infer these pre-writes. Indeed, iter does
not announce any pre-writes for its outcomes fn and return, and thus the effect of the handler call
iter 1 add out, if defined, would be an empty set. Absorbing the definitions of add or out does not
change anything, since the effect of these definitions is also null. In absence of effect polymorphism,
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the only sound choice in this situation is to reject the problematic code, and this is indeed what
happens here — let us see why.

Let of, be the prototype fn (i: int) {} ret_fn {} of the first handler parameter of iter.
Computing E(iter 1 add out) requires the effect of the handler definition Impl(o+,, add) to be
well-defined and null. This definition is as follows (we fill in the empty pre-write annotations):

fn [] (i: int) {}
ret_fn [] {}
= add i ret_fn

The effect of the body, add i ret_fn, is the singleton set {(r, ret_fn)}, according to the pre-write
annotation of ret_add in the prototype of add. However, r does not appear in the empty pre-write
annotation of ret_fn in the prototype of fn, and thus the effect of Impl(o+,, add) is undefined.
Informally speaking, we cannot pass add as an argument to iter, because add modifies the program
state (as reflected in the non-empty pre-write of ret_add), whereas iter expects a handler without
side effects (as reflected in the empty pre-write of ret_fn).

To make this code accepted, the potential side effects of handler parameter fn in the prototype
of iter must be indicated in the pre-write annotation of ret_fn. This requires the concerned
references to be accessible to iter. One way of doing it is to move the definition of iter into the
scope of reference r. This approach is similar to implicit inlining of effectful higher-order functions
proposed by Fillidtre et al. Another possibility is to pass r to iter as an argument. Here is what the
corresponding prototype would look like:

iter [] (ref q: int) (l: list int) {}
fn [q] (i: int) {} ret_fn [q] {}
return [q] {}

Despite the fact that iter never touches the reference parameter q in its own code, its handler
parameter fn might do so, as reflected in the pre-write of ret_fn. From that, by analysing the body
of iter, we can correctly infer that q is potentially modified during the execution of iter before fn
or return are called, and so g must appear in their pre-writes, too.

7 State Elimination

Pre-write annotations allow us to translate an alias-free program with side effects into an equivalent
pure program. This is essentially a monadic transformation where the state is passed as an additional
parameter from one handler to another. However, effect computation allows us to refine the encoding
by only passing the relevant parts of the state. Indeed, the pre-write annotation of a handler / indicates
which references accessible to 4 may have changed their value between the start of the parent of &
and the start of £ itself. It is (the current values of) these references that must be passed to / as extra
parameters. As for other accessible references, their last values can be accessed directly from the
lexical context that was established at the start of the parent of 4, since those references have not been
modified since.

We say that a well-typed expression or handler definition is in canonical form, if in every handler
call & g5 g, where the specialized prototype of & is (h [p] 7 X 0), each handler argument g; has the
same prototype modulo alpha-conversion as the instantiated prototype of the corresponding handler
parameter o;[7 — ¢]. (Later, when we introduce preconditions, we will also need to instantiate the
data parameters: o;[7, X — ¢, 5].)

It is easy to convert an expression to a canonical form. Indeed, we only need to hide the actual
handler arguments g; under the “refinement definitions”, that is, replace each call 1 g 5 g1 . . . g, with
hgsfi...fo/Impl(oi[7— gl,g1)...Impl(o,[7 — q],gn), Where fi1,..., f, are the names of the
handlers described by prototypes o1, ..., on, respectively. Then the added definitions must be also
converted to a canonical form. This process eventually terminates, since each sub-definition defines
a handler of a lower rank.

14
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iter [] (ref g: int) (l: list int) {} iter (q: int) (1l: list int) {}

fn [q] (i: int) {} fn (q': int) (i: int) {}
ret_fn [q] {} ret_fn (q'': int) {}
return [q] {} return (q': int) {}
= unList 1 on_cons on_nil = unList 1 on_cons on_nil
/ on_nil [] = return / on_nil = return q
on_cons [] h t = fn h tail on_cons h t = fn g h tail
/ tail [q] = iter q t fn return / tail q' = iter q' t fn return
sum [] (1: list int) {} sum (l: list int) {}
return [] (s: int) {} return (s: int) {}
= iter r 1 add out = iter 0 1 add out
/ add [r] (i: int) {} / add (r: int) (i: int) {}
ret_add [r] {} ret_add (r': int) {}
= assign r (i + !r) ret_add = assign r (i + r) ret_add
/ out [r] {} = return !'r / out (r: int) {} = return r
/ ref r=20

Figure 6: Program with side effects (left) and its stateless encoding (right)

Operator Pure, defined below, applies to expressions and handler definitions in canonical form,
as well as to handler prototypes. For simplicity, we reuse reference names as data variables in the
resulting expression.

hpgsg
where [p

1>

Pure(h g 5 2)

] is the pre-write of &

II>

Pure(e / y1...vn) Pure(e) / Pure(y;) ... Pure(yy)

>

Pure(e / ref p = 1) Pure(e)[p — ]

II>

Pure(p = d) Pure(p) = Pure(d)

Pure(h [pl7X 01...0n) = h prx Pure(o;) ... Pure(o,)

Informally speaking, we simply treat reference parameters and pre-written references as additional
data parameters. The canonical form is required to ensure that all handler arguments still have the
same arity as the handler parameters they are passed for. On the right-hand side of the last rule, we
assume that the keyword ref is dropped from 7 and appropriate types are filled in for p.

Obviously, we must also update the semantics of library handlers that manipulate the state. First
of all, let us see the converted prototypes of access and assign:

access (r: a) {} return (v: a) { v=r1}
assign (r: a) (v: a) {} return (r: a) { r=v }
Now, the evaluation rules for the converted handlers can be simply obtained by applying Pure to the
both sides of the original rules:
access k f // A — fk /A
assign ko k f / A — f k /A
In Figure 6, we come back to the example from Figure 5, in which we add a reference parameter
to iter, as suggested at the end of Section 6, to ensure that the effects are computed correctly. On
the left side of Figure 6 we show the stateful definitions of iter and sum, and on the right side, their

stateless encoding. The dereference operator (!) becomes an identity (just like access), and we
simply remove it.
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8 Partial Correctness

We endow handler prototypes with an optional functional specification that describes the expected
program state at the beginning of the handler execution:

prototype ::= handler pre-write referenceParameter+ dataParameters

precondition? prototypex

precondition = { formula }

The non-terminal formula represents first-order formulas in any suitable syntax. We denote formulas
with letters ¢ and . An empty precondition {} — not to be confused with an omitted precondition
— is an abbreviation for {true}. Variables and references may freely occur in formulas.

Our method of VC generation requires that all handlers without a definition (i.e., formal handler
parameters and library handlers) carry an explicitly written precondition. As for defined handlers,
given an expression e / 1 ... yn, we require the handler defined in v, to have a precondition only if
it is called from some y;, where j > i. A handler that is only called from the code to the left of its
definition does not need to have a precondition.

Here are the updated rules to compute the free variables of handler definitions and prototypes:

Il>

EV(h [p]1 7% {¢} 0 =d)
FV(h [plFrx 0 =4d)
FV(h [p]1 7% {¢} 0)

FV(h [p]17 X 0)

EV(h [p17x {e} 0) U (FV(d)\ {x})
EV(h [p17x0) U (FV(d) \ {x})
(FV(p) U FV(2)) \ {x}

EV(0) \ {x}

> 1>

>

We also need to complement the definition of the FR operator:

FR(h [pl 7 X {p} 0 =d) = FR(h [p17 X {¢} 0) U (FR(d) \ {F})
FR(h [p17x {9} o) = {p} U (FR(¢) U FR(0)) \ {r})

i

Let us show the updated typing rules. In the rules T-DErN and T-CALL, {¢}? denotes a possibly
absent precondition. Notice that rule T-PROTO requires the precondition to be always present: this
ensures that all handler parameters have an explicit precondition. Since preconditions can be omitted
in the handler definitions, the T-DEFN rule allows us to supply a phony precondition (e.g., true) to
typecheck the prototype on the left-hand side of the definition.

Ut h [p17 X {p} 0 I, X%, 0 Fet d
D h [pl7ix{p}?10=4d

I'rrefpi:my ... Trrefpy,:t,
Ir,x v 1 ... I,r,xr Ir,x v
wt @ _‘i’t On wt @ (T-PrOTO)
Crwth [pr...pm] FX {p} 01...0n
I',Ih ks 1 I'i,Io ks T
Ihrrefqgr:& ... Tohrrefqgr:éx qi,- - -, q are distinct
FI,FZ"thmpl(Ql[f,x'_)an]’gl) FI,FZ"thmpl(Qn[f’X'_)q,E],gn)

R <h [Pl (refrl :fl) (re'rrk:é:k) (xl 371) (xm:Tm) {p}? Ql---Qn>
I,ovrwehqre..qe st Sm8&l---8n

(T-CALL)

Since prototypes can now have free variables, we need to instantiate the handler parameters o; in the
T-CALL rule, to ensure that the definitions Impl(p;[7, X +— 4, 5], g;) are well-typed.
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VC(I’l q_ Egl e gn) é (I) < IInpl(Ql[fr)E — q’E]’gl) <--- < Impl(Qn[f,X — q’E]’ng)
where (h [p]l 7 X {¢}? 01 ... 0n) is the specialized prototype of A

4 assert ¢[7,x — ¢,5] if precondition ¢ is given,
an =
apply 7 pgs otherwise

VC(e/vyi...vn) = VC(e) « y € --- €y,
VC(e /ref p=1t) = VC(e)[p +— t]

D «h[plix{p}o=d £ @ and forall prx (¢ implies VC(d))

d
O «hplixo=d = ®with h pix = VC(d)
Figure 7: Verification condition generation.

Verification conditions are produced in arestricted fragment of the second-order language, defined
by the following grammar:

ve = assert formula binder ::= variable : type

SJormula implies vc reference : type

forall binderx vc

term | reference

|
|
| apply handler vcTerms vcTerm
| ve with handler binder+ = vc

|

ve and ve

In this syntax, references are treated as ordinary first-order variables. Handler names act as second-
order variables assigned to predicates: verification conditions, parametrized by a number of first-order
values. Verification conditions obey the usual rules of lexical scoping, both for first- and second-order
variables. In particular, predicate definitions introduced by the with construction are not recursive:
each second-order variable applied inside such a definition must be bound in the outer context.

We assume that predicate definitions under with are type-generalized as much as possible: that
is, to the extent that the free occurrences of first- and second-order variables in the definition body
do not prevent generalization. We denote verification conditions with letters ® and V.

Semantically, verification conditions are just logical formulas: and, implies, and forall have
the usual meaning; assert and apply mark an occurrence of a first-order formula or a second-order
variable application, respectively; with is a second-order let-binder. Notice that all occurrences of ve
are positive: only first-order formulas may appear in the antecedent of an implication.

The rules for verification condition generation are given in Figure 7. As we need to know the
specialized prototypes of the called handlers as well as the types of variables and references, these
rules are implicitly parametrized by the typing context I'. We assume that no variable, reference or
handler in the source code is bound twice.

Handler definitions are joined to the verification condition of the subordinate expression using
left-associative binary operator «. Verification of handler arguments in handler calls is expressed
as verification of the virtual definitions Impl(-, -), just as in the type-checking rules. Whenever we
refer to the specialized prototype of a called handler, we assume that all formal parameters in that
prototype are given fresh names by alpha-conversion, in order to avoid name collisions with the outer
context of the verification condition.

Verification condition formulas produced by the rules in Figure 7 closely follow the structure
of the verified code. It is easy to see that these formulas are well-formed and well-typed. First of
all, whenever a first-order name (a variable or a reference) is bound in an expression, it is bound
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in its verification condition. Also, all external references in the pre-write annotations are treated as
additional parameters, just as in the stateless encoding in Section 7.

Handlers with preconditions — which includes all handler parameters and library handlers — do
not translate into predicate variables. Instead, a definition of such a handler produces an additional
proof obligation: for all values of formal parameters and pre-written external references, the precon-
dition implies the verification condition of the body. A call to such a handler is then translated as a
simple assertion of the correspondingly instantiated precondition.

Handlers without a precondition — which must have a definition and cannot be called from their
own body or from handlers defined after them — are translated into predicate variables. A call to
such a handler is translated as a predicate application, and the “only-call-me-from-the-left” restriction
ensures that this application lies in the scope of the corresponding predicate definition.

We extend the VC operator to definitions: VC(yy,...,y,) = asserttrue € y; <€ -+ € y,.

In what follows, we always simplify the occurrences of true in conjunctions and implications.

Example: Russian Peasant Multiplication. The code below implements the multiplication algo-
rithm called Russian Peasant Multiplication. For simplicity, we define the algorithm on the natural
numbers and use Euclidean division and remainder operators in terms.

product (a: nat) (b: nat) {}
return (c: nat) { c=a-b }
= loop
/ loop [p,q,r] { prg+r =a-b}
= 1if Iq > 0 next skip
/ skip [] return !r
next [] = if (!q mod 2 = 1) write_r write_p
/ write_r [] = assign r (!r + !p) write_p
write_p [r] = assign p (!p + !p) write_q
write_q [p,r] = assign q (!q div 2) loop

/ ref p=a
/ refgqg=5>b
/ ref r=20

This code produces the following verification condition:

forall (a: nat) (b: nat)
assert a-b+0=a-b and
forall (p: nat) (q:nat) (r:nat)
p-q+r=a-b implies
(q > 0 implies apply next) and
(g # 0 implies apply skip)
with skip = assert r=a-b

with next

(g mod 2 =1 implies apply write r) and

(g mod 2 # 1 implies apply write p r)

with write_r = forall (v :nat) (v=r+p implies apply write p v)
with write p r = forall (v:nat) (v=p+p implies apply write q v r)

with write_q p r = forall (v:nat) (v=qdiv2 implies assert p-v+r=a-b)

Notice that the first assert statement generated by the initial call to Loop corresponds exactly to the
initialisation of a loop invariant. Similarly, the assertion coming from the second, recursive, call to
loop, corresponds to the preservation of the invariant after a single iteration. In a traditional functional
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language, encoding loops as tail-recursive functions is slightly more difficult, since one also has to
provide (and then prove) a post-condition. In our language, however, verification conditions are pretty
much the same as those generated by the usual WP calculus for loops.

First-order representation. Despite the use of second-order predicate variables, our verification
conditions never quantify over them, and thus are essentially first-order. Indeed, we can easily
translate any second-order VC formula to the first-order language by inlining all predicate definitions.
By doing this, we obtain a logical formula that is very close to what is produced by the classical
Dijkstra-style weakest precondition calculus. For example, here is the verification condition for the
Russian Peasant Multiplication algorithm, obtained in this fashion (in addition to inlining, we also
simplify occurrences of forall x (x = ¢ implies ®) to ®[x > ¢], when term ¢ does not contain x):

forall (a: nat) (b: nat)
assert a-b+0=a-b and
forall (p:nat) (g:nat) (r:nat)
p-g+r=a-b implies
(g > 0 implies
(gmod 2 =1 implies assert (p+p)-(qdiv2)+(r+p)=a-b) and
(gmod 2 # 1 implies assert (p+p)-(qdiv2)+r=a-b)) and
(g # O implies assert r=a-b)

One well-known inconvenience of this method is that whenever some non-annotated fragment
of code is reachable via two different code paths (which in our language is expressed by a locally
defined handler without a precondition that is called from two different points in the subordinate
expression) its weakest precondition will appear twice in the verification condition. By chaining such
constructions, we can easily come up with examples that demonstrate exponential growth of such
verification conditions compared to the size of the original program. Indeed, a simple sequence of
conditional statements suffices to produce an oversized verification condition.

An alternative method of verification condition generation was suggested by Flanagan and Saxe. It
consists in computing a single formula that describes all code paths leading to a given sequence point,
and avoids the combinatorial explosion in a large number of cases, including all WHILE programs that
do not use exceptions. The trade-off here is the increased complexity of the resulting formula. Leino
demonstrated that verification conditions produced by this method can be obtained by interweaving
application of classical procedures for the strict and liberal weakest precondition computation.

Below we show that these “compact” verification conditions can be also obtained directly from
second-order VC formulas by a chain of truth-preserving transformations. This allows us to split VC
generation into two stages: first, from source code to a linear-sized second-order formula, as defined
by the rules in Figure 7, and then to a first-order formula, where we can freely mix the classical and
the compact approaches in the same verification condition, balancing its complexity against its size.

Consider a verification condition (® with % x;...x, = ®;). We want to rearrange formula ®
in such a way that multiple applications of 4 in it are merged into one. If we obtain an equivalent
verification condition (®’ with & x; . .. x, = @), where / is only applied once inside ®’, then we can
inline the predicate definition without increasing the size of the formula. We assume that ® contains
no occurrences of with: all predicate definitions in ® must be eliminated beforehand.

Our first step is to abstract out the different arguments passed to /& in ®. We pick n fresh variables
Z1, ..., Zn and consider the following verification condition:

forall z; ...z, (¢ with hx;...x,=d),
where formula @ is obtained from ® by replacing each occurrence of apply % s, . .. s, with

(zi=s1 A+ ANzy=s,) implies apply i z1...2,.
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It is obvious that the new verification condition is equivalent to the initial one. Indeed, the universal
quantifier over zi,...,Z, can be pushed down in ®¢, and forall 7 (z = 5§ implies apply 4 ?) is
equivalent to apply . § — since variables 7 are fresh, they cannot occur in terms 5.

Now we can move the occurrences of apply / Z up in ®@¢, and merge them when two or more
appear in the same conjunction. To this end, we apply to @ the following rewriting rules, starting
from the deepest subformulas:

(¢ implies apply /2 7) and (¢, implies apply 17) = (¢ V ¢») implies apply / Z
o1 implies (¢, implies apply #7) = (@1 A ¢2) implies apply % 7

¢ implies ((¢, implies apply 27) and ¥) —
((¢1 A ¢2) implies apply 2 Z) and (¢; implies V)

forall y (¢ implies apply 27) = (3y.¢) implies apply / 7

forall y ((¢ implies apply #7) and ¥) —
((3y. ¢) implies apply / 7) and forall y. ¥

Here we treat the conjunction connective and modulo associativity and commutativity. We also
assume that ¥ does not contain occurrences of apply /4 Z. In the last two rules, we use the fact
that variables Z are bound above the definition of 4, and thus variables y cannot occur in formula
apply & Z. Again, it is easy to see that each rewriting step produces an equivalent formula.

We stop rewriting when the VC formula under the definition of 4 contains only one application
of h. Then we simply inline the definition. Of course, it is perfectly possible to inline some of
the applications of & at the very beginning, directly in ®, instead of merging them with the other
applications. This selective handling allows us to consider some code paths separately from the
others, e.g., because they require some special proof techniques.

Here is the first-order verification condition obtained by merging two applications of write_p in
the second-order VC. All other predicate variables are applied only once, and thus their definitions
can be inlined directly. As before, we simplify out the trivial first-order variable definitions.

forall (a: nat) (b: nat)
assert a-b+0=a-b and
forall (p:nat) (q:nat) (r:nat)
p-g+r=a-b implies
(g > 0 implies
forall (z: nat)
(gmod2=1Az=r+p) V (gmod2 +#1Az=r) implies
assert (p+p)-(qdiv2)+z=a-b) and
(q # 0 implies assert r =a-b)
Notice that the third rewriting rule above duplicates formula ¢;. This may lead to combinatorial

explosion, when predicate definitions, such as ®@j,, contain multiple applications of predicate variables
defined above h.




9 Auxiliary Variables

When specifying the behaviour of code with side effects, we often need to refer to past states of
the execution. For this purpose, we introduce a possibility to capture the state of a reference at the
handler entry and store it in an auxiliary variable which can only be used in specifications but not in
the actual code. Here is how we would specify a handler that increments an integer reference:

incr (ref r: int) (old_r = r) {}
return [r] { r = old_r + 1}

The precondition of return says that the value stored in reference r at the exit of incr is equal to the
value of r at the start of incr (which we preserved in the auxiliary variable old_r), plus one.
The syntax of handler prototypes is extended as follows:

prototype ::= handler pre-write referenceParameters dataParameters
auxiliary= precondition? prototypes

auxiliary ::= variable = reference

We call the definitions of auxiliary variables simply auxiliaries and denote them with letter o.

The definitions of free variables and references are easily adapted: auxiliaries bind variables in
the same scope as data parameters, and captured references are bound in the same way as reference
occurrences in the precondition. This is reflected in the updated typing rules:

Ly h [pl7Xo fso}_ ? _ T, f_,i,é,é Fwe d (T-DEFN) FCrrefp:t (T-AUX)
Froyeh [plixo{p}ro=d IF'twiz=p
'rrefp:7 I'rrefpy,:tm
F,f,)? |_Wt 01 F,f,)? l_Wt Ok
I'r,x,0+ 1 I'r,x,0+ I',r,x,0+

wt © i wt On wt @ (T—PROTO)
Crwth [p1...pmliXxor...or {¢} 01...0n
I',Ibks i1 AU TR T O S I" =T,Ip,0[F = q]
Iprrefgi:& ... Torrefqgr:éx qi,- .., q are distinct
I byt Impl(o1 [F, X G,5],81) ... T by Impl(on[F, X — G,5],8n)

Cibwe Ch [p] (refrpcér) oo (refreiée) (xp:711) oo (X 2 Ti) 0 {@}? 01... 0n)
FnTobweh g qe St Smgi--- 8n

(T-CaLL)

We put auxiliaries straight into the typing context in order to distinguish auxiliary variables from data
parameters and make them inadmissible in the program code (as the T-VAR rule would not apply).
In precondition formulas, the occurrences of auxiliary variables are type-checked using the typing
axiom I'y, ref p : 7,1, z = p, '3 + 7 : 7. In the T-CALL rule, we check the handler arguments g in
the typing context I'” which includes the instantiated auxiliaries, where the reference parameters 7 of
handler £ are replaced with the actual reference arguments §g.

Since auxiliary variables can only appear in specifications, they do not affect program execution
in any way. Nevertheless, we still must take them into account in our evaluation rules, in order to
maintain the well-typedness and the provability of verification conditions during evaluation:

hgsg /A — d[F,x,7,h0~ ¢,5,k,g] // A where A contains definition
hI1FZ6{}o=d
and for each z; = p; in o[7 — §],

k; is the value stored in p; in A

A similar adjustment must be made for every library handler that has auxiliaries in its prototype.
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>

(@ « Impl(o:[F, %+ 4,5],81) < --- <« Impl(on[F, X > G,5], gn))o
where (h [p]l 7 X 0 {¢}? 01...04) is the specialized prototype of &,

VC(hq5gi...8n)

o is the characteristic substitution of 6[7 — ], and

assert ¢[7,x — ¢,5] if precondition ¢ is given,
apply 4 pgs otherwise

>

VC(e/ y1...vYn)
VC(e/refp=1t)

VC(e) « y; € --- €y,

>

VC(e)[p = 1]

II>

D ah[plixo{p}o=d = ® and forall prx (¢ implies VC(d))o

where o is the characteristic substitution of o

>

O «h[plFixoo=d = ®with h pix = VC(d)o

where o is the characteristic substitution of o

Figure 8: Verification conditions with auxiliary variables.

Given a list of auxiliaries z; = p1, ..., 2, = pa, We call [Z — p] the characteristic substitution of
that list. We use characteristic substitutions to eliminate auxiliary variables in verification conditions,
as shown in Figure 8. Notice that we can only apply these substitutions to a verification condition
formula, and never to a program expression or handler definition. Indeed, replacing an auxiliary
variable with the corresponding reference in the specifications of handler parameters and locally
defined handlers would completely destroy its intended meaning: for example, the postcondition of
incr would become an unsatisfiable formula r = r + 1.

Consider the following expression:

start

/ start (old_q = q) {} = assign q 1 cont
/ cont [gq] { q > old_q } = incr q cont

/ refq=20

It represents a non-terminating computation, where reference q, initially set to 0, is first set to 1,
and then is repeatedly incremented in an infinite loop. The invariant of the loop, represented by the
precondition of handler cont, states that the value of q at the beginning of each loop iteration is
strictly greater than 0, which is the value of q at the start of the computation.

Let us compute the verification condition for this expression. The updated rules produce the
following formula, which we show without applying substitutions for the auxiliary variables and
reference allocations. As before, we remove the trivial assert true subformulas.

((forall (q: int) (q =1 implies g > old_q)) and
(forall (q: int) (q > old_q implies

(forall (q:int) (g =old_r+1 implies q > old_qg))[old_r + q]))
)[old_q — q][q 0]

The first line is the verification condition of the call assign q 1 cont, which reduces to the VC of
Impl(returngssign[r, v + g, 1], cont): whatever the new value of g, the instantiated postcondition
of assign implies the precondition of cont. The rest of the formula is the verification condition for
the definition of cont. The third line is the VC of the call incr q cont, which reduces to the VC
of Impl(returni,c[r — q], cont): whatever the new value of g, the instantiated postcondition of
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incr implies the precondition of cont. Unlike assign, handler incr captures the initial value of
its reference parameter in an auxiliary variable old_r. Thus, once we finished computing the VC of
the call to incr, we replace old_r with the actual reference argument q. Likewise, once we finished
computing the verification condition for the definition of start, we replace auxiliary variable old_q
with g, and instantiate q with 0.

After substitution and alpha-conversion, we obtain the following formula:

(forall (q:int) (q =1 implies g > 0)) and
(forall (q: int) (g > O implies
(forall (q’:int) (¢’ = q+ 1 implies q’ > 0))))

10 Termination

VC(hg5sgr...gn) = (¥ <« Impl(o([F,Xx— q,5],81) < --- <« Impl(o,[F,X — q,5],8n))0

where (h [p]lF7X 0 {p}?01...0n) is the specialized prototype of &,
o is the characteristic substitution of o[7, X — ¢, 5],

® and assert u < v if uis a variant variable defined in o,
p appears in the typing context of the call,
v is the variant variable of & or a sibling of A,

0)] otherwise

assert ¢[r,x +— ¢,5| if precondition ¢ is given,
apply i pgs otherwise

11 Ghost Code

1. ’partial/total’ - handler annotation, derivable for defined handlers. A defined handler is partial if
RH’ of its definition contains a partial handler (which is why it is forbidden to pass a partial handler
argument for a total handler parameter). Recursive definitions whose termination is not proved,
contain ’infty’ in their RH’, and thus force the handler to be partial. Otherwise, the handler can be
considered total. For handler parameters, by convention: a handler parameter is partial if all of its
handler parameters are total. The same convention applies to library handlers. The only exception is
“absurd’ (terminating recursive definition).

2. ’ghost/material’ - annotation for data and reference variables, and for total handlers. Partially
derivable by contamination (described at the end). Does not influence typing or operational semantics.

3. A handler is a "checkpoint’ iff it is partial, has no partial handler parameters and all of its data,
reference and total handler parameters are ghost.

4. ’skips to’ is the maximal relation on handlers that satisfies the following equivalence:

f skips to h iff - f is a defined partial handler with definition d - h is a checkpoint handler accessible
to f - for every partial handler g in RH’(d), - g is either h or skips to h - all references in E(d)(g) are
ghost.

We compute this relation bottom-up. We ignore the total handlers in RH’(d) and the effects
associated to them, because the total handlers will always return to the caller (that is, d), and the
computation of d will continue up to some partial handler, in which case, we will see the same

5. Erasure operator removes from the program all ghost data and all skippable computations. If
some ghost variable or reference is used in an unskippable part of code, then the resulting program
will be ill-typed, meaning that the original code is inadmissible.

Erase(e) = h if - h is a checkpoint handler and e is in the scope of h - for every partial handler g
in RH’(d), - g is either h or skips to h - all references in E(d)(g) are ghost.
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if several h are possible, use the rightmost non-skippable, and if all are skippable, then use the
rightmost one.

Erase(f q* s* g*) - drop the arguments for ghost parameters, - canonicalize via Impl the handler
parameters that have incompatible signatures after erasure.

Erase(h r* x* p*) - drop ghost parameters, pre-writes, pre-conditions

Erase(e / d*) - drop the definitions of ghost total handlers

Erase(e / ref r) - drop ghost allocations.

6. Contamination - adds ghost annotations, allowing more handlers to be checkpoints and allowing
more computations to be skipped (due to references becoming ghost). We do not aim for complete
analysis, and various policies of convenience are possible. One similar to that of Why3 is as follows:
- an allocated reference is marked ghost if its initialisation term is ghost - a parameter of a defined
partial handler f is marked ghost if f ever receives a ghost argument in that position (either directly or
via Impl) - all reference, data, and total handler parameters of a defined partial handler f are marked
ghost, if f is ever passed as an argument in a call to a total handler that we will have to skip (due to a
ghost argument passed for a non-ghost parameter, either directly or via Impl). - we never modify the
signatures of handler parameters, library handlers or total defined handlers: these are expected to be
correctly specified by the programmer.
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