N
N

N

HAL

open science

Memory-Augmented Reinforcement Learning for
Image-Goal Navigation

Lina Mezghani, Sainbayar Sukhbaatar, Thibaut Lavril, Oleksandr Maksymets,

Dhruv Batra, Piotr Bojanowski, Karteek Alahari

» To cite this version:

Lina Mezghani, Sainbayar Sukhbaatar, Thibaut Lavril, Oleksandr Maksymets, Dhruv Batra, et al..

Memory-Augmented Reinforcement Learning for Image-Goal Navigation. 2021. hal-03110875v1

HAL Id: hal-03110875
https://inria.hal.science/hal-03110875v1

Preprint submitted on 14 Jan 2021 (v1), last revised 12 Sep 2022 (v3)

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépot et a la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche francais ou étrangers, des laboratoires
publics ou privés.


https://inria.hal.science/hal-03110875v1
https://hal.archives-ouvertes.fr

Memory-Augmented Reinforcement Learning for Image-Goal Navigation
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Abstract

In this work, we address the problem of image-goal
navigation in the context of visually-realistic 3D environ-
ments. This task involves navigating to a location indi-
cated by a target image in a previously unseen environment.
Earlier attempts, including RL-based and SLAM-based ap-
proaches, have either shown poor generalization perfor-
mance, or are heavily-reliant on pose/depth sensors. We
present a novel method that leverages a cross-episode mem-
ory to learn to navigate. We first train a state-embedding
network in a self-supervised fashion, and then use it to em-
bed previously-visited states into an agent’s memory. In or-
der to avoid overfitting, we propose to use data augmen-
tation on the RGB input during training. We validate our
approach through extensive evaluations, showing that our
data-augmented memory-based model establishes a new
state of the art on the image-goal navigation task in the
challenging Gibson dataset. We obtain this competitive per-
formance from RGB input only, without access to additional
sensors such as position or depth.

1. Introduction

Embodied vision is an emerging field that tackles com-
puter vision problems coupled to control. Issues consid-
ered in this context go beyond the classical computer-vision
setup of learning from fixed-size pre-defined datasets. This
results in several interesting tasks, such as low-level con-
trol point-goal navigation [32], object-goal navigation [2]
or even tasks requiring natural language understanding, e.g.,
embodied question answering [13]. In this work, we focus
on the problem of image-goal navigation [37], wherein an
agent has to learn to navigate to a location, which is spec-
ified by observations taken from there. In terms of com-
plexity this task lies in between those of point-goal and
object-goal navigation. Indeed, it does not require learn-
ing the association between visual inputs and manual labels,
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Figure 1. We tackle the problem of image-goal navigation. The
agent (shown as the blue dot) is given an image from a goal lo-
cation (orange dot) which it must navigate to. To address this
task, our agent stores a cross-episode memory of previously visited
states (black dots), and uses a navigation policy that puts attention
(lines) on this memory.

but it also needs a higher-level understanding of scenes for
navigating through them, guided by relative positions. This
task can be deemed the embodied equivalent of the classical
instance-level recognition problem in images.

There are several facets to this task, which make it chal-
lenging. The primary requirement in accomplishing this
task is a high-level understanding of the surrounding scene.
The agent needs to build an internal representation of the
surroundings such that the location of the goal can be iden-
tified. Once the relative location of the goal is determined,
the agent must learn a policy to reach it. For goals that are
nearby, this implies issuing actions to finely adapt the view-
point. On the other hand, for far-away goals, the agent needs
to design a high-level navigation plan. And finally, in cases
where the goal is not within sight, this task also requires an
emergent exploration behaviour.



In order to have a fully end-to-end learning setup, in this
work we propose to tackle the image-goal navigation prob-
lem with reinforcement learning. Our task now amounts
to training a goal-conditioned policy. Training such a pol-
icy with very high-dimensional visual inputs obtained from
photorealistic simulation further adds to the challenge. Pre-
vious work has either shown results in a limited setting
with synthetic data [15] or reported poor RL-based perfor-
mance [9]. Following Chaplot et al. citechaplot2020neural,
and in contrast to some previous works [22,37], we aim to
move away from such limited setups and target unseen en-
vironments. This requires generalization from the agent’s
policy, for which there are no guarantees or known cooking
recipes. The task is made especially difficult due to the lim-
ited size of the available datasets [34], which leads existing
RL-based solutions to overfit.

We use a distributed implementation of proximal policy
optimization [32] to learn a policy for image-goal naviga-
tion in an end-to-end fashion. As opposed to previous work,
we train our goal-conditioned policy based on panoramic
RGB inputs only, ignoring additional sensors such as the
agent’s position or depth maps. Due to the aforementioned
high complexity of visual inputs, and the additional chal-
lenge of generalizing to novel scenes, we explore efficient
policy regularization. To this end, we use effective com-
puter vision data-augmentation techniques, such as random
cropping and color-space distortions. In order to properly
exploit information from past experiences, we endow the
agent with a memory, and condition the policy on it using
an attention-based network, akin to the Transformer archi-
tecture [31]. We empirically evaluate our approach on the
challenging image-goal navigation task on the Gibson [34]
dataset, following Chaplot et al. [9]. To further validate the
effectiveness of our approach, we extend the previous eval-
uation dataset by generating a harder variant of the task and
show strong performance on it.

Contributions.: (i) We show that the challenging prob-
lem of image-goal navigation can be successfully tackled
with reinforcement learning, despite the high-dimensional
inputs, (i) we show that proper regularization and hence
better generalization can be obtained by using effective
computer vision data augmentation strategies, and finally,
(iii) we propose and empirically validate a novel memory-
based attention mechanism leading to state-of-the-art per-
formance on the task.

2. Related Work

SLAM-based Methods. The task of navigation has been
studied in the context of simultaneous localization and
mapping (SLAM) in robotics [29]. Several SLAM meth-
ods comprise multiple hand-crafted modules to address
strictly-defined problems in specific environments [12, 25,

]. These modules have been progressively replaced with
learning-based functions: some approaches [8] implement
the localization module with a neural network, while oth-
ers [16] replace the metric map with a latent mapping of
the environment. Variants of latent mapping also include
a topological map whose nodes contain geometric and se-
mantic information about the environment, as well as a
global planner that relies on it [9]. Other works replace
SLAM entirely by deep models without explicit planning,
and instead rely on a map or memory structure [, 26, 36].
The major drawback of such methods is that they contain
multiple modules that are often trained in a supervised fash-
ion, requiring a large amount of annotated data. Even when
the labelling process can be automatized, e.g., with a simu-
lator, these approaches remain heavily-reliant on the nature
of the simulator they were crafted for.

RL-based Navigation. Another popular class of methods
involves training deep models with reinforcement learning
to solve navigation tasks without an explicit world represen-
tation. They use end-to-end frameworks with modules that
are less hand-crafted than SLAM-based methods, and have
shown good performance on synthetic mazes [24] as well
as real-world data [5, 23]. Such methods have also been
explored on indoor-scenes datasets, similar to our setup
on image-goal [37] and object-goal [35] navigation tasks.
These works use an actor-critic model whose policy is a
function of both the target and the current state, and show
generalization results across targets. However, generaliza-
tion across scenes and environments is still a major issue of
RL-based methods, as well as sample-inefficiency, which
represents a significant drawback for robotics applications.

Combining RL and Planning. A few recent works have
augmented RL-based methods with topological structures,
like graphs [3, 10,22,27,33] or memory buffers [4, 15,20].
They store representations of the visited locations and ex-
ploit them at navigation time. The process of building
these representations can be done offline [3, 22, 27], and
requires human-generated data in some cases [27]. For
example, the test phase in [27] contains a warm-up stage
where the agent builds a graph memory from human trajec-
tories. Alternatives to this manual annotation do exist, such
as building a graph directly with reinforcement learning, us-
ing the value function of a goal-conditioned policy as edges
weights [14], or a buffer of past observations and attending
to them [15]. For now, these methods have only been tested
on synthetic datasets, and have not proven to be scalable
to high-dimensional visually-realistic setups. In the context
of other RL tasks, data augmentation has recently been ex-
plored as a regularizer for pixel-based RL for DM Control
and Atari [19,21]. Although data augmentation has been
used in robotics applications [18], we show that it helps in
planning setups such as navigation in Gibson [34].

Exploration and Representation Learning. Closely re-
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Figure 2. An overview of our agent model that consists of three parts: data augmentation for better generalization, a navigation policy for
picking actions, and an external memory for conditioning on previous observations.

lated to navigation, the task of exploration has also been ex-
tensively studied and has led to interesting breakthroughs
in representation learning. In particular, learning to ex-
plore unseen environments has been seen through the spec-
trum of computer vision [7, | 7], SLAM-based [60], and RL-
based [ | |] approaches. Methods such as [22,28] leverage a
self-supervised representation learning stage to prepare the
exploration phase. This pretraining stage allows to learn
task-agnostic representations of the locations in the envi-
ronment so as to reduce the dimensionality of the prob-
lem. For these works, the generalizability of the learned
representations to unseen environments has not been estab-
lished. Moreover, the use of these representations for navi-
gation tasks was only limited to single-environment setups.
Our work extends this line of study by first showing that a
self-supervised pretraining phase allows to learn useful in-
formation that generalizes to unseen environments, as well
as proposing a novel attention-based navigation policy that
takes advantage of this information.

3. Problem Formulation

At the beginning of a navigation episode, an agent is
given a target observation x*, composed of an RGB image
from the target location. At each timestep ¢, the agent per-
forms an action a; and receives the next observation x;
as well as a reward r; from the environment. The objec-
tive is to learn a navigation policy function 7 (a¢|z, *) that
brings the agent closer to the target location. We complete
the definition of our setup with the following details.

Action Space. It comprises 4 actions: MOVE_FORWARD,
TURN_LEFT, TURN_RIGHT and STOP. Please refer to Sec-
tion 5.1 for numerical details.

Success Criterion. An episode is considered successful if
the agent performs the stop action within a range of [ from
the target location. In cases where the agent performs the
stop action outside of this range, or if the maximum num-

ber of steps is exceeded before the agent performs the stop
action, the episode is considered a failure.

Observation Space. The observation of the agent z; as
well as the goal observation z* are the RGB images of the
first-person view at those locations. Each RGB image is a
panoramic sensor of size v X 3 x 128 x 128. We compute this
panoramic input by gathering observations from v succes-
sive rotations of angle (360/v)° from our agent’s location.
Note that we do not have access to neither the agent’s posi-
tion nor any depth sensor information.

Reward. We follow the classic setup for image-goal navi-
gation where the reward is split into three components: (i)
sparse success reward: that rewards the agent for perform-
ing the stop action within the success range around the tar-
get location, (ii) dense shaping reward: that is equal to the
decrease in distance to the goal, (iii) dense slack reward:
that penalizes the agent for being alive at each step, and en-
courages shorter trajectories.

4. Approach

We now describe our approach for solving the image-
goal navigation task. As shown in Figure 2, our model has
three components: a data augmentation module to add vi-
sual complexity and hence improve generalization, a navi-
gation policy that learns to pick appropriate actions, and an
external memory for leveraging past experiences.

4.1. Data Augmentation

To improve the generalization capacity of our agent to
unseen environments, we apply transformations on the ob-
servations of the simulator by using classic data augmenta-
tion techniques. We use two kinds of data transformations:
(i) random cropping that increases the input image size
and takes a random crop of the original size in it, and (ii)
color jitter that randomly changes the brightness, contrast,
saturation and hue levels of the image. An illustration for
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Figure 3. Illustration of data augmentation that we use to train our
model. We consider both color jittering (left) and random crops
(right). For a panoramic observation with v views, the parameters
of the augmentation are sampled independently.

these transformations is shown in Figure 3. At navigation
time, the agent receives the current and the goal observa-
tions from the simulator at each timestep. We apply both
transformations sequentially to each of the v views of the
current and goal observations independently. This process
allows for more visual diversity in the training data.

4.2. Navigation Policy

Once the current and goal observations pass through the
data augmentation phase, we use them in the navigation pol-
icy module, which computes a probability distribution over
all possible actions: w(a;|xs, x*).

First, the policy encodes each observation separately, as
shown in Figure 2. We encode the current observation by
feeding each of the v views separately to the same convolu-
tional neural network. The v vectors resulting from this op-
eration are concatenated and passed into a fully-connected
network to reduce their dimension. This reduced-dimension
output is then fed into an LSTM along with a representation
of the previous action, and its resulting vector w{® repre-
sents the embedding of the observation at timestep .

To encode the goal observation x*, we process it through
the same convolutional neural network as the current ob-
servation. However, the outputs corresponding to the dif-
ferent views are added together instead of being concate-
nated, in order to make the representation of the goal lo-
cation rotation-invariant. We denote by wi" the resulting
feature vector at timestep ¢.

Next, we make a joint representation by concatenat-
ing the current and goal feature vectors, before passing it
through a fully-connected network to output an action:

/LU_]OII][ _ cat( obs w;(foal)7 (1)
7(ag|me, *) = FC(w™). )
4.3. External Memory

We then add an external memory mechanism to the nav-
igation policy to leverage past experiences. To this end, we

first train a state-embedding network in a self-supervised
fashion. This network, trained to detect nearby locations,
allows us to build an external memory containing represen-
tations of past observations. To leverage this memory, we
add an attention module to the navigation policy so it can
condition on this memory.

4.3.1 Training a State-Embedding Network

Before learning the navigation policy, we train a state-
embedding network to learn representations of the environ-
ment’s locations. The motivation for introducing this net-
work is to encourage nearby locations in the environment
to have similar representations, while pushing distant lo-
cations to have different ones. However, since we do not
have access to the agent’s position, the notion of distance
between locations in the environment cannot be computed
directly. As in [28], we will use the number of steps taken
by an agent with a random policy to approximate the dis-
tance between locations.

We let an agent with random policy explore the environ-
ment for T steps and denote by (1, ..., ) the correspond-
ing sequence of observations. We ensure that the length of
the computed sequence is 7' by removing the STOP action
from the action space. We then define a reachability label
y;; for each pair of observations (2;,x;) that depends on
their distance in the sequence. More precisely,

1 if |i—j| <k
yl-j:{ i-ilsk pcij<r @

0 otherwise

where k is a hyperparameter.

We train a siamese neural network R, the Reachability
Network [28], to predict the reachability label y;; from a
pair of observations (z;,z;). R is defined by a convolu-
tional network g to embed the observations and a fully-
connected network f to compare the embeddings. There-
fore, we have

R(xs,x5) = f(g(w:), 9(25))- 4)

Note that this stage of training is unsupervised since no re-
ward signal is needed. Also, we apply the same data aug-
mentation techniques to observations during this Reachabil-
ity Network training.

4.3.2 Episodic and Long-term Memories

Once we have a state-embedding network that can differ-
entiate observations from nearby and distant locations, the
agent can collect a compact memory of its previously vis-
ited states. It will then have two distinct memory types: an
episodic memory that contains elements from the current
episode only, and a long-term memory that gathers infor-
mation across multiple episodes.



Episodic Memory. We follow a process similar to Savi-
nov et al. [28] for building episodic memory. At timestep t,
the agent has a memory buffer M;_; with embeddings from
observations seen at previous timesteps. Since storing ev-
ery observation seen by the agent would be inefficient, we
store only observations that are considered novel, i.e., dis-
tant from the current memory vectors. In other words, at
each timestep, we use the network R to compute a reach-
ability score between the current observation x; and the
memory buffer M;_; such that

r(ze, Me—1) = max{ f(g(z¢),m) | m e M;—1}.  (5)

We then use the following rule to update the memory
buffer:

M, = M1 U g()
M,

if r(xt,.Mt_l) < T, ©)
otherwise,

where 7 is the reachability threshold hyperparameter. The
episodic memory is reset after each episode.

Long-Term Memory. In contrast to the episodic memory
that contains only information about the current episode,
long-term memory includes information from previous
episodes. Given a scene s in the dataset, we denote by L;
the state of the long-term memory at timestep ¢ in scene s.
This memory is conserved over consecutive episodes, and is
reset after p episodes in the same scene. Within an episode,
the update rule is similar to that of episodic memory:

ifr(z, Li_q) < T,
i1 otherwise.

Lf _ {L§1 U g(mt) (7)

4.3.3 Attention Module

The navigation policy can use both the episodic and long-
term memories to move towards the target direction. Rather
than using an explicit planner on the memories, we take ad-
vantage of the information stored in them implicitly, using
an attention module.

The attention module has a multi-layer architecture sim-
ilar to Transformers [31]. Each layer consists of a multi-
head attention sublayer (At tn), followed by a feedforward
sublayer (FF). See [3 1] for more details about these sublay-
ers. Unlike Transformers, however, our attention module
attends over a fixed set of vectors. In particular, the first L
layers attend to the episodic memory, while the last L layers
attend to the long-term memory:

forl < L,

3)
for L <1 <2L.

Here, 2! is the output from the [-th layer, but the initial input
29 is obtained by a linear transformation of the joint repre-
sentation computed in Eq. (1): 20 = Ww)™™.

The output from the attention module is then concate-
nated with the joint representation in Eq. (2), so the final
action is now computed by

m(ay|wy, 2*) = FC(cat (W™, 225)). )

5. Experimental Results

5.1. Implementation Details

Task Setup. We conducted all of our experiments on the
Habitat simulator with the Gibson [34] dataset, which con-
tains a set of visually-realistic indoor scenes. We use the
standard 72/14 train/test scene split for this dataset. As
stated above, we do not use the agent’s pose or depth sensor
information. The forward step range and turn angle is set to
(0.25m, 10°) for navigation episodes and (1m, 30°) when
training the reachability network. The maximum number of
steps in an episode is 1k, and the success distance [ is 1m.

Training the Reachability Network. We generate one tra-
jectory per train scene from an agent with a random policy.
We allow 5k steps for each trajectory and remove the stop
action from the action space. This procedure results in a
total of 360k steps from 72 scenes to train the reachability
network. From each trajectory, we sample 1k positive pairs
(within £ = 10 timesteps) and 1k negative pairs, yielding
a dataset of 144k image pairs. We implement the reacha-
bility network as a siamese network with a ResNet18 for
the g function (see Section 4 for notations). Each of the
v views from the RGB observation is passed through the
ResNet separately. We sum the resulting outputs to form the
embedding vector of a panoramic observation. The compar-
ison function f is composed of two hidden layers of dimen-
sion 512. We train this network using SGD for 30 epochs
with a batch size of 256, a learning rate of 0.01, a momen-
tum of 0.9, a weight decay of 10~7, and no dropout.

Training Data for the Navigation Policy. We generated 9k
navigation episodes in each train scene. Following the pro-
tocol from [9], we split our navigation episodes into three
levels of difficulty, based on the distance between the start
and goal locations: easy (1.5 - 3m), medium (3 - Sm), and
hard (5 - 10m). For each scene, we sample 3k start/goal lo-
cation pairs per level of difficulty. Similarly, we sample 100
episodes per test scene and per level of difficulty, resulting
in 4.2k test episodes. The exact episodes used in this work
will be made available as a dataset.

Adding Training Scenes. In some of our experiments, to
improve the generalization of our model, we used an ex-
tended set of scenes from the Gibson dataset. Appart from
the 72 standard training scenes used for comparison, we



Easy Medium Hard Overall
Model Setup Succ  SPL Succ SPL Succ SPL Succ SPL
ResNet + GRU + IL [9] 0.57 0.23 0.14 0.06 0.04 0.02 025 0.10
Target-Driven RL [37] 056 0.22 0.17 0.06 0.06 0.02 026 0.10
Active Neural SLAM [6] 0.63 0.45 0.31 0.18 0.12 0.07 035 0.23
Neural Topological SLAM [9] 0.80 0.60 047 0.31 037 0.22 0.55 0.38
Our Method v Comparable 0.69 0.53 0.62 0.48 0.54 0.40 0.61 047
Our Method X Extended 0.77  0.60 0.72 0.56 0.64 047 0.71 0.54

Table 1. Comparison of our proposed model with several baselines and recent approaches. We compare two versions of our method: the
first one trained on the standard dataset and without long-term memory is comparable to other methods, while the second one is trained
on an extended set of scenes and uses long-term memory. We report success rate and SPL, over three levels of difficulty. Our method
significantly improves over all the previous approaches, almost doubling the SPL on hard episodes.

consider 150 additional scans which are usually rated as be-
ing of poor quality. Using this additional data, we generated
an extended training set by sampling 9k navigation episodes
from 222 scenes in total.

Navigation Policy Implementation. At the beginning of
each episode, the simulator generates the observation from
the goal location as a v X 3 x 128 x 128 panoramic RGB im-
age and gives it to the agent as target observation. We use a
ResNet18 with shared weights for encoding the current and
target observations in the policy. The size of the embedding
space is 512. We concatenate the encoder’s outputs for the
v views of the current observation and feed into an LSTM
with two recurrent layers. Our attention module consists of
4 stacked layers of a 4-headed attention network. We set the
buffer’s capacity to 20 for the episodic memory and 100 for
the long-term memory. We train the policy using DDPPO
for 50k updates, with 2 PPO epochs, a forward of 64 steps,
an entropy coefficient of 0.01, and a clipping of 0.2. We use
the Adam optimizer with a learning rate of 2.5e — 4.

Data Augmentation. For the training stages of both the
reachability network and the navigation policy, we used ran-
dom cropping with a minimum scale of 0.8 and color jitter-
ing with value 0.2 for brightness, contrast, saturation, and
hue levels. These transformations are applied at two differ-
ent levels when training the navigation policy: (i) when the
agent samples the action a; from the policy, and (ii) dur-
ing the forward-backward in PPO. Note that, for these two
steps, the transformation applied to the images is indepen-
dent and results in different input images.

Baselines. To compare with previous works, we follow the
protocol of [9]. We compared the performance of our model
against the methods that are reported in this work: ResNet
+ GRU + IL [9], Target-Driven RL [37], Active Neural
SLAM [6] and Neural Topological SLAM [9].

5.2. Image-Goal navigation

As a first empirical evaluation, we compare our method
against the aforementioned state of the art and baselines on
the image-goal navigation task. We compare with two ver-
sions of our method: the first one was trained on the stan-
dard training set and does not use the long-term memory. It
is therefore fully-comparable to baselines as it does not use
extra information. The second one was trained on the ex-
tended training set (as described in Section 5.1) and uses the
long-term memory. It therefore uses privileged information
and is not directly comparable to other methods. We trained
both our models for S00M steps for three random seeds, and
evaluated on the corresponding validation set. For the base-
lines, we report numbers from [9]. We show the results of
this experiment in Table 1.

The performance obtained with the first version of our
memory-augmented policy is superior to that of previous
work by a significant margin (+9% SPL on average). We
obtain this strong performance while - as opposed to pre-
vious work - not using any kind of position information.
What is interesting is that the improvement over [9] is the
strongest on harder episodes. While the proposed approach
fails to improve on easy episodes, the improvement is of
+17% SPL for medium and +18% for hard. This is partic-
ularly interesting as medium and hard constitute actual nav-
igation tasks with the foal not being in direct line of sight
from the start. The poor performance on easy, is potentially
due to the lack of position features or using a discretized
panoramic observation. In [9], the authors use equally di-
vided equirectangular projection of the surroundings.

For the second version of our method with long-term
memory and trained on an extended set of scenes, the im-
provement over previous methods is even bigger: +25%
SPL for medium, +26% for hard, and +18% on average.



Steps Model Easy Med. Hard Overall

RL 041 035 024 0.33
+ Data Aug. 048 043 035 0.42

250M +Ep. Memory 049 045 0.37 0.44
+ LT Memory 050 045 0.38 0.45
+ More scenes  0.53 047 0.40 0.47
RL 044 037 0.26 0.36
+ Data Aug. 0.55 050 042 0.49
500M + Ep. Memory 0.53 048 0.40 0.47

+ LT Memory  0.53 049 041 0.48
+ More Scenes  0.60 0.56 047 0.54

Table 2. Ablation study of our method. We present the SPL ob-
tained with five variants of the model. For completeness, we re-
port the performance of models trained for 250M simulation steps
as well as for S00M steps.

5.3. Ablation Study and Analysis

In order to understand the design choices in our model
better, we conduct several analysis experiments. We evalu-
ate the impact of panoramic observations, discuss the reg-
ularization effect of data augmentation and do an ablation
study on the setup presented in Table 1.

Ablation Study. We carry out an ablation study, in which
we evaluate the performance of our basic target-driven RL,
as well as the improvements brought by data augmenta-
tion, the memory-based model and adding more scenes to
the training set. To this end, we train five variants of our
model: (i) RL, the vanilla target-driven RL baseline to
which we consecutively add (ii) Data Aug., the data aug-
mentation module, (iii) Ep. Memory, the episodic memory
module, (iv) LT Memory, the long-term memory module,
and (v) More Scenes, the whole model trained on the ex-
tended set of scenes. We train these models for 250M and
500M steps for three random seeds and report the average
SPL obtained by the agent on the test set, on easy, medium
and hard episodes. We present the results in Table 2.

First of all, we see that using data augmentation when
training a RL-based navigation policy in this context im-
proves the SPL significantly. When trained for 250M steps,
the gap with the vanilla baseline is +9% overall and grows
to +13% when the model is trained further. The gains
from augmenting the training data with colorjitter and crops
seems to be more important on hard episodes (+16%) than
easy ones (+11%). Second, we observe that the long-term
memory-based policy improves over the extremely com-
petitive data-augmented baseline when trained for 250M
steps (+3% on average). When trained further, the gap
then shrinks and the proposed memory-based model works
slightly worse than the data-augmented one (—1%). We
posit that this is partly due to the limited definition of the

Number of views 1 3 4 6

SPL 0.08 031 036 036
Frames per sec. 1890 2000 2080 2340

Table 3.  Analysis of the SPL obtained with the RL baseline
for various panoramic view configurations. We report the aver-
age SPL as well as the number of frames that we can process per
second for the given configuration.

navigation task. Indeed, the proposed model is designed to
help navigation in complex episodes, where the goal is fur-
ther away. In order to test this hypothesis, we further eval-
uate this aspect in Sec. 5.4. Finally, we observe that adding
more training scenes improves significantly the generaliza-
tion of the model. The performance gap with the model
trained on the standard dataset is +2% SPL after 250M
steps and grows to +6% when the model is trained further.

Panoramic Observations. As a first analysis, we study the
impact of the nature of panoramic observations on the final
navigation performance. As described in Sec. 3, we gen-
erate panoramic observations by equally spaced planar ob-
servations around the agent. In this experiment, we com-
pare the performance of a vanilla Target-Driven RL model
trained with 1, 3, 4 and 6 views around the agent. We let
the model train for S00M steps for three random seeds and
report the average SPL obtained by this agent in Table 3.

The first thing we observe from Table 3, is that an agent
trained with a single view i.e. without panoramic observa-
tions, completely fails to learn a successful policy, obtaining
only 0.08 SPL. This result is quite intuitive, as the relative
localization with respect to the goal is made much easier by
multiple views, removing the need for additional search if
the goal is behind the agent. Better performance is obtained
with either four or six views, with an SPL of 0.36. Second,
we see that there is a tradeoff between the performance we
obtain and the additional runtime required with more views.
Because of that, in our experiments, we run all the variants
of the models with four views.

Data Augmentation and Overfitting. Here, we evaluate
the capacity of our navigation agent to generalize to unseen
environments. We investigate how data augmentation al-
lows us to bridge the train / test gap observed on this task.
To this end, we plot the train and test SPL during the train-
ing phase of the agent. We report this experiment for the
vanilla Target-Driven RL, as well as for the same model
with data augmentation in Fig. 4.

By looking at the train and test SPL for the two methods,
we see that the generalization gap is huge (almost 65% for
the RL baseline). The use of data augmentation allows to
remedy this problem reducing this gap to about 40%. An
interesting observation is that data augmentation not only
improves the test performance but also helps faster conver-
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Figure 4. Performance measured in SPL as a function of training
steps taken in the environment for the RL baseline (RL) and with
data augmentation (+ Data Aug.). We report both the training SPL.
(dashed line) and the test SPL (solid line) on the same figure. The
generalization gap is large and can be reduced by using classical
computer vision data augmentation. The black mark at 25M steps
correspond to the Target-Driven RL baseline as reported in [9].

Model Easy Med. Hard Extra Overall

RL 029 024 017 0.04 0.18
+ Data Aug. 036 032 027 011 0.27
+Ep. Memory 038 037 032 0.11 0.29
+LT Memory 042 040 035 0.11 0.32

Table 4. Evaluating our model and the ablated variants on the
extra dataset. We train our model for S00M steps on a combina-
tion of easy, medium, hard, extra episodes. The resulting dataset
contains on average much longer training episodes, making the
learning harder.

gence (+2% on the train SPL), as opposed to what is usually
observed in traditional supervised scenarios.

Finally, we set a mark on the train and test SPL at 25M
steps, which is the number of environment steps used to
train the Target-Driven RL baseline reported in [9]. We
see that the performance of a reinforcement-based model
with so few steps is quite poor. Models trained with RL are
really trained on-line, blurring the line between number of
samples and number of model updates. At the same time,
models such as [6, 9], trained with supervised learning ob-
jectives require a lower number of samples, but still need
multiple passes over the data to train properly.

5.4. Training on Extra-Hard Data

Following the ablation study carried out in Sec. 5.3,
we observe that when trained for longer, the improvement
brought by our model over the data-augmented baseline
shrinks. We posit that this is because the original dataset
composed of easy, medium and hard episodes is too sim-
ple. We generated an additional portion of training and test
episodes that we refer to as extra. These episodes have a
goal that is between 10 and 15m away from the start loca-
tion, thus are more challenging. We train two versions of

our model and two baselines on easy, medium, hard, and
extra episodes and report results in Table 4.

First, when the model is trained on the extended train-
ing set, the performance on the test set is slightly worse
than when trained on the standard training set. This is due
to the fact that, when adding the extra split to the training
set, the agent spends less time learning to navigate on easy,
medium and hard episodes. Second, we observe that while
our memory module did not lead to better performance than
the baseline with data augmentation on the standard set, it
actually outperforms this baseline when trained on the ex-
tended set. The improvement over data-augmentated RL is
+8% SPL on medium episodes and +9% SPL on hard ones.

5.5. Qualitative Results

Figure 5 shows a few success and failure cases from
episodes of the test dataset. From the success cases, we see
that our agent successfully learnt to navigate to challenging
locations, that are distant from the start location (5-a) and/or
located at extremities of the scenes (5-c, 5-d). Moreover our
agent shows interesting skills, like bypassing obstacles (5-c)
or look around in a room (5-b). From the failure cases, we
see that our agent has still some undesired behaviour. For
example, it can get stuck in loops (5-f), stop too early (5-h),
or fail to reach some extremely challenging goals (5-g).

6. Conclusion

In this paper, we have presented a memory-endowed
agent that we propose to train with reinforcement learn-
ing. This memory is accessed in the navigation policy using
a transformer-inspired neural network, with attention mod-
ules over past experiences. We leverage classical computer
vision data augmentation strategies to regularize the learn-
ing of the model. We evaluated our agent on the challenging
task of image-goal navigation, and have shown that it sur-
passes previous work by a fair margin. When we train our
model without the proposed memory module, it constitutes
a very strong RL-based baseline for the task. In order to
showcase the performance of the agent in a very complex
setup, we extended the dataset proposed by [9] by adding
episodes with goals 10-15m away. In future work, we plan
to improve the training of the state-embedding network and
allow the policy to better exploit information in the memory.
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A. Analysis of the Reachability Network

We begin with additional details about training the reach-
ability network and then present a few qualitative visualisa-
tions.

A.l. Architecure & Training Details

We adapted the architecture of the reachability network
presented in [28] to work with panoramic views in realis-
tic environments. An illustration of this model is shown in
Figure 6. The main differences with [28] are the use of a
data augmentation module, that applies transformations to
the RGB input of the network, and an additional layer to
handle panoramic observations. This layer aggregates the
ResNet output for each of the v views into one feature vec-
tor. We experimented with two architectures for this layer:
(i) cat + FC: where we concatenate the ResNet output for
each of the v views and feed this large vector into a one-
layer fully-connected module, and (ii) sum: where we sim-
ply sum these v vectors. Contrary to (i), (ii) has the in-
teresting property of yielding embeddings that are rotation
invariant—the resulting feature vector from a location of
the environment will be the same for every direction of the
agent.

Data augmentation Reachability Network

cat + FC
> — H
obsl
tied or
weights
sum
cat
obs2

Figure 6. Architecture of the reachability network. We adapted
the architecure from [28] by using a data augmentation module
and a layer that handles panoramic observations. The output of
the last fully-connected module is the similarity score between the
two observations.

We compare the train and validation performance of
these two design variants, and the influence of using data
augmentation for training the reachability network. The re-
sults are shown in Figure 7. First, we observe that using
data augmentation reduces overfitting in both the setups,
and yields a better validation accuracy in these two cases.
Second, we see that summing panoramic features allows to
achieve better train and validation performance than con-
catenating them. One explanation for this is that the rotation
invariance explained above is facilitating the learning. For
all of our navigation policy learning experiments, we chose
the setup sum + augmentation for training the reachability
networks that encodes the memory vectors.
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Figure 7. Training and validation curves for the reachability net-
work. We tested four setups, that compare the use of data aug-
mentation and the choice of the aggregation layer for panoramic
features.

A.2. Qualitative Visualisations

We visualise the quality of the reachability network with
the following experiment. First, we put the agent at a ran-
dom location in the environment and sample an observa-
tion x from there. Then, we randomly sample /N observa-
tions in the environment and for each of these observations,
we compute their similarity score with observation x, us-
ing the reachability network. We present these results on a
heat-map, where the colour at a location represents the cor-
responding similarity score. Some examples are shown in
Figure 8. We see that the high similarity scores are at lo-
cations that are around the comparison observation, which
implies that the reachability network performs well at learn-
ing representations that are similar for nearby locations, and
dissimilar for representations that are far away. Since these
experiments are shown on a validation environment, we
note that the reachability network generalizes well to un-
seen environments.

We also visualise the state of the episodic and long-
term memories for consecutive validation episodes in Fig-
ure 9. From this, we observe how these memories are filled
through consecutive validation episodes. After 100 naviga-
tion episodes (9-d), the long-term memory is well filled and
covers most of the environment. This allows the agent to
reach challenging goals.



(d) (e) ®
Figure 8. Heat-maps of the similarity score between the observation (the red point) and the observations at N = 2000 points sampled
randomly in the environment. The colour at a location corresponds to the similarity score at that location: low values, close to 0, are in
dark violet and high values, close to 1, in yellow. These visualisations were performed on Eastville: an environment of the validation set.
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Figure 9. Visualisation of the agent’s trajectory, episodic and long-term memories for first, second, fifth and 100th episode in the Eastville
environment. The start and goal locations are shown in black, goal location being circled by a line showing the success area. The blue
points represent the location of the episodic and long-term memory vectors. The episodic memory is reset after each episode, while the
long-term memory remains for 100 episodes in the same scene.
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