
HAL Id: hal-03110632
https://inria.hal.science/hal-03110632v2

Submitted on 7 Sep 2021

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.

Concept Generalization in Visual Representation
Learning

Mert Bulent Sariyildiz, Yannis Kalantidis, Diane Larlus, Karteek Alahari

To cite this version:
Mert Bulent Sariyildiz, Yannis Kalantidis, Diane Larlus, Karteek Alahari. Concept Generalization
in Visual Representation Learning. ICCV 2021 - International Conference on Computer Vision, Oct
2021, Virtual, Canada. �hal-03110632v2�

https://inria.hal.science/hal-03110632v2
https://hal.archives-ouvertes.fr
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1 NAVER LABS Europe 2 Inria*

Figure 1: An overview of our Concept Generalization (CoG) benchmark. (a) An example of five concepts from the
ImageNet-21K dataset [11] (IN-21K), ranked by increasing semantic distance (decreasing Lin similarity [34]) to the ImageNet-
1K (IN-1K) dataset [47] concept “Tiger cat”. (b) We rank the 21K concepts of IN-21K according to their semantic distance to
the 1000 concepts of IN-1K and split the ranked list to extract 5 groups of 1000 concepts. We refer to the five IN-1K-sized
datasets of increasing semantic distance from IN-1K as concept generalization levels, denoted as L1/2/3/4/5. (c) The proposed
ImageNet-CoG benchmark uses a model trained on IN-1K as a feature extractor and evaluates its concept generalization
capabilities by learning linear classifiers for each level of more and more challenging unseen concepts.

Abstract

Measuring concept generalization, i.e., the extent to
which models trained on a set of (seen) visual concepts can
be leveraged to recognize a new set of (unseen) concepts, is a
popular way of evaluating visual representations, especially
in a self-supervised learning framework. Nonetheless, the
choice of unseen concepts for such an evaluation is usually
made arbitrarily, and independently from the seen concepts
used to train representations, thus ignoring any semantic re-
lationships between the two. In this paper, we argue that the
semantic relationships between seen and unseen concepts
affect generalization performance and propose ImageNet-
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CoG,1 a novel benchmark on the ImageNet-21K (IN-21K)
dataset that enables measuring concept generalization in
a principled way. Our benchmark leverages expert knowl-
edge that comes from WordNet in order to define a sequence
of unseen IN-21K concept sets that are semantically more
and more distant from the ImageNet-1K (IN-1K) subset, a
ubiquitous training set. This allows us to benchmark visual
representations learned on IN-1K out-of-the box. We con-
duct a large-scale study encompassing 31 convolution and
transformer-based models and show how different architec-
tures, levels of supervision, regularization techniques and
use of web data impact the concept generalization perfor-
mance.

1https://europe.naverlabs.com/cog-benchmark



1. Introduction
There has been an increasing effort to tackle the need

for manually-annotated large-scale data in deep models via
transfer learning, i.e., by transferring representations learned
on resourceful datasets and tasks to problems where anno-
tations are scarce. Prior work has achieved this in various
ways, such as, imitating knowledge transfer in low-data
regimes [60], exploiting unlabeled data in a self- [22] or
weakly- [37] supervised manner.

The quality of the learned visual representations for trans-
fer learning is usually determined by checking whether they
are useful for, i.e., generalize to, a wide range of downstream
vision tasks. Thus, it is imperative to quantify this gener-
alization, which has several facets, such as generalization
to different input distributions (e.g., from synthetic images
to natural ones), to new tasks (e.g., from image classifica-
tion to object detection), or to different semantic concepts
(e.g., across different object categories or scene labels). Al-
though the first two facets have received much attention
recently [18, 20], we observe that a more principled analysis
is needed for the last one.

As also noted by [12, 67], the effectiveness of knowledge
transfer between two tasks is closely related to the seman-
tic similarity between the concepts considered in each task.
However, assessing this relatedness is not straightforward,
as the semantic extent of a concept may depend on the task
itself. In practice, models consider an exhaustive list of
downstream tasks that cover a wide range of concepts [7,29]
in order to test their transfer learning capabilities. Previ-
ous attempts discussing this issue have been limited to in-
tuition [67, 75]. We still know little about the impact of
the semantic relationship between the concepts seen during
training visual representations and those seen during their
evaluation (seen and unseen concepts, respectively).

In this paper, we study the generalization capabilities of
visual representations across concepts that exist in a large,
popular, and broad ontology, the subset of WordNet [41]
used to build ImageNet-21K [11] (IN-21K), while keeping
all the other generalization facets fixed. Starting from a set
of seen concepts, the concepts from the popular ImageNet-
1K [47] (IN-1K) dataset, we leverage semantic similarity
metrics based on this ontology crafted by experts to measure
the semantic distance between IN-1K and every unseen con-
cept (i.e., any concept from IN-21K that is not in IN-1K).
We rank unseen concepts with respect to their distance to
IN-1K and define a sequence of five, IN-1K-sized concept
generalization levels, each consisting of a distinct set of un-
seen concepts with increasing semantic distance to the seen
ones. This results in a large-scale benchmark that consists
of five thousand concepts, that we refer to as the ImageNet
Concept Generalization benchmark, or ImageNet-CoG in
short. The benchmark construction process is illustrated in
Fig. 1.

Given a model trained on IN-1K, the evaluation protocol
for ImageNet-CoG consists of two phases: it first extracts
features for images of IN-1K and of the five concept gen-
eralization levels, and then learns individual classifiers, for
each level, using a varying amount of samples per concept.
By defining the set of seen concepts for our benchmark to
be IN-1K classes, we are able to evaluate models trained on
IN-1K out-of-the box. We therefore use publicly available
pretrained models and analyse a large number of popular
models under the prism of concept generalization. Our con-
tributions are as follows.
• We propose a systematic way to study concept general-

ization, by defining a set of seen concepts along with sets
of unseen concepts that are semantically more and more
distant from the seen ones.

• We design ImageNet-CoG, a large-scale benchmark,
which embodies this systematic way. It is designed to
evaluate models pretrained on IN-1K out-of-the-box and
draws unseen concepts from the rest of the IN-21K dataset.
We measure concept generalization performance on five,
IN-1K-sized levels, by learning classifiers with a few or
all the training images from the unseen concepts.

• We conduct a large-scale study benchmarking 31 state-
of-the-art visual representation learning approaches on
ImageNet-CoG and analyse how different architectures,
levels of supervision, regularization techniques and addi-
tional web data impact the concept generalization perfor-
mance, uncovering several interesting insights.

2. Related Work

Generalization has been studied under different perspec-
tives such as regularization [52] and augmentation [69] tech-
niques, links to human cognition [16], or developing quan-
titative metrics to better understand it, e.g., through loss
functions [31] or complexity measures [42]. Several di-
mensions of generalization have also been explored in the
context of computer vision, for instance, generalization to
different visual distributions of the same concepts (domain
adaptation) [10], or generalization across tasks [71]. General-
ization across concepts is a crucial part of zero-shot [51] and
few-shot [60] learning. We study this particular dimension,
concept generalization, whose goal is to transfer knowledge
acquired on a set of seen concepts, to newly encountered
unseen concepts as effectively as possible. Different from
existing work, we take a systematic approach by considering
the semantic similarity between seen and unseen concepts
when measuring concept generalization.

Towards a structure of the concept space. One of the first
requirements for rigorously evaluating concept generaliza-
tion is structuring the concept space, in order to analyze the
impact of concepts present during pretraining and transfer
stages. However, previous work rarely discusses the par-



ticular choices of splits (seen vs. unseen) of their data, and
random sampling of concepts remains the most common
approach [21, 24, 30, 63]. A handful of methods leverage
relations designed by experts. The WordNet graph [41] for
instance helps build dataset splits in [15, 67] and a domain-
specific ontology is used to test cross-domain generaliza-
tion [20, 61]. These splits are however based on heuristics,
instead of principled mechanisms built on semantic relation-
ship between concepts as we do in this paper.

Transfer learning evaluations. When it comes to evaluat-
ing the quality of visual representations, the gold standard
is to benchmark models by solving diverse tasks such as
classification, detection, segmentation and retrieval on many
datasets [4, 7, 13, 18, 22, 29, 73]. The most commonly used
datasets are IN-1K [47], Places [76], SUN [64], Pascal-
VOC [14], MS-COCO [35]. Such choices, however, are
often made independently from the dataset used to train the
visual representations, ignoring their semantic relationship.

In summary, semantic relations between pretraining and
transfer tasks have been overlooked in evaluating the quality
of visual representations. To address this issue, we present a
controlled evaluation protocol that factors in such relations.

3. Our ImageNet CoG Benchmark

Transfer learning performance is highly sensitive to the se-
mantic similarity between concepts in the pretraining and the
target datasets [12, 67]. Studying this relationship requires
carefully constructed evaluation protocols: i) controlling
which concepts a model has been exposed to during train-
ing (seen concepts), and ii) the semantic distance between
these seen concepts and those considered for the transfer task
(unseen concepts). As discussed earlier, current evaluation
protocols severely fall short on handling these aspects. To
fill this gap, we propose ImageNet Concept Generalization
(CoG)—a benchmark composed of multiple image sets, one
for pretraining and several others for transfer, curated in a
controlled manner in order to measure the transfer learning
performance of visual representations to sets of unseen con-
cepts with increasingly distant semantics from the ones seen
during training.

While designing this benchmark, we considered several
important points. First, in order to exclusively focus on
concept generalization, we need a controlled setup tailored
for this specific aspect of generalization. In other words,
we need to make sure that the only change between the
pretraining and the transfer datasets is the set of concepts.
In particular, we need the input image distribution (natural
images) and the annotation process (which may determine
the statistics of images [57]) to remain constant.

Second, to determine the semantic similarity between
two concepts, we need an auxiliary knowledge base that
can provide a notion of semantic relatedness between visual

concepts. It can be manually defined with expert knowl-
edge, e.g., WordNet [41], or automatically constructed, for
instance by a language model, e.g., word2vec [40].

Third, the choice of the pretraining and target datasets is
crucial. We need these datasets to have diverse object-level
images [2] and to be as less biased as possible, e.g., towards
canonical views [39].

Conveniently, the IN-21K dataset fulfills all these re-
quirements. We therefore choose it as the source of im-
ages and concepts for our benchmark. IN-21K contains
14,197,122 curated images covering 21,841 concepts, all of
which are further mapped into synsets from the WordNet
ontology, which we use to measure semantic similarity.

In the rest of this section, we first define the disjoint sets
of seen and unseen concepts, then present our methodology
to build different levels for evaluating concept generalization,
and describe the evaluation protocol.

3.1. Seen concepts

We make a natural choice and use the 1000 classes from
the ubiquitous IN-1K dataset [47] as the set of our seen
concepts. IN-1K is a subset of the IN-21K [11]. It consists of
1.28M images and has been used as the standard benchmark
for evaluating novel computer vision architectures [23, 50,
53, 58], regularization techniques [49, 59, 69, 74] as well as
self- and semi-supervised models [5, 8, 19, 22, 65].

Choosing IN-1K as the seen classes further offers sev-
eral advantages. Future contributions, following standard
practice, could train their models on IN-1K, and then sim-
ply evaluate generalization on our benchmark with their
pretrained models. It also enables us to benchmark visual
representations learned on IN-1K out-of-the box, using pub-
licly available models (as shown in Sec. 4).

3.2. Selecting eligible unseen concepts

We start from the Fall 2011 version of the IN-21K. [11]
dataset2 Since we are interested in concepts that are not seen
during training, we explicitly remove the 1000 concepts of
IN-1K. We also remove all the concepts that are ancestors of
these 1000 in the WordNet [41] hierarchy. For instance, the
concept “cat” is discarded since its child concept “tiger cat”
is in IN-1K. It was recently shown that a subset of IN-21K
categories might exhibit undesirable behavior in downstream
computer vision applications [66]. We therefore discard all
the concepts under the ‘person’ sub-tree. In addition, we
chose to discard a small set of potentially offensive con-
cepts (see supplementary material for details). We follow
IN-1K [47] and keep only concepts that have at least 782

2Note that the recently released Winter 2021 ImageNet version shares
the same set of images for all the unseen concepts selected in our benchmark
with the Fall 2011 one. We refer the reader to the supplementary for further
discussion on both the recent Winter 2021 release as well as a newer, blurred
version of IN-1K.
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Figure 2: Concept generalization levels. We rank all the
5146 eligible IN-21K unseen concepts with respect to their
similarity to IN-1K using Eq. (2) and split the ranked list
into 5 groups of 1000 concepts each. Each group defines
a concept generalization level, each denoted by L1/2/3/4/5.
Gray-shaded areas correspond to concepts that are ignored.

images, ensuring a relatively balanced benchmark. Finally,
we discard concepts that are not leaf nodes in the WordNet
subgraph defined by all so-far-eligible concepts. Formally,
for any c1 and c2 in the set of unseen concepts, we discard
c1 if c1 is a parent of c2. These requirements reduce the set
of eligible unseen IN-21K concepts to 5146 categories.

3.3. Concept generalization levels

Our next step is defining a sequence of unseen concept
sets, each with decreasing semantic similarity to the seen
concepts in IN-1K. We refer to each one of these as a con-
cept generalization level. They allow us to measure concept
generalization in a controlled setting, i.e., to consider in-
creasingly difficult transfer learning scenarios.

Recall that IN-21K is built on top of the word ontology
WordNet, where distinct concepts or synsets are linked ac-
cording to their semantic relationships drafted by linguists.
This enables the use of existing semantic similarity mea-
sures [3] that exploit the graph structure of WordNet to cap-
ture the semantic relatedness of pairs of concepts. Following
prior work [12, 46], we use Lin similarity [34] to define a
concept-to-concept similarity. The Lin similarity between
two concepts c1 and c2 is given by:

simLin(c1, c2) =
2× IC(LCS(c1, c2))

IC(c1) + IC(c2)
, (1)

where LCS denotes the lowest common subsumer of two
concepts in the WordNet graph, and IC(c) = − log p(c) is
the information content of a concept with probability p(c)
of encountering an instance of concept c in a specific corpus
(in our case the subgraph of WordNet including all IN-21K
concepts and their parents till the root node of WordNet:
‘entity’). Following [44, 45], we define p(c) as the number
of concepts that exist under c divided by the total number of

concepts in the corpus. An example of five concepts from
IN-21K ranked by decreasing Lin similarity to the IN-1K
concept “Tiger cat” is shown in Fig. 1(a).

We extend the above formulation to define the asymmetric
similarity between the set of seen concepts from IN-1K,
CIN-1K, and any unseen concept c as the maximum similarity
between any concept from IN-1K and c:

simIN-1K(c) = max
c̃ ∈ CIN-1K

(simLin(c, c̃)). (2)

While designing our benchmark, we considered different
semantic similarity measures before choosing Lin similar-
ity. We explored other measures defined on the WordNet
graph [38], such as the path-based Wu-Palmer [62] and the
information content-based Jiang-Conrath [25]. We also con-
sidered semantic similarities based on Word2Vec representa-
tions [40] of the titles and textual descriptions of the concepts.
Our experiments with these alternative measures led to ob-
servations similar to the ones presented in Sec. 4 for Lin
similarity. We refer the curious reader to the supplementary
material for additional results with some of these measures.

With the similarity measure defined, our goal now is to
group all eligible unseen concepts into multiple evaluation
sets, which are increasingly challenging in terms of general-
ization. To ensure this, we would like the concepts contained
in each consecutive set to be of decreasing semantic simi-
larity to any concept from IN-1K. We achieve this by first
ranking all unseen concepts with respect to their similarity
to IN-1K using Eq. (2). Then, we split the ranked list into
groups of consecutive concepts as shown in Fig. 2; each
group corresponds to a concept generalization level.

We design our levels to be comparable to IN-1K [47],
and therefore choose 1000 concepts per level. With 5146
eligible unseen concepts, we populate five sets. For increased
diversity, we utilize the full span of the ranked list and end up
with small gaps between levels (see supplementary material
for more details). We denote the five concept generalization
levels as L1/2/3/4/5. Similar to [47], we further limit the
maximum number of training images per concept to 1300.
This brings the total number of training images per level
to 1.10 million, which is close to the 1.28 million training
images of IN-1K.

3.4. Evaluation protocol

We now present the protocol for ImageNet-CoG, and sum-
marize the metrics for the different experiments presented
in Sec. 4. The benchmark consists of two phases. First, a
feature extraction phase, where the model trained on IN-1K
is used to extract features, followed by the evaluation phase
that is conducted on each level independently. An overview
of the benchmark is presented in the gray box.



The ImageNet-CoG benchmark in a nutshell

Prerequisites:
A model pretrained on IN-1K
Sets of unseen concepts organized in levels L1/2/3/4/5

Phase 1: Feature extraction
Use the model to extract image features for all image sets.

Phase 2: Evaluation
For the seen concepts (IN-1K) and for each level of unseen
concepts (L1/2/3/4/5), separately:

• Learn a linear classifier using all the training data
< How resilient is my model to the semantic distance
between seen and unseen concepts?>

• Learn a linear classifier using N ∈ {1, 2, 4, . . . , 128}
samples per concept.
< How fast can my model adapt to new concepts?>

3.4.1 Phase 1: Feature extraction

We base our protocol on the assumption that good visual
representations should generalize to new tasks with minimal
effort, i.e., without fine-tuning the backbones. Therefore,
our benchmark only uses the pretrained backbones as fea-
ture extractors and decouples representation from evaluation.
Concretely, we assume a model learned on the training set of
IN-1K. We use this model as an encoder to extract features
for images of IN-1K and of all the five levels L1/2/3/4/5.

We extract features from the layer right before the clas-
sifiers from the respective models, following recent find-
ings [27] that suggest that residual connections prevent back-
bones from overfitting to pretraining tasks. We ℓ2-normalize
the features and extract them offline: no data augmentation
is applied when learning the subsequent classifiers.

3.4.2 Phase 2: Evaluation

We learn linear logistic regression classifiers for each level
using all available training images. Since each level is by
design a dataset approximately as big as IN-1K, we also
learn linear classifiers on IN-1K with the same protocol; this
allows us to compare performance across seen and unseen
concepts. We also evaluate how efficiently models adapt
when learning unseen concepts, i.e. how many samples they
need to do so, by performing few-shot concept classification.

3.4.3 Metrics and implementation details

We report top-1 accuracy for all the experiments. Absolute
accuracy numbers are comparable across IN-1K and each
level by construction, since all the levels share the same
number of concepts and have training sets of approximately

the same size. However, we mostly plot accuracy relative
to a baseline model, for two reasons: (i) it makes the plots
clearer and the differences easier to grasp, (ii) the perfor-
mance range at each level is slightly different so it helps
visualizing the trends better.

To create the train/test split, we randomly select 50 sam-
ples as the test set for each concept and use the remaining
ones (at least 732, at most 1300) as a training set. We use
part of the training data to optimize the hyper-parameters of
the logistic regression for each level; see details in Sec. 4.

We use Optuna [1] to optimize the learning rate and
weight decay hyper-parameters for every model and every
level; we use 20% of the training sets as a validation set to
find the best configuration and then re-train using the com-
plete training set. We report results only on the test sets.
We repeat the hyper-parameter selection 5 times with differ-
ent seeds, and report the mean of the final scores; standard
deviation is also presented in all figures.

4. Evaluating models on ImageNet-CoG
We now present our large-scale experimental study which

analyzes how different CNN-based and transformer-based vi-
sual representation models behave on our benchmark, follow-
ing the evaluation protocol defined in the previous section.
For clarity, we only highlight a subset of our experiments
and provide additional results in the supplementary material.

4.1. Models

We choose 31 models to benchmark and present the com-
plete list in Tab. 1. To ease comparisons and discussions, we
split the models into the following four categories.
Architecture. We consider several architectures includ-
ing CNN-based (a-VGG19 [50], a-Inception-v3 [53],
ResNet50, a-ResNet152 [23]), transformer-based (a-DeiT-
S [58], a-DeiT-S-distilled, a-DeiT-B-distilled, a-T2T-ViT-
t-14 [68]) and neural architecture search (a-NAT-M4 [36],
a-EfficientNet-B1 [54], a-EfficientNet-B4 [54]) backbones
with varying complexities. We color-code the models in
this category into two groups, depending on whether their
number of parameters are comparable to ResNet50 (red) or
not (orange); If they do, they are also directly comparable to
all models from the following categories.
Self-supervision. ResNet50-sized models trained in a self-
supervised manner (in blue) include contrastive (s-SimCLR-
v2 [7, 8], s-MoCo-v2 [9, 22], s-InfoMin [56], s-MoCHi [26],
s-BYOL [19]), clustering-based (s-SwAV [5], s-OBoW [17],
s-DINO [6]), feature de-correlation (s-BarlowTwins [72]),
and distilled (s-CompReSS [28]) models.
Regularization. ResNet50-sized models with label regu-
larization techniques (in purple) applied during the training
phase include distillation (r-MEAL-v2 [49]), label augmenta-
tion (r-MixUp [74], r-Manifold-MixUp [59], r-CutMix [69]



Model Notes (optionally # param. / amount of extra data)

Reference model: ResNet50 [23]
ResNet50 Baseline model from the torchvision package (23.5M)

Architecture: Models with different backbone
a-T2T-ViT-t-14 [68] Visual transformer (21.1M)
a-DeiT-S [58] Visual transformer (21.7M)
a-DeiT-S-distilled [58] Distilled a-DeiT-S (21.7M)
a-Inception-v3 [53] CNN with inception modules (25.1M)
a-NAT-M4 [36] Neural architecture search model (7.6M)
a-EfficientNet-B1 [54] Neural architecture search model (6.5M)
a-EfficientNet-B4 [54] Neural architecture search model (17.5M)
a-DeiT-B-distilled [58] Bigger version of a-DeiT-S-distilled (86.1M)
a-ResNet152 [23] Bigger version of ResNet50 (58.1M)
a-VGG19 [50] Simple CNN architecture (139.6M)

Self-supervision: ResNet50 models trained in this framework
s-SimCLR-v2 [7, 8] Online instance discrimination (ID)
s-MoCo-v2 [9, 22] ID with momentum encoder and memory bank
s-BYOL [19] Negative-free ID with momentum encoder
s-MoCHi [26] ID with negative pair mining
s-InfoMin [56] ID with careful positive pair selection
s-OBoW [17] Online bag-of-visual-words prediction
s-SwAV [5] Online clustering
s-DINO [6] Online clustering
s-BarlowTwins [72] Feature de-correlation using positive pairs
s-CompReSS [28] Distilled from SimCLR-v1 [7] (with ResNet50x4)

Regularization: ResNet50 models with additional regularization
r-MixUp [74] Label-associated data augmentation
r-Manifold-MixUp [59] Label-associated data augmentation
r-CutMix [69] Label-associated data augmentation
r-ReLabel [70] Trained on a “multi-label” version of IN-1K
r-Adv-Robust [48] Adversarially robust model
r-MEAL-v2 [49] Distilled ResNet50

Use of web data: ResNet50 models using additional data
d-MoPro [32] Trained on WebVision-V1 (∼ 2×)
d-Semi-Sup [65] Pretrained on YFCC-100M (∼ 100×), fine-tuned on IN-1K
d-Semi-Weakly-Sup [65] Pretrained on IG-1B (∼ 1000×), fine-tuned on IN-1K
d-CLIP [43] Trained on WebImageText (∼ 400×)

Table 1: List of models evaluated on ImageNet-CoG.

and r-ReLabel [70]) and adversarial robustness (r-Adv-
Robust [48]) models.

Use of web data. Models pretrained using additional web
data with noisy labels are color-coded in green. This
includes student-teacher models d-Semi-Sup [65] and d-
Semi-Weakly-Sup [65], which are first pretrained on YFCC-
100M [55] (100x the size of IN-1K) and IG-1B [37] (1000x)
and then fine-tuned on IN-1K. We also consider cross-modal
d-CLIP [43] pretrained on WebImageText (400x) with tex-
tual annotations, and noise tolerant tag prediction model
d-MoPro pretrained on WebVision-V1 [33] (2x). As it is not
clear if YFCC-100M, IG-1B, WebImageText or WebVision-
V1 contain images of the unseen concepts we selected in the
levels, models in this category are not directly comparable.

We use publicly available models provided by the corre-
sponding authors for all these approaches. All the models,
with the exception of those in the use-of-web-data category,
are only pretrained on IN-1K. We also use the best ResNet-
50 backbones released by the authors for all the ResNet-
based models. We use the vanilla ResNet50 (the version
available in the torchvision package) as a reference point,
which makes cross-category comparisons easier. We prefix
models’ names with the category identifiers for clarity.

4.2. Results

We measure image classification performance on IN-1K
and each of the concept generalization levels L1/2/3/4/5 of
ImageNet-CoG for the 31 models presented above, using
a varying number of images per concept. These experi-
ments allow us to study (i) how classification performance
changes as we semantically move away from the seen con-
cepts (Sec. 4.2.1), and (ii) how fast models can adapt to
unseen concepts (Sec. 4.2.2). We refer the reader to Sec. 3.4
for the justification of our protocol and the choice of metrics.

4.2.1 Generalization to unseen concepts

We report the performance of linear classifiers learnt with
all the training data in Fig. 3. In Fig. 3(a) we report top-1
accuracy for all models and levels, while Fig. 3(b)-(e) present
performance relative to the baseline ResNet50 across the 4
model categories. Our main observations are as follows.
* It is harder to generalize to semantically distant concepts.
The absolute performance of all models monotonically de-
creases as we move away semantically from IN-1K. This
implies that transfer learning becomes more and more chal-
lenging on levels from L1 to L5, i.e., as we try to distinguish
concepts that are further from the training ones.
* Self-supervised models excel at concept generalization.
Many recent self-supervised models (s-DINO, s-SwAV, s-
BYOL, s-OBoW and s-SimCLR-v2) outperform ResNet50
on all levels. In general, we see that the performance gaps
between ResNet50 and self-supervised models progressively
shift in favor of the latter (Fig. 3(b)). Surprisingly, from
Fig. 3(a) we also see that a ResNet50 trained with s-DINO
competes with the top-performing models on L5 across all
categories and model sizes. This shows that augmentation
invariances learned by the model transfer well to images of
unseen concepts.
* Visual transformers overfit more to seen concepts (for
models with as many parameters as ResNet50). The top-
performing model of the study overall is a-DeiT-B-distilled,
a large visual transformer. However, for the same number
of parameters as ResNet50, we see that the large gains that
visual transformers like a-DeiT-S and a-T2T-ViT-t-14 exhibit
on IN-1K are practically lost for unseen concepts (red lines
in Fig. 3(e)). In fact, both end up performing slightly worse
than ResNet50 on L5.
* Using noisy web data highly improves concept general-
ization. Weakly-supervised models d-Semi-Sup, d-Semi-
Weakly-Sup and d-CLIP pretrained with roughly 100x,
1000x, and 400x more data than IN-1K exhibit improved
performance over ResNet50 on all levels (Fig. 3(d)). It is
worth re-stating, however, that since their datasets are web-
based and much larger than IN-1K, we cannot confidently
claim that concepts in our levels are indeed unseen during
training. Results on this model category should therefore be
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Figure 3: Linear classification on ImageNet-CoG. Top-1 accuracies for all the 31 models listed in Tab. 1 after training
logistic regression classifiers on IN-1K and each level L1/2/3/4/5. (a) Absolute top-1 accuracy on all levels. (b)-(e) accuracy
relative to the baseline ResNet50 for all the models, split across the four model categories presented in Sec. 4.1.

taken with a pinch of salt.

* Model distillation generally improves concept generaliza-
tion performance. We see that distilled supervised models r-
MEAL-v2 and a-DeiT-S-distilled consistently improve over
their undistilled counterparts on all levels (Figs. 3(c) and
(e)). However, these gains decrease progressively, and for
L5 performance gains over the baseline are small. It is also
worth noting that adversarial training (r-Adv-Robust) does
not seem to hurt concept generalization.

* Neural architecture search (NAS) models seem promis-
ing for concept generalization. All NAS models we evalu-
ate (a-EfficientNet-B1, a-EfficientNet-B4 and a-NAT-M4)
exhibit stable gains over the baseline ResNet50 on all levels
(Fig. 3(e)), showing good concept generalization capabilities.
Among them, a-NAT-M4, a NAS model tailored for transfer
learning with only 7.6M parameters achieves particularly
impressive performance over all levels including IN-1K.

* Label-associated augmentation techniques deteriorate
concept generalization performance. Although methods
like r-MixUp, r-Manifold-MixUp, r-ReLabel and r-CutMix
exhibit strong performance gains over ResNet50 on IN-1K,

i.e., for concepts seen during training, Fig. 3(c) shows that
such gains do not transfer when generalizing to unseen ones.
They appear to overfit more to the seen concepts.
* What are the top-performing models overall for concept
generalization? From Fig. 3(a) we see that better and larger
architectures and models using additional data are on top for
L3-L5. However, it is impressive how s-DINO, a contrastive
self-supervised model, is among the top methods, outper-
forming the vast majority of models at the most challenging
levels.

4.2.2 How fast can models adapt to unseen concepts?

We now study few-shot classification, i.e., training linear
classifiers with N = {2, 4, 8, 16, 32, 64, 128} samples per
concept. For clarity, we selected a subset of the models
and in Fig. 4 we present their performance on L1, L3 and
L5. The complete set of results for all models and levels is
given in the supplementary material. We discuss the most
interesting observations from Fig. 4 below.
* Transformer-based models are strong few-shot learners.
Transformer-based models exhibit consistent gains over
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Figure 4: Few-shot linear classification on ImageNet-CoG. Top-1 accuracies for a subset of the models listed in Tab. 1
after training logistic regression classifiers on L1, L3, L5 using N = {2, 4, 8, 16, 32, 64, 128} training samples per concept.
Performance when using all the samples is also shown for reference. (a)-(c): Absolute top-1 accuracy. (d)-(f) accuracy relative
to the baseline ResNet50. The complete set of results for all the 31 models and levels is in the supplementary material.

ResNet50 on all levels when N ≤ 128. Despite the fact
that performance gains from transformers diminish when
using all available images on L5, they exhibit a consistent
3-4% accuracy gain over ResNet50 for N ≤ 128 (Fig. 4(f)).
* Model Distillation and Neural Architecture Search
(NAS) exhibit consistent gains also in low-data regimes.
The NAS-based a-EfficientNet-B4 model exhibits consis-
tently higher performance than ResNet50 on all levels for
all N . The same stands for the distilled r-MEAL-v2 and
a-DeiT-S-distilled that are also consistently better than their
undistilled counterparts for all N and all levels.
* Bigger models and additional web data help at few-shot
learning. This is an observation from the extended set of
figures (see supplementary material). Bigger models have
consistent gains in low-data regimes. The same stands for
models with additional web data. Moreover, as we go to-
wards semantically dissimilar concepts, a-NAT-M4 outper-
forms all other methods and it even challenges the much
bigger a-DeiT-B-distilled model.

5. Conclusion
In this paper, we studied concept generalization through

the lens of our new ImageNet-CoG benchmark. It is designed

to be used out-of-the-box with IN-1K pretrained models. We
evaluated a diverse set of 31 methods representative of the
recent advances in visual representation learning.

Our extensive analyses show that self-supervised learning
produces representations that generalize surprisingly better
than any supervised model with the same number of param-
eters. We see that the current transformer-based models
appear to overfit to seen concepts, unlike neural architecture-
search-based models. The latter outperform several other
supervised learning models with far less parameters.

We also studied how fast models can adapt to unseen
concepts by learning classifiers with only a few images per
class. In this setting, we verify that visual transformers
are strong few-shot learners, and show how distillation and
neural architecture search methods achieve consistent gains
even in low-data regimes.

We envision ImageNet-CoG to be an easy-to-use eval-
uation suite to study one of the most important aspects of
generalization in a controlled and principled way.

Acknowledgements. This work was supported in part by
MIAI@Grenoble Alpes (ANR-19-P3IA-0003), and the ANR
grant AVENUE (ANR-18-CE23-0011).



References
[1] Takuya Akiba, Shotaro Sano, Toshihiko Yanase, Takeru Ohta,

and Masanori Koyama. Optuna: A next-generation hyperpa-
rameter optimization framework. In Proc. ICKDDM, 2019.
5

[2] Tamara Berg and Alexander Berg. Finding iconic images. In
Proc. CVPRW, 2009. 3

[3] Alexander Budanitsky and Graeme Hirst. Evaluating wordnet-
based measures of lexical semantic relatedness. CL, 32(1),
2006. 4

[4] Mathilde Caron, Piotr Bojanowski, Julien Mairal, and Ar-
mand Joulin. Unsupervised Pre-Training of Image Features
on Non-Curated Data. In Proc. ICCV, 2019. 3

[5] Mathilde Caron, Ishan Misra, Julien Mairal, Priya Goyal,
Piotr Bojanowski, and Armand Joulin. Unsupervised learning
of visual features by contrasting cluster assignments. In Proc.
NeurIPS, 2020. 3, 5, 6

[6] Mathilde Caron, Hugo Touvron, Ishan Misra, Hervé Jégou,
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