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hp-VERSION DISCONTINUOUS GALERKIN METHODS
ON ESSENTIALLY ARBITRARILY-SHAPED ELEMENTS

ANDREA CANGIANI, ZHAONAN DONG, AND EMMANUIL H. GEORGOULIS

ABSTRACT. We extend the applicability of the popular interior-penalty discon-
tinuous Galerkin (dG) method discretizing advection-diffusion-reaction prob-
lems to meshes comprising extremely general, essentially arbitrarily-shaped
element shapes. In particular, our analysis allows for curved element shapes,
without the use of non-linear elemental maps. The feasibility of the method
relies on the definition of a suitable choice of the discontinuity penalization,
which turns out to be explicitly dependent on the particular element shape, but
essentially independent on small shape variations. This is achieved upon prov-
ing extensions of classical trace and Markov-type inverse estimates to arbitrary
element shapes. A further new H! — Lo-type inverse estimate on essentially
arbitrary element shapes enables the proof of inf-sup stability of the method
in a streamline-diffusion-like norm. These inverse estimates may be of inde-
pendent interest. A priori error bounds for the resulting method are given
under very mild structural assumptions restricting the magnitude of the local
curvature of element boundaries. Numerical experiments are also presented,
indicating the practicality of the proposed approach.

1. INTRODUCTION

Recent years have witnessed a coordinated effort to generalize mesh concepts in
the context of Galerkin/finite element methods. A key argument has been that more
general-shaped elements/cells can potentially lead to computational complexity re-
duction. This effort has given rise to a number of recent approaches: mimetic finite
difference methods [11], virtual element methods [12, 13], various discontinuous
Galerkin approaches such as interior penalty [20], hybridized DG [26] and the re-
lated hybrid high-order methods [27]. Earlier approaches involving non-polynomial
approximation spaces, such as polygonal and other generalized finite element meth-
ods [58, 32], have also been developed and used by the engineering community. All
the above numerical frameworks allow for polygonal/polyhedral element shapes
(henceforth, collectively termed as polytopic) of varying levels of generality.

Simultaneously, various classes of fitted and unfitted grid methods for interface
or transmission problems exploit generalized concepts of mesh elements in an effort
to provide accurate representations of internal interfaces. Several unfitted finite
element methods have been proposed in recent years: unfitted finite element meth-
ods [9], immersed finite element methods [37, 36], virtual element methods [25],
unfitted penalty methods [10, 48, 43, 60, 23], see also [44] for unfitted discretization
of the boundary, cutCell/cutFEM [16, 14], and unfitted hybrid high-order methods
[15], to name just the few closer to the developments we shall be concerned with
below. A central idea in the majority of these methods is the weak imposition
of interface conditions in conjunction with some form of penalization, see, e.g.,
[38], an idea going back to [8]. These approaches are often combined with level
set concepts [53] to describe the interfaces accurately. Nonetheless, in their prac-
tical implementation, the interface is typically represented via piecewise smooth
polynomial approximations to the level sets.
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The interior penalty discontinuous Galerkin (IP-dG) approach appears to allow
for extreme generality with regard to element shapes/geometries. Indeed, in con-
trast to aforementioned families of general mesh methods, IP-dG can handle arbi-
trary number of faces per element with solid theoretical backing involving provable
stability and convergence results; see [19, 20] for details. This property becomes
extremely relevant upon realising that IP-dG (as well as other classical dG meth-
ods, such as LDG) associate local numerical degrees of freedom to the elements
only, and not to other geometrical entities such as faces or vertices. As such,
the nature and dimension of the local discretization space is independent of the
number of vertices/faces. The latter observation implies also naturally a form of
complexity reduction: classical total degree (‘P—type’) local polynomial spaces in
physical coordinates are admissible on box-type or highly complex element shapes
[21, 18, 20]. We refer to our monograph [20] for details on the admissible polygo-
nal/polyhedral element shapes for which the IP-dG method is, provably, both stable
and convergent. The mild element shape assumptions in [20] are such to ensure
the validity of crucial generalizations of standard approximation results, such as in-
verse estimates, best approximation estimates, and extension theorems. Thus, the
developments presented for IP-dG in [20] can be potentially ported also to other
classical dG approaches within the unified framework of [4]; we also note the recent
static condensation approach presented in [47] in this context.

The question, therefore, of further extending rigorously the applicability of hp-
version IP-dG methods to meshes consisting of curved polygonal/polyhedral ele-
ments arises naturally. Indeed, such a development is expected to provide multi-
faceted advantages compared to current approaches, including, but not restricted
to, the treatment of curved interfaces as done, e.g., in [48, 43, 60, 15, 23]. For
instance, allowing for extremely general curved elements enables the exact repre-
sentation of curved computational domains, e.g., arising directly from Computer
Aided Design programs. Allowing also for arbitrary local polynomial degrees, pro-
vides the possibility of achieving required accuracy via local (polynomial) basis en-
richment (p-version Galerkin approaches) without increased mesh-granularity. If,
nonetheless, local mesh refinement is also required/desired, IP-dG methods can be
immediately applied on refined curved elements without local re-parametrizations
of the local Galerkin spaces. This is in contrast to the need to perform costly
re-parametrisations upon mesh refinement in other approaches, e.g., Isogeometric
Analysis [39] or, indeed, even to keep track of the domain-approximation variational
crimes of standard finite element discretizations. Exact geometry representation
can also be highly relevant in representing locally discontinuous/sharply changing
PDE coefficients, e.g., in permeability pressure computations in porous media, co-
efficients defined via level-sets of smooth functions, or shape/topology optimization
applications.

Furthermore, exact geometry representation is relevant in the p-version Galerkin
context: to achieve spectral/exponential convergence for smooth PDE problems
posed on general curved domains, we are required to use isoparametrically mapped
elements. This is both cumbersome to implement and costly as the polynomial
degree increases [50, 51]. A successful alternative to isoparametric maps is the
use of non-linear maps on element patches [56, 49] to represent domain geometry.
Nevertheless, if the elemental maps are not a priori provided, it is difficult to
construct them in practice, especially in three dimensions.

Finally, curved element capabilities should ideally be developed in conjunction
with the already developed highly general polytopic mesh IP-dG methods, allowing
for instance elements with arbitrary number of faces. This is particularly pertinent
in the contexts of adaptivity and multilevel solvers, which benefit from element
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agglomeration [2, 3] to achieve coarser representations. With regard to adaptivity,
mesh coarsening is essential in keeping the computation sizes at bay, at least in
the case of evolution problems. The extreme coarsening capabilities via element
agglomeration, therefore, have the potential in retaining structure, e.g., possible
coeflicient heterogeneities at the discrete level for instance.

It is, therefore, desirable to design and analyze IP-dG and related methods posed
on meshes comprising of elements with arbitrary number of curved faces, under
as mild geometric assumptions as possible. To address this central, in our view,
question, this work aims at rigorously extending the applicability of IP-dG methods
on meshes comprising of essentially arbitrarily curve-shaped polytopic elements with
arbitrary number of faces per element; this includes, in particular, curved elements
not exactly representable by (iso-)parametric polynomial element mappings.

The theoretical developments presented below regarding stability and a-priori
error analysis of IP-dG methods hinge on new, to the best of our knowledge, ex-
tensions of known inverse and trace inequalities. More specifically, we extend the
hp-version trace inverse estimate presented in [23], allowing for more general curved
element shapes; see also [43] for an earlier, related result. Trace inverse estimates
are crucial in the proof of stability of IP-dG methods and, simultaneously, determine
the so-called discontinuity-penalization parameter for a given mesh. This is crucial
on meshes of such generality: insufficient penalization results in loss of stability,
while excessive penalization typically results in accuracy loss. Also, we prove new
hp-version Lo, — Lo and H' — Ly inverse inequalities on extremely general curved
domains. Particular care has been given so that these new inverse estimates are
‘shape-robust’, in the sense that there is no hidden dependence of the element shape
in the constants. We believe that these extensions of known inverse estimates to be
of independent interest, due to their frequent use in the analysis of finite element
methods.

The new inverse estimates are combined with ideas from the analysis of poly-
topic dG methods [20], resulting in significant generalization of the results presented
therein. More specifically, by relaxing certain earlier coverability assumptions, (pos-
tulating the ability to cover tightly general-shaped elements by unions of simplices
of similar size, cf. [20, Definition 10]) as well as by proving a new stability result for
norms of polynomials under domain perturbations (Lemma 4.14), we prove stabil-
ity and a new hp-version a priori error analysis for the IP-dG method on essentially
arbitrary element shapes. The a priori error analysis follows closely the proof from
[18]: upon establishing an inf-sup stability result of the method in a streamline-
diffusion-like norm, standard Strang-type arguments with hp-best approximation
results lead to an error bound. The inf-sup result justifies also the good stability
properties of the method in convection-dominated problems. The theoretical tools
presented may also be of interest in Nitsche-type formulations of unfitted grid in-
terface methods. To emphasize the mesh-generality of the proposed approach, we
shall refer to the framework presented below as discontinuous Galerkin method on
essentially arbitrarily-shaped elements (dG-EASE).

The remainder of this work is organised as follows. Upon describing the advection-
diffusion-reaction model problem in Section 2, we introduce the hp-version interior
penalty discontinuous Galerkin method in Section 3. We prove new inverse esti-
mates in Section 4, along with the necessary hp-approximation results. In Section
5, we present the stability and a-priori error analysis. Finally, the performance of
the dG methods is assessed in practice through a series of numerical experiments
presented in Section 6.
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2. MODEL PROBLEM

To highlight the versatility of dG-EASE, we consider the class of second-order
partial differential equations with nonnegative characteristic form over an open
bounded Lipschitz domain € in R? d > 1, with boundary 0. This class in-
cludes general advection-diffusion-reaction problems possibly of changing type, see,
e.g., [20]. The model problem reads: find u € V such that

(2.1) —V - (aVu) + V- (bu)+cu=f in Q,

for some suitable solution space V, and a = {aij}?jzl, symmetric with a;; € Lo (),
so that at each x in Q, we have
d

(2.2) D a(x)&g >0, forany = (&,...,&)" €RY

ij=1

also b = (by,...,ba)T € [WL(Q)]", ¢ € Loo() and f € Ly(R).
To supplement (2.1) with suitable boundary conditions, following [52], we first

subdivide the boundary 902 into 0p§2 = {x € 00 : Zd a;;(x)nin; > 0}, and

ij=1
O with n = (ny,...,n4)T denoting the unit outward normal vector to 9.
Loosely speaking, we may think of 9y€) as being the ‘elliptic’ portion of the boundary
9. We further split the ‘hyperbolic’ portion of the boundary 9Q\dy€2, into inflow
and outflow boundaries 0_ and 0,2, respectively, by

0-Q ={x € INHN :b(x) -n(x) <0}, 0:0Q={x€INHN:b(x) n(x)>0}.

If 0y is nonempty, we shall further divide it into two disjoint subsets 0€)p and
0Qn, with 9Qp nonempty and relatively open in 9. It is evident from these
definitions that 02 = 0Qp U QN U 0_Q U J4 .

It is physically reasonable to assume that b-n > 0 on 0€QN, whenever 0Qy is
nonempty; then, we impose the boundary conditions:

(2.3) u=gp on dpUI_Q, n- (aVu) =gy on 0Qy;

For an extension, allowing also for b-n < 0 on 9y, we refer to [22]. Additionally,
we assume that there exists a positive constant vy such that

1 1/2
(2.4) co(x) == (c(x) + §V . b(x)) >0  ae x €.
For a proof of the well-posedness of (2.1), (2.3), subject to (2.4), we refer to [52, 42].

3. DISCONTINUOUS GALERKIN METHOD

We shall now define the interior penalty discontinuous Galerkin (dG) method
posed on essentially arbitrarily-shaped elements. A key attribute of the method is
the use of physical frame basis functions, i.e., the elemental bases consist of poly-
nomials on the elements themselves, rather than mapped from a reference element.
The implementation challenges arising from this non-standard choice with regard
to construction of the resulting linear system will be discussed below.

3.1. The mesh. Let T = {K} be a subdivision of Q into non-overlapping sub-
sets (elements) K € T with, possibly curved, Lipschitz boundaries and let hg :=
diam(K). The mesh skeleton T' := Uge70K is subdivided into the internal part
Dint := '\0N and boundary part 9Q. We further explicitly assume that the (d—1)-
dimensional Hausdorff measure of I' is globally finite, thereby, not allowing for
fractal-shaped elements.

We note immediately that we allow mesh elements K € 7 which are essentially
arbitrarily-shaped and with very general interfaces with neighbouring elements.
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For instance, two elements may interface at a collection of (d — 1)-dimensional
(possibly curved) faces, as those shown in Figure 3.1. The precise assumptions on
the admissible element shapes are given in Section 4 below.

FIGURE 1. Curved elements K, K’, K" for d = 2 with possibly
many curved faces; « denotes a vertex.

3.2. Discontinuous Galerkin method. We define the hp-version discontinuous
finite element space S%’-, subordinate to the mesh 7 = { K} and a polynomial degree
vector p := {px }, possibly different for each element K, by

(3.1) SP = {ve LX(Q) :v|x € Py (K), K €T}

For any elemental face F' C Ty, let K and K’ be the two elements such that
F Cc OKNOK'. The outward unit normal vectors on F of 0K and 0K’ are denoted
by ngx and ngr, respectively. For a function v : 2 — R that may be discontinuous
across I', we define the jump [v] and the average {v} of v across F by

1
(3.2) [v] = vlgknk +v|gkng, {v}= 5 (v +v|K7)-

Similarly, for a vector valued function w, piecewise smooth on 7, we define
1
[W] = wlk - nr + Wl g, {w} = 5 (Wl + wlxe).

When F C 09, we set {v} = v, [v] = vn and [w] = w - n with n denoting the
outward unit normal to the boundary 0f2.
For any element K € T, we define inflow and outflow parts of 9K by

O_K={x€dK: b(x) ng(x) <0}, 0K ={x€IK:b(x) ng(x)>0},

respectively, with nx (x) denoting the unit outward normal vector to 0K at x € 0K.
Further, we define the upwind jump of the (scalar-valued) function v across the
inflow boundary 0_K of K € T by

lv](x) := €l_igl+ (v(x + b(x)e) — v(x — b(x)e)), when x € 0_K\0).

Finally, we define the broken gradient Vv of a function v € Lo(Q) with v|x €
HY(K), for all K € T, element-wise by (V7v)|x := V(v|k).

The discontinuous Galerkin method on essentially arbitrarily-shaped elements
(dG-EASE for short) reads: find uj, € S¥ such that

(3.3) B(up,vp) = £(vp) for all vy, € S%,

with the bilinear form B(:,-) : S% x S® — R defined as
B(u,v) := Bay(u,v) + Ba(u,v),

where B, (+,) accounts for the advection and reaction terms:

Biar(u,v) ::/Q (Vr(b-u) + cu)vdx — Z /aK\ém(b~n)LuJUds

KeT

(b-n)uvds,

(3.4)

Ker /EL KN(0QpUI_ Q)
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and Bq(+,-) corresponds to the diffusion part:

Bg(u,v) ::/ aVru-Vyvdx +/ ofu] - [v] ds
(3.5) Q T UOQD

B / (tavu} - o] + favoy - [ul) ds,
TintUOD

while the linear functional ¢ : S¥ — R is defined by

£(v) ::/vadx— Z/ (b-n)gpvds

(3.6) kerJo-Kn(@apua_Q)

- / gp((aVv) -n—ov)ds+ / gnv ds.
oQp ION

The nonnegative function o € Ly (i U 0Qp) appearing in (3.5) and (3.6) is the
discontinuity-penalization function, whose precise definition, which depends on the
diffusion tensor a and the discretization parameters, will be given below. We note
that a ‘good’ choice of discontinuity penalization is instrumental for the stability
of the method, while simultaneously not affecting the approximation properties in
the general mesh setting considered herein.

For simplicity of presentation, we shall assume that the entries of the diffusion
tensor a are element-wise constants on each element K € T, i.e.,

(3.7) a € [S9]dxd

sym’

Our results can be applied to the case of general a € [H'/ 2((2)]2%? by slightly
modifying the bilinear form above as proposed originally in [35] and extended to
polytopic meshes in [20]. In the following, \/a denotes the (positive semidefinite)
square-root of the symmetric matrix a; further, ax := |[\/al3|x, where | - |5 denotes
the matrix-2-norm. Also, in the interest of accessibility, we shall not consider
problems with high contrast diffusion tensors, with the usual weighted averaging
modification of the method [17, 31, 28]; the extension to that setting is completely

analogous to the analysis presented below.

Remark 3.1. The parameter o is typically selected to be face-wise constant in the
definition and implementation of IP-dG methods. To ensure that only physically
correct penalization takes place, ¢ is chosen below to be proportional to the quantity
n”an; see [35] for details. As such, o will vary along a curved element face even for
element-wise constant diffusion a, thereby justifying the terminology “penalization
function” as opposed to the standard terminology “penalization function” from the
literature. Further, the theory presented below can also be extended with minor
modifications to curved faces F', such that n”an > 0 only on a strict subset of that
face and n”an = 0 on the remaining part. That way one can reduce or even remove

unphysical penalization on the hypersurfaces where the PDE may change type.

4. INVERSE AND APPROXIMATION ESTIMATES

A key challenge in the error analysis presented below is the availability of inverse
estimation and approximation results with uniform /explicit constants with respect
to the shape of the elements in a given mesh.

A trace type inverse estimate for elements with one curved face has been recently
proven in [23] under a shape-regularity assumption; see (4.1) below. Results in this
direction have also appeared under various geometric assumptions in [60, 48, 15],
among others. Here, we extend these results by proving trace-inverse estimates
for elements that are locally star-shaped, Lipschitz domains (see Assumption 4.1
below). Moreover, given the importance of trace-inverse estimates for the stability
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of interior penalty dG methods, the new estimate constant is expressed via explicit
and practically verifiable, geometric quantities (Lemma 4.4 below).

In the same vein, we also extend the classical (Markov-type) H' — Lo inverse
estimate to elements with piecewise C!, locally star-shaped boundaries (see As-
sumptions 4.1 and 4.3 below). The proof builds upon and extends on earlier ideas
from [45] and [20]. Here, we are particularly concerned with explicit quantification
of the respective constant for a given element geometry. We note that H! — L,
inverse estimates are also relevant in the determination of penalty parameters in
IP-dG methods for biharmonic operators [29].

Also, we revisit a key stability argument that enabled the use of ‘degenerate’
polytopic element shapes, i.e., ones containing very small/degenerating faces/edges
compared to the element diameter, first proposed in [21]; see also [18, 20] for im-
provements. This result is crucial in offering a practical choice of the discontinuity-
penalization parameter for general polytopic meshes. The stability argument was
based on two ingredients: 1) control of integral norms of polynomials with respect
to domain perturbations using [34, Lemma 3.7], and 2) an Lo, — Lo inverse esti-
mate. To retain this capability in the current setting, we prove an extension of
[34, Lemma 3.7] (see also [45, Lemma 6] for a related result) for generalized/curved
prismatic elements; see Lemma 4.14 below. Moreover, we also prove an extension
of the classical Lo, — Ly inverse estimate for generalized/curved prismatic elements.
The latter two new estimates, in conjunction with a revised concept of coverabil-
ity (compared to [21, 20]) are enough to provide extensions to previously known
stability results for IP-dG within the present level of mesh generality.

0 0
X X

FIGURE 2. Elements K € T'" are assumed to satisfy Assumption
4.1 (a) (left) and (b) (right); « denotes a vertex.

Assumption 4.1. For each element K € 7T, we assume that K is a Lipschitz do-
main, and that we can subdivide 9K into mutually exclusive subsets { F; }.% satisfy-
ing the following property: there exist respective sub-elements Kp,= K, (x?) C K
with d planar faces meeting at one vertex x? € K, with F; C 0Kp,, such that, for
1=1,...,np,
(a) Kp, is star-shaped with respect to xV. We refer to Figure 2(left) for an
illustration for d = 2;
(b) m;(x) - n(x) > 0 for m;(x) := x — x?, x € Kp,, and n(x) the respective
unit outward normal vector to F; at x € F;. (We refer to Figure 2(right)
for an illustration for d = 2.)

Remark 4.2. Some remarks on the above (very mild) mesh assumption are in order:

(i) The sub-domains {F;};X, are not required to coincide with the faces of the

element K: each F; may be part of a face or may include one or more faces

of K. Also, there is no requirement for {ng}xe7 to remain uniformly
bounded across the mesh.

(ii) We can make Assumption 4.1(b) stronger by further postulating that: it is

possible to fix the point x? such that there exists a global constant c;, > 0,
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FIGURE 3. Curved elements K, K" with, respectively, 8 and 4
sub-elements satisfying Assumption 4.1.

such that
(4.1) m;(x) - n(x) > csphry, ;

this is the case, of course, for straight-faced polytopic elements, cf., [23, 60].
Note that (4.1) does not imply shape-regularity of the Kp,’s; in particular
Kp,’s with ‘small’ F; compared to the remaining (straight) faces of Kp,
are acceptable. Such anisotropic sub-elements Kr,’s may be necessary to
ensure that each K, remains star-shaped when an element boundary’s
curvature is locally large; see, e.g., K, in Figure 2 and a collection of both
‘shape-regular’ and ‘anisotropic’ Kr,’s in Figure 3.

(iii) On certain geometrically extreme cases, satisfying Assumption 4.1 may
require a small number of refinements of the elements K € T of a given
initial mesh.

(iv) F; is not required to be connected. However, by splitting F; to its connected
subsets, re-indexing the F;’s to correspond to unique Kp,, we can allocate
one Kp, to each F;; we shall take the latter point of view in what follows
to avoid further notational complexity. O

Assumption 4.3. We assume that the boundary 0K of each element K € T is
the union of a finite (yet, arbitrarily large!) number of closed C! surfaces.

Assumption 4.1 is sufficient for the proof of the trace estimates presented below.
Requiring both Assumptions 4.1 and 4.3 is sufficient for the validity of the H' — L,
inverse estimate presented below.

4.1. Basic trace estimates. We now discuss the new trace-inverse estimate and
a version of the standard Sobolev trace estimate for Lipschitz domains satisfying
Assumption 4.1.

Lemma 4.4. Let element K € T be a Lipschitz domain satisfying Assumption
4.1. Then, for each F; C 0K, i=1,...,ng, and for each v € Pp(K), we have the
inverse estimate:

(p+1)(p+d

4.2 2 <
(42) ol < e
xeF;

ol

Proof. We partition F; into r (d — 1)-dimensional curved simplices denoted by Ff ,
j=1,...,r, which are subordinate to the vertices possibly contained in F;; r is large
enough to accommodate this requirement. Further, we construct a partition of K,
into (curved) sub-elements K ZJ , by considering the simplices with one (curved) face
sz and the remaining vertex being x?; this is possible due to the star-shapedness
of Kr, with respect to x? as per Assumption 4.1(a). We refer to Figure 4 for an
illustration when d = 2. Notice that each Fl] may include at most one constituent
curved face of Fj, or part thereof.
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[J

FJ o x0 J
0 . K =1
X; K
FIGURE 4. Partitioned curved sub-element Kp, C K € T; o de-
notes a vertex of K (left); detail with K7 and related faces F} and
F; (right).

Let now sz denote the straight/planar related face defined by the d — 1 vertices
of Ff . Let also K Z be the largest straight-faced simplex contained in K f with face
F7 parallel to F/ and the remaining faces being subsets of the straight faces of K7.
The Divergence Theorem implies

/ V . ('Uzmz) dX :/ 'Uzmi . na(KJ\KJ) dS
K] \K] O(KI\EY) T

:/_UQmi-nds—l-/szman;ds,
F7 Fi =

with n, denoting the outward normal vector of a domain w C Rd and m; as in
Assumption 4.1(b), upon observing that m; Ny iy iy = 0 on O(K\K)\(F]UFY).
Now, denoting by |-|, the Euclidean distance in R?, the product rule and elementary
estimates imply

/. g ¥t e (2ma e Vol + AT e ) DK

noting that V- m; = d. The right-hand side of the above inequality converges to
zero as |K/\K?J| — 0, which, in turn, is achieved as r — oo. Thus, Assumption
4.1(b) gives

min (m; - n)||v||i” < )/ v?m; - nds‘ < ‘/ v?m; - np; ds‘ +e,
xEF] : F} Fi -

for some ¢ = O(|K/\K7|) as r — oo. Each of the finite F;’s is, in turn, image of
a finite number of Lipschitz functions locally. Let L be the Lipschitz constant of a
parametrisation of F} with respect to F, giving |F}| < L|F|. At the same time,
we have |K] \ K| < Lhp;|F]|, as the maximum Euclidean distance between F
and F7 is bounded from above by Lh i~ Hence the area |K7 \ K7| converges to
zero faster than |F/| by an order of hpi -

At the same time, a standard trace-inverse estimate on simplices, [59], yields
(p+1)p+d)|E]
d|K7|
Combining the above, we have that, for any § > 0, there exists an r large enough

such that

‘ /Fj v’m, - N ds| < max(m,; - nEZ) | ||U”2Kf

xEEf

maX, e ps (M Nps) (p 4+ 1) (p + d)| F

Il < < DB oz,
Min, ¢ g (m; - n) d| K| £ ming gy (m; - n)
(p+ D+ dIE], p+1)(p+d|F], .,
< 1 + 5 - L v j S 1 —+ (5 - L v Gy
< (L) LI E el < (149 TR
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as the first ratio on the first estimate tends to 1 as 7 — oo . In the last inequality
we used the bound |FY| < |F/| and that K] C K. Another application of the
Divergence Theorem and elementary calculations give

d‘Kﬂ: V. -m;dx = m; -nds > min‘(mi-n)\FijL
Kf F} xEF!
or
d|K7| + d|K{\K| > min (m; - )| F]|,
xEFY
or
Fl__ d (i IKi\KZ|> _ (148
|K7| = min (m; - n) K7 /= min(m;-n)’
- XEFi] - XEF,L-]

for any § > 0 when r is sufficiently large. Combining the above, we deduce

2
K-

- ~ (1+9)*(@+1(p+d (1+6)*(p+D(p+d)
2 _ 2 ( 2
ol = D ol < 30 SR I D, < EELE BT D
Jj=1 Jj=1 xEF} xEFk,
Taking, finally, r — oo, allows for § — 0 and the result (4.2) follows. O

Remark 4.5. Tt is important to stress that the right-hand side of (4.2) is a func-
tion of x? defining Kr,. Since the closure of the original (curved) element K is
compact in R?, it is possible to minimise the right-hand side of (4.2) by selecting
an ‘optimal’ x?. Moreover, upon making the stronger assumption (4.1), we arrive
at the familiar trace inverse estimate for star-shaped, shape-regular elements with
piecewise smooth boundaries: [|v|3, < Cp2ht|v]|%.

Example 4.6. Let K = B(0, R) C R? be the ball of radius R centred at the origin.
Then, selecting F; = 0K =: S(0,r), we have ||v|\?9(0)R) < (p+1)(p+d)R_1||11||2B(0’R).

Within this geometric setting, we can specify the constants of the classical trace
inequality for H!-functions. The result below is a mild extension of [23, Lemma
4.1], (cf. also [60]) following closely the classical proof from [1].

Lemma 4.7. Let K € T be a Lipschitz domain satisfying Assumption 4.1. Then,
for all ¢ > 0, we have the estimate

2
d+¢ e il
4.3 2 < ——|v|3 B ——a
( ) H/U|Fz = min(m,wn)”vHKFi + len(mzn)” U”KFi’
x€eF; x€EF;

orallve HY(Q) andi=1,...,n.
[ K

Proof. The Divergence Theorem and the fact that m; - n =0 on dKp, \ F; imply
/ v’m,; -nds = / V- (v2mi) dx < d||v||%<F + 2 max |mi|2||v||KFv ||V”||KF4
F; KF,i i xeF; i k2
from which the result already follows. O

Remark 4.8. Summing over i = 1,...,ny, assuming (4.1) and that hg, ~ hg,
(4.3) gives the classical trace estimate [[v]|2; < C(hg'[|v]|% + kx| Voll%).
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FO

FIGURE 5. A reference generalized prism K for d = 2.

4.2. Basic H! — L, inverse estimate. H' — L, inverse estimates for polynomials
on d-dimensional simplicial or box-like domains are proven via directional argu-
ments, if explicit dependence on the polynomial degree is desired, see, e.g., [56].
Generalizations of these estimates on convex domains use an analogous method
of proof [45]. Here, in the same spirit, we extend further the domain generality
in H' — Lo inverse estimates, by also employing directional arguments on curved
prismatic subdomains; the general case then follows by covering general Lipschitz
domains by these curved prisms.

Definition 4.9. Let F© := [0,1]9'c R? and ¢ : F° - R a Lipschitz continuous
scalar function. A reference generalized prism is a domain K = K4 C R? given by

K=Ky ={xeR*":0<z;<1li=1,....,d=1,0 < zq < ¢(x1,...,2q_1)},

with the properties: 1) [0,1]¢ C K, and 2) the straight line connecting any pair
(x,y) € FO x F lies fully in K.

F = (xeRV:0<2; <1i=1,...,d— 1,20 =d(x1,...,24-1)}.
Also, we set p:=sup{p>1:F°x [0,p] C K} and 7 := |max,  po ¢(x)] +1. O
We refer to Figure 5 for an illustration.

Remark 4.10. A sufficient but, crucially, not necessary condition for K= IQ, to be
a reference generalized prism is that ¢ is a contraction. Since, however, K¢ will be
used in conjunction with affine maps below, it will become possible to consider ¢
with Lipschitz constants greater than one.

Remark 4.11. The ‘height’ 7 is a measure of anisotropy of the reference generalized
prism. Note that we can take p = 1 without essential loss of generality. Indeed, if
p > 1, the change of variables x4 — z4/p implies a modification of the Lipschitz
function ¢, reducing its Lipschitz constant. Star-shapedness with respect to FO s
also ensured (cf., Remark 4.10).

In light of the above remark, we consider the case p = 1 only, in what follows.

Lemma 4.12. Let v € Pp(f(), p € N, with KCcR?g reference generalized prism.
Then, we have the inverse estimate

(4.4) IVol% < Cavp*llvll%

with CB = CEB (d,#) := 288(d — 1)#* + 12d.

Proof. We begin by introducing some notation. Let F' be a hyperplanar region in
R? and let vector v € RY. We define a zone Z(F,v) C R%, to be the geometric
locus given by Z(F,v) :={z+ v :z € F,3 € R}. (Thus, for instance, the domain
[0,1] x R = Z([0,1],(0,)) for any o € R.) Using this notation, we now construct
2(d— 1) suitable subsets { K7}’ 421, so that the union of Ky :=[0,1]¢ together with
{KY ?;11 cover K.



12 ANDREA CANGIANI, ZHAONAN DONG, AND EMMANUIL H. GEORGOULIS

» »
DT1 D1 ¢ ¢

K" K

FIGURE 6. R =[0,1] x [0,7] and K, with # = 2, and their respec-
tive truncated prisms RY' and K7'.

We first present the construction for d = 2 for accessibility. Set ng to=
[(27)7%,1] and £y, :=[0,1 — (27)"}]. Then, elementary geometric arguments re-
veal that the rectangle R := [0, 1] x [0, 7] can be covered by the union of Ry := [0, 1]
and the 2 truncated prisms defined as:

x e x . T (i1/2’ f)T
R .= RN Z(F* ! th vit == ———
: (S ), with v o= S
with | - | denoting the standard Euclidean distance; we refer to Figure 6 for an

illustration with 7 = 2.
Correspondingly, for d = 3, R := [0,1]? x [0,7] can be covered by Ry := [0, 1]
together with 2 ‘zi-direction tilted’, truncated prisms:
T g T : T (i1/250772)T
Ry :=RNZ(Fy',v}), with v’ i= ————
* (RS i), with v = S 5 3)
with Fy = [(27)71,1] x [0,1] and Fy% := [0,1— (27)7] x [0,1] the respective
prism bases. At the same time, R can be also covered by R( together with the 2
‘xo-direction tilted’; truncated prisms:

RiQ = R N Z(F()’i’ ij), Wlth V:tz = W,
with F2 = [0,1] x [(2¢)7,1] and F§% := [0,1] x [0,1 — (27)7!] the respective

prism bases. (We note the ’overloading’ of notation with respect to dimension.) The
construction for d > 4 follows in a completely analogous fashion by considering 2
‘r;-direction tilted’, truncated prisms for each j =1,...,d — 1.

Since K C [0,1]4"! x [0, 7], we consider the sets Ko = Ry together with

IA(;L_J = IA(QR?,

for each fixed j =1,...,d—1; see Figure 6 for an illustration for d = 2 and 7 = 2.
First, we observe the estimates
(4.5) Vs, |? < 872y, |? + 2(472 4+ 1)|vE - Vo2,

for j=1,...,d — 1. Using the latter, we have, respectively,

d—1 d—1
2= Sl < 3 (o s + o
J=1 J=1 * -

IVol% = llva,|

(4.6)

—1
<y (WHMH} £ 247 4 (VY - ol % + 07 -w||§(ij)).

=1
We now estimate each term on the right-hand side of (4.6). For eq := (0,...,0,1)T,
let lx := K N {x+ aeq : @ € R}, i.e., the vertical line contained in K and passing

<.
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through a point x. Then, we have
(4.7) ||v1d||i( = /FO/@ vid dzgdx < 12p4\|u||%(7

from Fubini’s Theorem and an one-dimensional inverse estimate, see, e.g., [56,
Theorem 3.91]. We set £, := K N{x+avy’ : a € R}. Then,

sty
vy VﬂKjtﬁlﬁ D dCax < S o

for j = 1,...,d, upon noticing that the length of fﬁfi is bounded from below by
/72 +1/4/7 (the length of the portion of £+ contained in Ry). Thus, (4.6) implies
d—1
Vol = llveal% =Y llva, %, < 288p*(d — 1)7
j=1

The result already follows by combining the last estimate with (4.7) and the corre-
sponding inverse estimates for ||lv,, ||[20 14" O

Notice that (4.4) retrieves the known constant for d = 1. If K is cuspoidal, (i.e.,
not Lipschitz) (4.4) does not hold in general; we refer to [46] for a counterexample.

Remark 4.13. Careful inspection of the above proof shows that, in fact, we have
proven the sharper inverse estimate |Vv||2 < CB p*p 2||11H2 In view of Remark
4.11, however, a linear scaling results into a modified K (and, possibly modified )
for which (4.4) is sharp.

4.3. Stability with respect to domain perturbation. We now prove a stability
result with respect to domain perturbation in the spirit of [34, Lemma 3.7] (see also
[45, Lemma 6]).

Lemma 4.14. Let K a reference generalized prism and consider its subset K. :
Kﬂ(K—eed) here A+z = {z+ 2,2 € A}, for ACR? and z € R%. Then, for all
v € Pp(K), p €N, and for any 0 < € < (8p)~2, we have the estimate

1 2 2
(43) Sl <ol .

Proof. Set Uy ¢ 1= Kn ({x — €eq). Then, we have, respectively,

Hv|| :/ / v2dry dx < e/ ||U||2 dx
K\K £o ex\ex,f £o LOO(ZX\KX,S)

[ 101y < 326020l

by Markov’s inequality (see, e.g., [56, Theorem 3.92]) since the length of fy is
bounded from below by one. Selecting now 0 < e < (8p)~2, the result follows, by

simply observing that [|v[|% — ||v||§(e = ||’UH§(\KE O

(4.9)

IN

Example 4.15. Consider K with ¢(x) = 14 x - (1 — x) + (16p) 2sin(arl - x),
for some o > 1, with 1 := (1,1,...,1)7 € R4"1. This is chosen so that ¢(x) €
M+x-(1—-x%x)—¢1+4+x-(1—x)+ ¢, for € within the range required for the
statement of Lemma 4.14 to hold. For sufficiently large «, K is not star-shaped
with respect to FO = [0,1]4"!. Nevertheless, ¢ is sufficiently approximated by
¢2(x) :=1+x- (1 —x), which is star-shaped with respect to £ = [0,1]4~!. Thus,
for v € P,(K), from Lemma 4.12, we have

IVoll% < 2Volg, <4C3,(d 2)p o]k
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4.4. Lo, — Lo inverse estimate. We continue by proving an L., — Ly inverse
estimate for reference generalized prisms.

Lemma 4.16. Let K = IQ C R? a reference generalized prism. Then, the inverse
estimate

(4.10) & < (32p") |0l %,

2
HLOO([()

holds for all v € PP(K), p € N.

Proof. Let Xmax € K such that vl (&) = |[v(Xmax)[- Then, either Xmax €
Ky = [0,1]¢ ¢ K or Xpmax € K\KO. Let now K(xn]ax) be the pyramid with

vertex Xmax and base FO = [0,1]471. If xpax € Ko, then, we have ||1)Hi &) <

32dp2d||v||§»{ (see, e.g., [56, eq. (3.6.4)],) whereas if Xyax € K\ Ko, we have, respec-
2 2 — 2
| Loo(f() - HUHLDC(K(xmax
an one-dimensional trace inverse estimate [59] iteratively with respect to dimension,
to deduce |[v(Xmax)| < H;l:l(p + )Vl & (xpnn)- Here we have used the fact that the

tively, |v(Xmax)|* = ||v]| ) Since Xmax is a vertex, we employ

dimensions of K (Xmax) are grater than 1. Combining the two cases and taking the
maximum constant, the result already follows. O

Remark 4.17. An inspection of the proof of Lemma 4.16 show that the only geomet-
ric assumption needed is that the curved face F' is given as the graph of a Lipschitz
function ¢. So Lemma 4.16 holds without assuming property 2) in Definition 4.9.

4.5. Inverse estimates on general domains. We now extend the above inverse
estimates to general curved polytopic elements K € 7. To that end, we shall relax
the concept of p-coverability of polytopic elements introduced in [21], (see also
[18, 20]) from simplicial coverings of general-shaped elements K € T, to coverings
involving affinely mapped generalized prisms.

Definition 4.18. An element K € 7T is said to be p-coverable with respect top € N,
if there exists a set of mx € N generalized prisms K ; and corresponding affine maps
@, such that the mapped generalized prisms K ; := ¢j(Kj), j=1,...,mg, form
a, possibly overlapping, covering of K with the additional properties

o - —2

(4.11) dist(0K;, K) < bz, (8p)

and

(412) |K‘j| Z Cas‘K|a

forallj =1,...,mg, where h?j i= SUpP, . po [P (¢ ;)| and ¢, is a positive constant,

independent of K and of T, with dist(0K;, K) := SUp, ¢ % infyer [x —y| the one-
sided Hausdorff distance of 9K ; from K, and £y ; := K; N {x + aey : a € R}.

The motivation for the above definition is the stability result for polynomials with
respect to domain perturbation given in Lemma 4.14 above. If K is p-coverable,
(4.11) implies that there exists a covering of affinely mapped generalized prisms K ;
and respective sub-prisms K ;:= Kj.,0<e< ’J?j (8p)~2,j=1,...,mg, such that
K; C K. Then, we have, for any v € P,(K),

1
(4.13) SV, < llvlik, < lvlk

We now show that (4.11) is implied by Assumptions 4.1 and 4.3. Therefore,
p-coverability for an element satisfying Assumptions 4.1 and 4.3 is ensured under
the validity of (4.12) only.
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Lemma 4.19. Let K € T satisfying Assumptions 4.1 and 4.3. Then, there exists
a set of mig € N generalized prisms Kj and corresponding affine maps ®;, such
that the mapped domains K ; = <I>j(f(j), j=1,...,mg, form a cover of K with
the property

(4.14) dist(0K ;, K) < b, (8p) >
forall j =1,...,mg, with the notation of Definition 4.18.

Proof. From Assumption 4.3, 0K is comprised of a finite number of closed (co-
dimension one) C! surfaces (0K);, j = 1,...,Zk, for some Zx € N. By possibly
further subdividing the (0K);’s into subsets, say, (0K);, j =1, ..., 2k, Assumption
4.1, ensures that for each of (0K); there exist a point X]Q € K such that the

curved simplex Kgr), = Kok, (xg?) is star-shaped with respect to x?- and that

gj(x) := (x —x}) -n(x) > 0 for any x € (9K);. (More than one (9K); are allowed

to share the same x?.) Since (0K); is C', g; is continuous on (9K); and, thus,
there exists a positive number d;, such that g;(x) > 4;.
Now, for any 5(? € R?, with |x? — >~<9| < d;, we have
195(%) = (x = X5) -n(x)| < [x§ - X]| <45,

and, therefore, g;(x) := (x — X}) -n(x) > 0 for any x € (9K);. Hence, (OK); is
star-shaped with respect to B(xg, d;) in K; that is any line connecting any point of
(0K); with a point of B(x?, d7) lies wholly in K. This implies that K sk, is star-
shaped in K with respect to any subset of B (x?7 d;) and, in particular, with respect
to any (d—1)-hypercube passing through X? and contained in B (x(;, d;). In general,
however, B(x9,d;) ¢ K, but we have dist(dB(xY,d;), K) < |xJ —X}| < §;. For the
boundary pieces (0K); with B(x?, d;) C K, we fix §; to its largest possible value
ensuring B(x{,d;) C K. If, however, B(xY,d;) ¢ K, we select §; small enough, so
that dist(0B(x),6;), K) < bz, (8p)~—2.

On the other hand, the C' smoothness of (0K); ensures that there exists a
finite tessellation comprising of diagonally scaled and rotated (d — 1)-hypercubes
approximating (0K); to a desired accuracy, say /2. Consider now the truncated
prisms intersecting (0K); defined uniquely by the 2971 vertices of each element of
the tessellation and the 2¢~! vertices of a second (d—1)-hypercubical base contained
in B(xY,0;) and passing through x). The union of the latter generalized prisms
covers K(pk); within a distance ;. Considering the corresponding construction
for all j, we conclude the construction of a finite cover of K by affinely mapped
generalized prisms such that (4.14) holds. O

Remark 4.20. The purpose of the construction in the proof of Lemma 4.19 is to
assert the existence of at least one covering with the required properties, and not
to construct the ‘optimal’ one.

Lemma 4.21. Let K € T Lipschitz satisfying Assumption 4.1. Then, for each
v € Pp(K), we have the inverse inequality

(p+D+d|F|,
lvll%

with

min {Cre (K, Fi),2cf§132dp2(d71)}, K p-coverable,
(4.16) Cinv(p, K, F) = ® ¢ .

Creg (K, F}), otherwise,

with Creg (K, F;) := |K|/(|Fi| supyoc g minkep, (m;-m)), and cqs > 0 as in Def. 4.18.
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Proof. Tf K is not p-coverable, using (4.2), we simply have

(p+D(p+d), (p+1)(p+ d)|F 2
A NAC a4 < Crea (K, F; .

1}17‘1(uli n) ||’UHKFZ >~ |K| g( )||UHK
xecF;

(4.17) [lv]

2

If, on the other hand, K is p-coverable, then Kp, C K C Uj:lw-:mx?j and, thus,

lollE, < |Flllvllf . my < |Fi|||v|‘%oo(KFi) < |Fi|j:{f}§}f;% \ U”im(fj)'
Now, Lemma 4.16 (together with an elementary scaling argument), along with

(4.11) and (4.13), imply

0l 7,y < 32|17 lollF, < 2(32p)% e 1Kol

Combining the last two estimates, taking the supremum over x? € K, the inverse
estimate constant is then given by the minimum of the two estimates. O

The above result generalizes both [20, Lemma 11] and [23, Lemma 4.9] in a
number of ways. The coverings are now allowed to consist of curved domains. Also,
elements with arbitrary number of (curved) faces are now admissible and an earlier
hypothesis on uniform boundedness of m across the mesh has now been removed
by a more careful analysis. Note that, when K € T is a polytopic element with
straight faces, Lemma 4.21 collapses to [20, Lemma 11] with improved constants.

Remark 4.22. The sub-division {F;};X, of the (curved) element boundary 9K is
typically not unique. We can seek to minimize the coefficient (4.16) by considering
different candidates for {F;}%,. However, such optimization would be practically
beneficial only for rather “exotic” element shapes as, in most cases, we can simply
resort to (4.1). Of course, extremely general curved “exotic” element shapes must
be used only when deemed beneficial for the particular problem at hand. In such
cases, a basic geometric study for improving the constant (4.16) (and, therefore,
as we shall see below, the dG discontinuity-penalization function, cf. Remark 5.3
below) may be in order. In any case, Lemma 4.21 is sharp for each given subdivision
{F;};'%, and directly generalizes the inverse estimates in [20].

Next, we present an H' — Ly-inverse inequality for polynomials on a general
curved element K € T.

Lemma 4.23. Let K € T satisfy Assumptions 4.1 and 4.3. Then, for each v €
Pp(K), the inverse estimate

4
P

(4.18) IVl < Cﬁw(p,K)pTllvHio
K

holds, with p., denoting the radius of the largest inscribed circle of a domain w C RY,
and

4 min {pCOV(K)7p ,Cov(p,K)}, if K p-coverable
(4.19)  CBy(p, K) = { ’

4peov (K), otherwise,
with
(4.20) Pcov (K) = Z C(igv (d7 72]) ( . ) ’
j=1 PR,
and
o d _ha2d B ~ prK>2
(4.21) Pp—cov(D, K) 1= ¢, (32)%(p— 1) Jpax Cinv(d, 7”5)( P

for Ko, 0 =1,...,my, cover of K consisting of affinely mapped generalised prisms.
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Proof. From Lemma 4.19, there exists a cover of K, consisting of affinely mapped

generalized prisms K, j = 1,...,mg. Thus, for v € P,(K), Lemma 4.12, (with a
standard affine scaling) and (4.13) imply:

IVolf < Z Vo, < Z in (

with 7; denoting the 7 of K; as per Definition 4.9. Thus, we have

A24 A24

rip
||UH2 < 4 mv HUHK7
pi

K

4
(4.22) IVl < peon () ol
Note that peoy(K) grows with px/minj—1__m PR, growing.
On the other hand, if K is p-coverable, there exists £ € {1,...,my} such that
Vol < K[V k) < |K|||Vv||2LDO(?£). Using now Lemmata 4.16 and 4.12
(with scaling), as well as (4.12), we deduce, respectively,

IVoll} &, <320 — 1)K Vol
4.23
2 < 32%(p — 1) O (d, 70207 p22 [ Kol vl
The result already follows by combining (4.22) and (4.23). O

In the special case of an element K being star-shaped with respect to a contained
ball, we can have a more precise statement in terms of the constants involved.

Corollary 4.24. Let K C R? domain which is star-shaped with respect to a ball
B(x,pr) C K, x € K. Then, for any v € Pp(K), we have the inverse estimate

p?
190l < @) (MY 2oy
PK PK
for some universal constant C(d) > 0 that can be estimated explicitly. Thus, if
additionally, K is shape-reqular, i.e., hx ~ pg, we retrieve the classical inverse es-
timate | Vv||% < Cp*/h%||v||%, wzth C now also dependent on the shape-regularity
constant.

Proof. We have B(x, pr) C K C B(x,hk). A comparison of the area of the largest
(d—1)-hypercube contained in B(x, px ), given by p}i{_l/Q(d_l)/z, with the surface of
B(x, hr), shows that we can cover K using z := [2(4+D/27d/2p3=1 /(T(d/2)p% ) |+
1 mapped right generalized prisms Kj;, j = 1,...,z, whose bases are given by
rotations of the largest (d — 1)-hypercube contained in B(x, px). So, we have

A2p4

IVl < Z IVol%, < Z v (45 75)

”vHK ’
Kj

here we have used scaling via ®; : Kj — K affine mapping [0, 1]¢ to a rotation
of the largest d-hypercube contained in B(x, px). Since each Kj is right, we have
75 < |hi/pk,|+1, forall j =1,...,2 Also, from the star-shapedness with respect
to B(x, px), we have pi; > pr /2. Combining the above, we deduce

4 2
p

IVolli < 8CH(Lhi/pr,] +1,d)(Lhi/pr, ] + 1)2/)7 > ol
K j=1

Using the (pessimistic) bound ijl Hv||%(J < z||v||%, and combining the numerical
constants, the result follows. O
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The last result holds under weaker domain assumptions compared to [45, Theo-
rem 1] and, in contrast to the main result in [46], it offers explicit dependence on
the domain size in the case of piecewise C! domains. We also note [45, Theorem
3], which provides a similar bound for the special case of K being a d—ellipsoid, in
conjunction with John’s Ellipsoid Theorem. It is interesting to investigate the ex-
tension of the above inverse estimates with explicit constants to cuspoidal domains
in the spirit of [46]; this will be considered elsewhere.

Example 4.25. We revisit Example 4.6 for d = 2, with K = B(0, R) a circular
element with radius R. Let K; = B(0,R) N {(x1,22) : 21 € R, —V2R/2 < 25 <
V2R/2} and Ky = B(0, R) N {(x1,22) : —V2R/2 < x1 < V2R/2, x5 € R}, so that
K = K1 U K5. We further subdivide each K; in half to form prisms with flat base;
for each of these, we can select # = 2. Thus, Lemma 4.23 implies
4
p
Vel < Cyv Bl

with CI%V < 2304. The constant in this special case can be improved considerably
upon taking advantage of the circle’s symmetries.

%0

FI1GURE 7. Example 4.26. K € T with ‘multiscale’ boundary behaviour.

Example 4.26. Let d = 2, and consider the polygonal element K € T with
‘multiscale’ boundary behaviour depicted in Figure 7. Denoting by r the length
of each of the (equal length) n small faces and with hg its diameter, we consider
the case 1 < hx. If r < hx/p?, we can cover K by one triangle , namely, the
smallest simplex containing K. Then K is p-coverable and CZy (p, K) remains
bounded, independently of n. Hence, when the two geometric scales h and r are
significantly different, K is essentially a simplex in this context.

On the other hand, for p large enough and fixed r and n, we have r > hg /p?
and, hence, we cannot cover K as before. Instead, we consider a family of n non-
overlapping simplices ?j C K, each defined by one ‘small’ face of length r and the
vertex x°. Then, we have cqs = n~! in Definition 4.18 and PR, ~ hi /n. Since
also px ~ hx and g = 1, we compute CZ(p, K) ~ n~1. This is reasonable, as
sufficiently high polynomial degree p basis functions can resolve the scale of the
‘sawtooth’ face ensemble.

4.6. Best approximation estimates. We now turn to hp-version polynomial ap-
proximation bounds over general domains. The setting here remains essentially
unchanged compared to the case of just polytopic elements presented in [21, 20].
More specifically, under a mild set of covering assumptions and upon postulating
the existence of so-called function space domain extension operators, we are able
to apply hp-version best approximation results in various seminorms.

Definition 4.27. Given a mesh T, we define a covering T* = {K} of T to be a
set of open shape-regular d-simplices K, such that for each K € T, there exists a
K € T# with K C K. For a given T*#, we define the covering domain Qy := Uxer: K.

For illustration, in Figure 8 we show a single two-dimensional curved element
K € T, along with a covering simplex K € 7% with K C K.
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FIGURE 8. A simplex K € T* covering an element K € T.

Assumption 4.28. For a given mesh 7, we postulate the existence of a covering
T*# and of a (global) constant Oq € N, independent of the mesh parameters, such
that

maxcard{K’ eT:K'NnK+#0, KeT* such that K CIC} < Oq.
KeT

For such T*, we further assume that hx := diam(K) < Cgiamhi, for all pairs
K eT,K e T* with K C K, for a (global) constant Cgja > 0, uniformly with
respect to the mesh size hy.

Remark 4.29. Assumption 4.28 ensures the shape-regularity of the mesh covering
T* only. Shape-regularity of the mesh 7 is not assumed. We refer to Figure 3.6 in
[20] for an example on how these two concepts may differ considerably.

The validity of Assumption 4.28 allows for the use known hp—version approx-
imation estimates on simplicial elements [6, 7, 56], on each I and, subsequently
restrict the error over K C K. However, it requires to extend the exact solution u
into Q4 in a stable fashion. To that end, we shall use the following classical result.

Theorem 4.30 ([57]). Let Q2 be a domain with a Lipschitz boundary. Then there
ezists a linear extension operator € : H*(Q) — H*(R%), s € Ny, such that €v|g = v
and ||€v| gsray < Cellv|| s (q), where the constant Ce > 0 depends only on s, ).

Subsequent refinements of the dependence of the constant C¢ on the domain
shape in Theorem 4.30, have been presented for instance in [55, 24].

For the estimation of the best approximation error on the mesh skeleton I'j,; UOSQ,
we require the trace estimate on curved domains from Lemma 4.7.

We now have all the ingredients to assert the validity of the following hp-
approximation error bounds.

Lemma 4.31. Let K € T satisfy Assumptions 4.1 and 4.28, and let K € T* be the
corresponding simplex with K C K as per Definition 4.27. Suppose that v € Lo ()
is such that €v|xc € H'* (K), for somelx > 0, and that Assumption 4.28 is satisfied.
Then, there exists an operator m, : H'% (K) — P,(K), such that

SK—q
(4.24) o = mpellmsge) < Cr @0ty e 20,

for 0 <q<lk, and

hSde/2

(425) |l —mpllr, < Cop?(p. K, Fi)lFill/zhll@vllmxm, Ik >d/2,

with

Caplp, K, Fy) = Comin { W (|Fi| sup_min (m; - m)) ™" p* ! |,
xgEK x€F;

sk = min{p + 1,lx}, and C1,Cy > 0 constants depending only on the shape-
regularity of K, q, lx, on Caiam (from Assumption 4.28) and on the domain Q.
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Proof. Let I, : H'(K) — P,(K) be a known optimal hp-version approximation
operator on simplices, see, e.g., [6, 7, 56]. We define m, : H(K) — P,(K) by
mpv 1= II,(€v). To prove (4.24), we begin by observing that

v — mpvll iy = [|€v0 — T, (&) | oy < [[€v — T (€V) || (k) -

Thus, Assumption 4.28 and standard hp-approximation estimates on simplices (e.g.
[6, 7, 56] yield the desired bound; we refer to the proof of [20, Lemma 3.7] for a
similar argument for polytopic elements.

To prove (4.25), we use the trace inequality (4.3) with ¢ = p to deduce

hK hQSK 1

(4.26) lv = mpllf, < C o= | €0l (x»

S xR n)

|3 < h%(. On the other hand, we observe that

lv = mpoll, < |Filllo = mpoll] i,y < €0 = T (E0)IIT k)

Hence, employing a classical hp-approximation estimate for the maximum norm
error from [6, 7], (cf. also [20, Lemma 20] we arrive at

hQSK d

(4.27) lv = mpvll, < ClF|—; ol i 1€l iy

for Ix > d/2. The result follows by taking the minimum between the bound in
(4.26) and the bound in (4.27). O

Remark 4.32. We note the correspondence between Cinv(p, K, F;) from Lemma
4.21 and Cup(p, K, F}), in the typical case h% ~ |K|. The key attribute of both
expressions is that they remain bounded for degenerating |F;|, allowing for the
estimates (4.15) and (4.25) to remain finite as |F;| — 0.

Remark 4.33. If the constant C,p(p, K, F;) in (4.25) is taken with the first term,
then the approximation result (4.25) holds with I > 1/2.

5. A PRIORI ERROR ANALYSIS

We are now ready to briefly discuss a priori error bounds for sufficiently smooth
exact solutions, thereby generalizing the respective results presented in [20] to the
case of curved polytopic meshes. The line of argument is similar to the case of
straight polytopic meshes presented in detail in [20].

A crucial ingredient of the analysis for the proof of stability of the dG-EASE
method is the precise definition of the discontinuity-penalization function o appear-
ing in the method (3.3). It is important to define o sufficiently large for stability,
while at the same time not substantially larger than what is required, as it could po-
tentially cause loss of accuracy and/or conditioning issues. Additionally, following
[20], we provide a stronger inf-sup stability result with respect to a ‘steamline-
diffusion’-type augmented norm, when the wind b is non-zero. The size of the
‘steamline-diffusion’ coefficient depends crucially on Lemma 4.23, whose constant
provides information on the stabilization capabilities of the method.

The dG norm for which we seek to prove a priori error bounds is given by

1/2
lolll = (ol + llvllF) ", where

olll3: = lleovll* + Z (Vb nl[v] 5« + Vo nvll3, koa).

KeT
with co given in (2.4), and [|[v[|3 = [lVaV7|? + [V [v] [}

TintUOQDp
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Definition 5.1. For a mesh T, we define the set Fiy of interfaces F' C 'y by
Fint := {F C Dipy : there exist K, K’ € T with F =K NdK'};

correspondingly, we set Fp := {F C 0flp : there exists K € T with ' = 0K N
0Qp}. For notational compactness, we also define Finy,p := Finy U Fp. (Note that
F may comprise of one or more faces of K, K’.) Moreover, each interface F' may be
contained in one or more F}’s of the elements K, K’ as per Assumption 4.1. Thus,
there exists a subset {FiK}iejg with index set IX < {1,...,ng}, such that F C

UiEIEFiK and, correspondingly, aset X {1,...,ng} such that F C Userr, FX'.

K2

For technical reasons (cf. [20] and the references therein), we shall make use
of the following extensions Bq : (H'(Q) + S%) x (H(Q) + S2) — R and ¢ :
(H(2) 4+ S%) — R of the bilinear and linear forms (3.5) and (3.6), which are given
replacing {aVw} and {aVoe} with {allVw} and {allVe} in By and £, respec-
tively, where II : [Ly ()] — [S2]? denotes the orthogonal La-projection operator
onto the (vectorial) finite element space. Observe that Bq(w,v) = Bq(w,v) and
{(v) = {(v) when w,v € SY. Similarly, we define B(w,v) := By(w,v) + Bar(w,v).
Next, we discuss the coercivity and continuity of By.

Lemma 5.2. Let (3.7) hold and consider a mesh T satisfying Assumption 4.1.
With the notation introduced in Definition 5.1, define the discontinuity-penalization
function o : Tipy UOQp — R for every interface F € Finyp, F = 0K NIK', by

ak (pe + 1)(pc +d) }
K|

when F € Fp we set K = K'. Then, for all w,v € H*(2) + S¥, we have

?

5.1 =9 {I’C c K, FR)|FX
(5.1) ol P |F\?€1§l§{ N (P TONEST}

1 -
(5.2) Ba(w,w) = §|||le3 and  Ba(w,v) < 2|[wl]lall|v]lla-

Proof. The idea of proof is standard and makes use of the trace inverse estimate de-
veloped above. The novel attribute here is the choice of o which requires some care
since the star-shapedness of each interface F' may correspond to different boundary
segments F in either side of the interface. To that end, for w € H*(Q) + S¥, we
have Bq(w,w) > ||w|||? — QIFMU&)QD{{CLHVU)}} - Jw] ds.

Therefore, Lemma 4.21 and the stability of the orthogonal Lo-projection give

P+ 1) (pg +d
ITVaVwlinox < 115 | max {Ciny (P, K, FiK)\FZ-K\}( K &gK ) Ivavu|Z,
weip
Coercivity already follows by a Young’s inequality. The proof of continuity is
standard and, therefore, omitted for brevity. O

Remark 5.3. The stability of the dG-EASE method is guaranteed under extremely
general mesh assumptions thanks to the judicious choice of the penalization function
(5.1). As discussed also in Remark 4.22, the latter ultimately depends on the choice
of subdivisions {F;},%, of OK appearing in Assumption 4.1. Of course, whenever
possible, by simply following the recipe in Remark 4.2(ii), we can easily arrive at a
practical value of the penalization function for general curved elements.

We shall additionally assume for simplicity of the presentation that
(5.3) b- V¢ e SP, for all & €S2,

as is a standard in this context, cf. [41] and also [20, Chapter 5]. Assumption (5.3)
can be further relaxed at the expense of an additional mild suboptimality with
respect to the polynomial degree p; see [41, Remark 3.13] and Remark 5.8 below.
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Theorem 5.4. Let T = {K} a subdivision of Q C RY, consisting of, possibly
curved, elements satisfying Assumptions 4.1, 4.8 and 4.28. Then, assuming that
(5.3) holds and that the discontinuity-penalization function o is given by (5.1), there
exists a constant As > 0, independent of h and of p, such that:

B(w,v)

(5.4) inf sup
wesP\{0} vesefoy lwllislllvllls —

with [[oll = (II0l1? + Sgeer Axllb - Tol3) ", wherey

. FE|\-1
mm{chK ,( Z ZCINVpK,KFK)|K||) }

v (i, K) " FCOK ierk
max{||bl|z_ (x), 0k }(px + 1)(pK + d)

for KeT,px>1, 0 = maX{a‘}{,o?{}, with 0% := maxpcox o|r, and

b B ax(px +1)(px +4d)
(5.5) ok = 2}1&?}( {KGI{I?}}{,}{ Cixv (s K) P }}

Proof. The proof follows in a completely analogous fashion to the proof of [20,
Theorem 5.2] and is, therefore, largely omitted for brevity: the key idea is to set
v =v(w) = w+aws, for w € ST with w,|x := Agb-Vw, K € T, withR 3 a > 0.
Then, it is sufficient to prove that [||v]|s < C*[|wlls, and B(w,v) > C.ll|w]||?,
and then to set Ay = C,/C*, for some C,,C* > 0 constants independent of the
discretization parameters. The last two conditions are proven by using the inverse
estimates above along with a judicious use of a. O

)\K =

Remark 5.5. Theorem 5.4 extends respective results on polytopic meshes from
[18, 20], to general meshes consisting of polytopic and/or curved elements with
arbitrary number of faces. Moreover, this choice removes a dependence of the
inf-sup constant A on the inverse inequality constants Ciny and C&pv; cf. [18, 20].

Theorem 5.6. Let T = {K} be a subdivision of Q C R?, consisting of general
curved elements satisfying Assumptions 4.1, 4.3 and 4.28. Let also T* = {K} an
associated covering of T consisting of shape-reqular simplices as per Definition 4.27.
Assume that (5.3) holds. Assume that u € H'(Q) the ezact solution to (2.1),(2.3),
is such that u|g € H'*(K), lx > 1+ d/2, for each K € T. Let u, € S%, with
pr > 1, K € T, be the solution of (3.3), with o as in (5.1). Then, we have

K

25
|||u—uh|||2<CZ s (Dk (F, Caps Mics Pic) + G (F.Cinvs Caps ) || €l T 1y
KeT PK

with s = min{px + 1,1k},
Di (F,Caps A p) = ol sy + S + A& + Ak Bupichi” + axpichi’
+5Kh1{ Pk Z |IF |max{cap Py K, FK |FK|}
FCOK
and
G (F,Cinv, Cap, i) = Gcpich ™ > o HIE] max {Cap pr, K, Ff)|FF}
FCOKN(TimUdQp) o0
+agpich K70 Y —1|1§S|max{cmv (pk, K, Ff)|FK|}
FCORN(Taeuon) €18

+ h;{de Z U|]F |maX {Cap pKaK FK |FK|}
FCOKN(TintUOND) i€y
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sk = min{px + Lk}, (k= [¢/collox)s o is in (24), Br = [[bllr.x),
and C' is a positive constant, which depends on the shape-reqularity of T*, but is
independent of the discretization parameters.

In the special case in which the coefficient a is strictly positive definite a.e. in
while b = 0, Assumption 4.3 can be removed from the hypotheses.

Proof. The proof follows on very similar lines to the respective one for polytopic
meshes and can be found in [20, Section 5.2]. O

The above hp—version a priori error bounds hold without any assumptions on
the relative size of the faces F', F' C 0K, of a given curved element K € 7. To aid
the understanding of the rates of convergence resulting from the above results, we
set pg =p>1, h = maxger hi, Sk =8, s =min{p + 1,1}, and | > 1+ d/2, and
assume that diam(F') ~ hg, for all faces FF C 0K, K € T, so that |F| ~ hg?_l).
Then, Theorem 5.6 reduces to

s—1
llu = unllla < C—= llullmi(a),
p 2
i.e., it proves optimal convergence in h and suboptimal in p by p'/2.

At the other end of the spectrum, consider the case of transport equation, i.e.,
when a = 0. In this case, the dG norm [||-||| degenerates to |||-|||ar; note that, then
we have Ay = O(hg /p%), and the a priori error bound in Theorem 5.6 reduces to

s—1

h
o= wnlllae < = Nellar -

This bound is, again, optimal in h and suboptimal in p by p'/? and completely gen-
eralizes the error estimate derived in our previous work [18] to essentially arbitrarily-
shaped meshes under the same assumption (5.3).

Remark 5.7. We remark on typical cases which result to simplified formulas for
M. Assuming |K| ~ h%, px ~ hx, and |F| ~ hg?il) for an element K € T
and for its immediate neighbours, both constants Cfy; and Cixy will be defined by
the first term in the maxima in (4.16) and (4.19), respectively. Then, we deduce
Ak ~ hi/ p%( for the important case of advection-dominated problems.

Remark 5.8. For general advection fields b, the proof of the inf-sup condition needs
to be modified by using a slightly different norm involving II(b - V) instead of
(b-V7) in the s-norm, yielding an error bound which is optimal in A but suboptimal
in p by p3/2 for the purely hyperbolic problem. Of course, if we modify the method
by including a streamline-diffusion stabilization term as done in [40], then an hp-
optimal bound can be derived without enforcing (5.3).

6. NUMERICAL EXAMPLES

We test the dG-EASE approach through a series of numerical experiments us-
ing curved elements, ranging from basic domain approximation to highly complex
element shapes arising from random element agglomeration of a fine background
triangulation.

In the case of the agglomeration-constructed elements, the background (curved)
triangulation is also used for the assembly step. In particular, the discontinuity-
penalisation function | is fixed following the recipe in (5.1) with the subdivisions
{F;}!% of OK, K € T, appearing in Assumption 4.1, given by unions of faces of the
background triangulation. Moreover, for simplicity the background triangulation is
also used for integration, exploiting parallellization of the quadrature process [30],
see also [20] for a more detailed discussion of implementation of such methods.
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FIGURE 9. Example 1. Top: convergence history for p = 1,2,3,4
in the |||-||| and ||-||q norms against v/Dof for the curved triangular
mesh exemplified in the bottom (right) plot with 65,109, 527, 2266,
and 9411 elements, respectively. Bottom (left): Convergence his-
tory for p = 1,2,...,7 in the |||-]|| and ||-||o against v/Dof for the
meshes with 65 and 109 elements.

Nonetheless, very often it is possible to use substantially coarser subdivisions than
the background triangulation the elements have been constructed from, e.g., a
subdivision with one simplex per straight face.

For curved elements, the current implementation performs quadrature by a suf-
ficiently fine sub-triangulation approximating the curved element, exactly as in
the agglomerated-element case. We stress, however, that in this case the sub-
triangulation is only used to generate the quadrature rules. These calculations are
fully parallelizable : in [30] it is shown that quadrature cost becomes irrelevant if
modern GPU architectures are used in the implementation of assembly. Of course,
this is not the only possibility. For instance, domain-exact quadrature algorithms
for many curved domains exist, see, e.g., [5] and the references therein for such
algorithms.

6.1. Example 1: curved elements. We begin by testing the method on tri-
angular elements with (non-parametric) curved faces. Specifically, we consider a
two-dimensional diffusion problem with a = I5x2, I2x2 denoting the 2 x 2-identity
matrix, b = (0,0) 7, ¢ = 0 and f so that u(z1, x2) = sin(rx1) sin(rxa) in (2.1). We
solve this problem on an irregular annular domain constructed as the unit disc cen-
tred at origin, with a circular hole centred at (0.25,0.25) and radius 0.4 removed;
cf. Figure 9 for an illustration.
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F1GUureE 10. Example 2. The computational domain £ and two
meshes with 30 and 132 elements, respectively.

We construct a sequence of domain-fitted curvilinear meshes as follows. First, us-
ing the mesh generator from [54], we construct a sequence of meshes approximating
the domain 2 comprising of 65,109,527,2266, and 9411 quasi-uniform triangular
elements, respectively. The 65-element mesh is shown in Figure 9. Then, exploit-
ing the knowledge of the level-set function of 02, elements containing straight faces
approximating the curved boundary are marked. Finally, all marked elements are
treated as curved triangular elements with two straight faces and one curved face
described by the domain level-set function, thus capturing the domain exactly.

In Figure 9 (top row), we present the convergence history of |||u — upl|| and
lu — up o against v/Dof, with Dof the number of degrees of freedom on the afore-
mentioned curvilinear meshes with 65,109,527,2266, and 9411 elements, for p =
1,2, 3,4, respectively. We clearly observe that, for each fixed p, all errors converge
to zero at the optimal rates O(hP) and O(hPT1), respectively, as the mesh size h
tends to zero. In the two bottom plots in Figure 9, we also investigate the conver-
gence history of the dG-EASE solution under p-refinement, using the two meshes
with 65 and 109 curved elements, respectively, in linear-log scale. Here, we observe
exponential convergence of all errors against v/Dof.

6.2. Example 2: convergence study. We now investigate the convergence of
dG-EASE on a highly complex mesh comprising of elements arising from agglomer-
ation of a very fine background mesh, which also contains curved boundary-touching
elements. Set a = elyxo and € = 0.01, b = (1 — 22,1 —2;)", ¢ = 2 and f so that
u(wy, x2) = sin(mxy) sin(rxa) in (2.1) for d = 2, on a domain Q ~ (0,1)? enclosed
by a piecewise curved sinusoidal boundary; we refer to Figure 10 for an illustration.
We impose non-homogeneous Dirichlet boundary conditions on 0f2.

The mesh is constructed as follows. An initial curved mesh, fitted to the sinu-
soidal boundary via the level set approach described above, is subdivided into a
very fine background subdivision consisting of approximately 500K sub-elements.
The latter is, in turn, agglomerated into 30,132, 555,2151, 8337 curved/polygonal
elements using a standard mesh partitioning software. The parameters chosen in
the partitioning software have been selected to yield a high-frequency ‘sawtooth’
vertical boundary for many of the agglomerated elements. We refer to Figure 10
for an illustration of the resulting meshes with 30 and 132 agglomerated elements.

In Figure 11, the convergence history for p = 1,2, 3, 4 for the errors |||u — up,||| and
|lu — up||o against v/Dof is presented for the aforementioned agglomerated meshes
with 30,132, 555,2151, 8337 elements. Here, we clearly observe that, for each fixed
p, the dG- and Ly(§2)-norm errors converge to zero at the optimal rates O(h?) and
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FiGUrRE 11. Example 2. Convergence history for p =

1,2,3,4, in [||-||] (top-left), ||-||a(top-right) and [||-|||s(bottom-left)
against v/Dof for the meshes exemplified in Figure 10 with
30, 132,555, 2151, 8337 elements, respectively. Bottom right: con-
vergence history for p = 1,2, ..., 7 in the three norms against v Dof
for the mesh with 132 elements shown in Figure 10 (right).

O(hPT1), respectively, as the mesh size h tends to zero. Further, we report also the
error in the stronger ‘streamline-diffusion’ norm |||u — upl||s in Figure 11; here we
have chosen Ax = O(pk /p%). For each fixed p, the errors converge to zero at the
optimal rates O(h”), as the mesh size h tends to zero.

Finally, in Figure 11 (bottom-right), we also investigate the convergence history
of the dG-EASE solution under p-refinement, using the mesh with 132 elements
shown in Figure 10(right). Here, we observe exponential convergence of the three
norm errors against v/Dof. Interestingly, we observe that the difference between
the errors [||u — up||| and |||u — wup]||s is insignificant.

6.3. Example 3: stability study. We continue by assessing the stability of the
dG-EASE method for convection-diffusion problems in the presence of unresolved
lower-dimensional sharp solution layers. To this end, for d = 2, we set a = €laxo
and e = 107% b= (1,1)T, c =0 and f = 1 in (2.1). We solve this problem on a
variant of the domain €2 from Example 2 above, in which circular internal pieces of
the domain of various radii have been removed; we refer to Figure 12(left) for an il-
lustration of the domain and sample mesh of essentially arbitrarily-shaped elements
obtained using a completely analogous construction to that used in Example 2. We
close the problem by prescribing homogeneous Dirichlet boundary conditions on 92
(i.e., including the internal boundaries at the holes). We expect strong exponential
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FicURE 12. Example 3. Domain with holes and 531-element mesh
(left). Corresponding solution obtained with p = 1 (right).

boundary layers on the top and right portions of the curved boundary, as well as
variable intensity layers at the outflow portions of the internal hole boundaries.

In Figure 12 (right), we provide the dG-EASE solution using p = 1 and the mesh
of 531 elements shown on the left plot. This mesh is not fine enough to resolve the
singularly perturbed behaviour in the vicinity of the outflow portions of the bound-
ary. Nevertheless, the dG-EASE method provides a stable discretization with very
localized, expected, oscillatory behaviour at the vicinity of the outflow boundary.
The stable behaviour of dG-EASE with respect to the size of the Péclet number
Pe := ||b]| /e is expected due to the upwind flux used in By, (-, -); nonetheless, to the
best of our knowledge, its performance in the context of elements with such geo-
metrical shape generality has not been tested before in the literature. To highlight
the behaviour of the method on different meshes, we report the dG-EASE solution,
obtained with meshes composed of 129 and 2048 linear elements in Figure 13 (top).
In both cases the mesh is not sufficiently fine to resolve the exponential boundary
layer behaviour, while the finer mesh with 2048 linear elements sufficiently resolves
the parabolic layers initiated at the holes.

Finally, we test the hyperbolic limit case by setting ¢ = 0. The DG-EASE
solution, shown in Figure 13 (bottom), remains stable and there is no oscillation
around the outflow boundaries, as expected by a stabilised method.

6.4. Example 4: changing type PDE across a curved interface. To high-
light a number of attractive features of the dG-EASE approach, we consider a cou-
pled parabolic-hyperbolic partial differential equation, whose type changes across
a sinusoidal interface I'. Let Q2 = Q7 U Qs UT" with

O ={(z1,22) : =1 <2y <1, Asin(wrzy) < a9 <1},

Do ={(z1,22) : =1 <21 <1, =1 <9 < Asin(wray)},
for A,w > 0 whose precise values will be given below; we refer to Figure 14 for an
illustration. On this geometrical setting, we consider the problem:

—m%umzwz + Uy, + Awr cos(wrry )u,, +u =0, in Q1,

Uz, + AwT cos(wmxy Uy, +u =0, in Qo,
coupled with inflow and Dirichlet boundary conditions, so that the analytical solu-
tion is given by

sin(% (1 + xzo — Asin(wmay))) exp(—(x1 + 7Ti;f)), in Qq,
u(xy, ) =
sin(5 (1 + z2 — Asin(wmzy))) exp(—21). in Q5.
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FIGURE 13. Example 3. Solutions computed for ¢ = 10~ (top)
and € = 0 (bottom) using linear elements. The meshes are com-
posed of 129 (left) and 2048 (right) elements with compex shapes.

This problem is hyperbolic when z, < Asin(wnz,), ; € (—1,1), and parabolic
otherwise. The normal flux of the exact solution is continuous across the interface
I’ with equation z, = Asin(wmz;), while the solution itself has a discontinuity
across the interface. This problem is a variant of an example from [33, 18]. As
such, there is no discontinuity penalisation imposed at the interface I"'. Moreover,
we point out that b-n = 0 at the interface in this example.

Our aim is to highlight the performance of dG-EASE of arbitrary order, when
the mesh is fitted with respect to a discontinuity of the exact solution. To that end,
we focus on p-version convergence, using 64 rectangular elements with curved faces
exactly fitting the interface; we refer to Figure 14 for an illustration with A = 0.025,
and w = 8 and w = 16, respectively.

Interestingly, the mesh is not aligned with the inflow and outflow parts of the
boundary 0€2. This is due to the oscillating coefficient of the first order term. In
Figure 14, the inflow parts of the boundary are marked in red; on these parts, inflow
boundary conditions are imposed. Correspondingly, this pattern continues in the
internal element faces in which the inflow parts of d_ K are also not aligned with
the faces. As such, face integral terms in the dG method may be computed only on
parts of a face of a rectangular element. Nonetheless, the method is able to cope
unaltered with this complication. The quadrature is implemented in the composite
fashion described in Example 1 above.

We begin by setting A = 0.025 and w = 8. In Figure 15, we record the conver-
gence history of the dG-EASE solution under p-refinement, using the mesh shown
in Figure 14 (left) and p = 1,...,13. Although the elements are perfectly aligned
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FIGURE 14. Example 4. The domain {2 with the 64 element mesh
fitted to the interface (blue) for A = 0.025, and w = 8 (left) and
w = 16 (right). The inflow parts of the boundary are drawn in red.
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Error
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FiGURE 15. Example 4. Convergence history for p = 1,2,... in
the |||/l and ||-]|o against v/Dof for the curved triangular mesh

with 64 elements shown in Figure 14, for A = 0.025, w = &, 16.

with the interface I', the mesh is still coarse: each element includes roughly one full
oscillation of the wind b. Still we observe exponential convergence of |||u — uy||| and
|u — up|lq errors against v/Dof under p-refinement. This result reinforces the claim
that dG-EASE on perfectly aligned meshes with appropriate quadrature rules can
lead to spectral accuracy. In contrast, if the mesh is not aligned exactly with the
solution’s discontinuity, the error is only expected to decay at an algebraic rate,
according to standard best approximation results.

Next, we set w = 16 and we record the convergence history under p-refinement,
for p = 1,...,17, for the fixed mesh from Figure 14(right). Here 64 elements
constitute a very coarse mesh as, at the interface, there are now two full oscillations
of the wind b per element. Again, we observe exponential convergence of |||u — wup|||
and ||u — up|lo against vDof under p-refinement, after an initial plateau for p <
5. This is expected as the dG-EASE approach is not designed as a multiscale
framework. Nevertheless, for p > 6, exponential convergence is observed.
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