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Abstract

This paper deals with the exponential stability analysis of decentralized, sampled-data, Linear Time Invariant (LTI) control
systems with asynchronous sensors and actuators. We consider the case where each controller in the decentralized setting
has its own sampling and actuation frequency, which translates to asynchrony between sensors and actuators. Additionally,
asynchrony may be induced by delays between the sampling instants and actuation update instants as relevant in a networked
context. The decentralized, asynchronous LTI system is represented as the feedback interconnection of a continuous-time LTI
system operator and an operator that captures the effects of asynchrony induced by sampling and delay. By characterizing the
properties of the operators using small-gain type Integral Quadratic Constraints (IQC), we provide criteria for exponential
stability of the asynchronous, decentralized LTI state-space models. The approach provided in this paper considers two
scenarios, namely the ‘large-delay’ case and the ‘small-delay’ case where the delays are larger and smaller than the sampling
interval, respectively. The effectiveness of the proposed results is corroborated by a numerical example.

Key words: Sampled-data system, asynchronous sampling and actuation, decentralized system, integral quadratic constraints.

1 Introduction

Modern-day complex systems are hyper-connected with
several wireless and wired components that interact with
controllers and actuators. In such systems, due to the
large number of distributed sensors and actuators, im-
plementing a centralized control strategy is often not
possible [2]. Decentralized control, wherein controllers
are assigned to individual sub-systems, is often employed
in such cases [1, 2]. Typical examples include Swarm
Robotics, Vehicle Platooning, etc., [2, 21].

⋆ This paper was not presented at any IFAC meeting. Cor-
responding author Jijju Thomas. Tel. +33-603763592.

Email addresses: j.thomas@tue.nl (Jijju Thomas),
christophe.fiter@univ-lille.fr (Christophe Fiter),
laurentiu.hetel@centralelille.fr (Laurentiu Hetel),
nvd@tue.nl (Nathan van de Wouw),
jean-pierre.richard@centralelille.fr (Jean-Pierre
Richard).

Implementing a decentralized control architecture pro-
vides certain advantages. Large-scale systems, the com-
plexity of which prohibits a centralized controller design,
are usually decoupled into subsystems. Consequently,
the control design problem becomes a local problem, in
the sense that global performance is achieved via local
performance. Moreover, since the controllers are decou-
pled, diagnostics and maintenance tasks are easier. This
results in overall lower running costs [1, 2].

Sensors and actuators in a decentralized scheme are typ-
ically deployed over aperiodic communication channels.
However, local controllers are usually designed using
classical sampled-data techniques [2]. This fact, in turn,
poses a challenge in synchronization of different con-
trol system elements due to two main reasons. First, at
an implementation level, individual controllers are usu-
ally algorithms programmed on embedded processors
which work at different frequencies. Secondly, individual
communication channels over which the sensor-actuator
nodes are distributed, have unique network characteris-
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Fig. 1. (a) The decentralized LTI system (1) is stable for
synchronous sampling with T = 0.59. (b) Stability is lost
when x2(t) is sampled asynchronously with respect to x1(t)
with a shift of δ = 0.2.

tics such as communication delay, sampling and actua-
tion frequencies, etc. The resulting asynchrony may in
turn affect the overall performance of the system and
even its stability. In this paper, this particular problem
within the sampled-data implementation of decentral-
ized controls is considered. In other words, we study the
effect of asynchrony between local, possibly aperiodic,
sampled-data controllers, on the overall stability of the
system. The significance of such an analysis is corrobo-
rated using the following example studied in [24]. Con-
sider the decentralized LTI system defined by

Σ1 ∶ ẋ1(t) = −2x1(t) − x2(t) + u1(t)

Σ2 ∶ ẋ2(t) = 4x2(t) − 2.8x1(t) + u2(t),
(1)

where u1(t) = −x̂1(t), u2(t) = −4.6x̂2(t) are the decen-
tralized control inputs to systems Σ1 and Σ2, respec-
tively, and x̂1(t), x̂2(t) are the state values obtained
through sampling and hold. In the event that both sys-
tems Σ1 and Σ2 are sampled periodically as well as
synchronously with a sampling period T = 0.59 (i.e.,
x̂i(t) = xi(kT ),∀t ∈ [kT, (k+1)T ), i = {1,2}), the overall
system is asymptotically stable as illustrated in Figure
1a. However, as can be observed from Figure 1b, the sta-
bility is compromised when the sampling is periodic but
control loops are asynchronous. Figure 1b presents the
case when a shift δ = 0.2 is introduced in the sampling
of the second state, i.e., when x̂2(t) = x2(kT + δ),∀t ∈
[kT + δ, (k + 1)T + δ).

The stability problem can become even more complex
when both the sensors and actuators involved within in-
dividual control loops are asynchronous. In this paper,
we provide novel methods for the stability analysis of
LTI systems with decentralized sampled-data linear con-
trollers subject to asynchrony. The asynchrony in ques-
tion is attributed to the separate sampling and actuation
frequencies of each sensor and actuator node, as well as
the delay induced in the control loop by control compu-
tation and communication latencies.

Mathematical problem settings that are closely related
to the one considered in this paper, have previously been
studied [25, 3, 5, 8]. For example, in the case of central-

ized controllers with aperiodic sampling and asynchrony
between sensors and actuators, stability analysis meth-
ods have been proposed in [25]. However, the sampling
and actuation frequencies were considered to be con-
stant, and same for all sub-systems. In [3], L2-stability
was analyzed for a distributed control system in which
a single sensor transmits information to two distributed
controllers with asynchronous actuation. The sampling
and actuation scheme considered in [3] allows multiple
samples to be overwritten before a hold update occurs.
In comparison, we assume that actuation events are or-
dered. In [5], the asynchrony between sensors and ac-
tuators is controlled to attain desired levels of system
performance, via decentralized event-triggered control.
In this paper, we check the robustness of a decentralized
system setting with respect to arbitrary asynchrony pe-
riods, implying that the time elapsed between sampling
and actuation instants is arbitrary.

In literature, stability analysis of sampled-data systems
are broadly classified into four approaches, namely the
Time-delay, Discrete-time, Hybrid systems, and Input-
output approaches. An overview of these approaches can
be found in [12]. In this paper, we focus on the input-
output approach [18], which was initially employed in
the stability analysis of time-delay systems [13, 15, 16,
10]. The general idea of the approach, in the context
of sampled-data systems, is to take into account the
effects of sampling as perturbations and model it us-
ing operators. By studying these operators, powerful
optimization-based stability conditions can be derived
using Integral Quadratic Constraints (IQC) [18]. IQCs
are inequalities that are used to exploit structural infor-
mation about perturbations, characterize properties of
external signals, etc. They offer a general framework for
abstracting complex elements of dynamical system mod-
els (nonlinearities, delay, time-varying elements, etc.) to
rigorously analyse robustness and performance using ba-
sic LTI models commonly employed in control engineer-
ing applications. The main advantage of an IQC-type
formulation is its flexibility. Sampling is just one per-
turbation among others; the approach can be easily ex-
tended to take into account other performance and ro-
bustness specifications. In the case of LTI systems sub-
ject to aperiodic sampling or delay, the input-output
approach leads to simple frequency-domain characteri-
sations, which sometimes are model-free (measured fre-
quency response functions) [15, 19].

The stability analysis of sampled-data systems using the
input-output approach relies on two distinct formula-
tions. In the first one, a purely operator-based formu-
lation is considered, wherein the system is represented
by operators with zero initial conditions [15, 19, 3]. This
formulation leads to L2-stability conditions with respect
to exogenous perturbations. Additionally, in this formu-
lation, non-linearities can be treated as operators rep-
resented by perturbations. In the second type of formu-
lation, state-space model representations with non-zero
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initial conditions are considered [20, 7]. The robustness
with respect to asynchrony is then given in terms of ex-
ponential stability property. Contrary to the first for-
mulation, in this case, non-linear systems are handled
by providing dissipativity type conditions on state-space
models, using supply function characterisation of opera-
tors [20, 23]. Both formulations mentioned here may lead
to similar stability conditions. Specifically, in the case of
LTI systems, both formulations lead to characterisation
in terms of IQC. More closely related to our problem
formulation, IQC has previously been used in the L2-
stability analysis of a single sensor-actuator system with
aperiodic sampling [19, 11]. In [10], it has been shown
that L2-stability of a sampled-data system with respect
to exogenous perturbations also implies asymptotic sta-
bility of the equilibrium of the state-space model. In
[3], the L2-stability of a system in a distributed con-
trol setting, with asynchrony between sensors and ac-
tuators, is addressed. The result provided in [3], and
earlier closely related works [14, 6], provide IQCs along
with gain bound characterizations of the kind consid-
ered in this paper. Additionally, in [3], only bounded-
ness of the system solutions with respect to exogenous
perturbations was established. However, in [3, 4, 6, 14],
richer characterizations that account for bounded gain,
as well as passivity properties of the operator character-
izing network effects, have been provided. The benefit
of accounting for both gain bound and passivity prop-
erties has been illustrated in [4]. In the general case,
there are no results in literature that provide relations
between IQC formulations and exponential stability of
asynchronous sampled-data control systems. In this pa-
per, we bridge this gap in the case of LTI systems with
decentralized controllers, by providing general exponen-
tial stability results based on IQC formulations.

The main contributions of this paper are as follows.
The major result is an IQC-based framework for the
exponential stability analysis of LTI state-space mod-
els of decentralized sampled-data (networked) systems
with asynchrony. Novel aspects of this approach are de-
tailed next. First, we propose a preliminary result intro-
ducing a novel and general framework for representing
LTI state-space models of single-loop sampled-data sys-
tems with asynchronous sensors and actuators, in the ro-
bust control framework, as an interconnection between
a continuous-time LTI system operator and an operator
that captures the effects of asynchrony. Second, we ap-
ply this result to a generic class of LTI state-space mod-
els of aperiodically sampled asynchronous decentralized
systems, and formulate small-gain type IQC conditions
not only for L2-stability, but also for exponential stabil-
ity. For the sake of generality, we consider the sampling
and actuation intervals to be time-varying and possibly
unknown (but bounded). Third, we consider two rele-
vant scenarios, namely the large-delay and small-delay
cases. As the name suggests, in the large-delay case, for
individual control loops in the decentralized setting, the
actuation corresponding to a measured (sampled) state

could occur after the next sampling instant or instants.
The only restriction is that the actuation instants for
each control loop occurs in an order corresponding to
the sampling instants. In this scenario, a single opera-
tor is used to capture the effects of asynchrony induced
by sampling and delay. The second scenario, namely the
small-delay case, implies that the actuation correspond-
ing to a sampled state occurs before the next sampling
instant. This scenario has been studied in numerous the-
oretical as well as practical settings (see [26, 27, 22]).
For example, in [22], it was shown that in the case of
a single sensor sampling periodically, when the sampled
data experienced delays smaller than sampling-interval,
the system was rendered unstable. The problem becomes
much more complex when multiple systems are involved,
with individual sensors and actuators having aperiodic,
asynchronous sampling and actuation. For such scenar-
ios, we provide a less conservative criterion in compar-
ison to the criterion provided for the large-delay case,
applied to the small-delay case. This is achieved by cap-
turing the effects of sampling-induced asynchrony and
delay-induced asynchrony, using two separate operators.

In a previous conference paper [24], we have used the
Input-output approach to provide easy-to-check L2-
stability conditions for a setting similar to the one con-
sidered in this paper. However, the results in [24] only
established boundedness and did not take into account
individual bounds on sampling and actuation frequen-
cies, thereby leading to considerably more conservative
results. Here, in this paper, we propose a novel approach
that guarantees exponential stability of the state-space
model by taking into account individual bounds on
sampling and actuation frequencies, which ensures that
the results in this paper are less conservative and more
generic in comparison to the results in [24].

The remainder of this paper has been structured as fol-
lows. In Section 2, we provide a preliminary result that
provides a general framework for representing LTI sys-
tems with asynchronous sensors and actuators, as an in-
terconnection between a system operator and an oper-
ator capturing the effects of asynchrony. In Sections 3
and 4, we provide small-gain IQC-type stability condi-
tions guaranteeing exponential stability of aperiodically
sampled, decentralized, asynchronous LTI systems. In
Section 3, the criterion is provided for the large-delay
case, i.e., the transmission delay is larger than the sam-
pling interval. In Section 4, a less conservative criterion
is provided for the small-delay case, i.e., the transmis-
sion delay is smaller than the sampling interval. Section
5 provides a numerical example corroborating the re-
sults introduced in Sections 3 and 4.
Notations: R is the set of all real numbers, implying
Rn is the set of all n-dimensional real vectors. N de-
notes the set of all natural numbers i.e., {0,1,2, . . . ,∞}.
The notation N⋆ is used to denote the set {N/{0}}.
Diag(M1,M2, ...,Mn) is the block-diagonal matrix with
elementsMi, i ∈ {1,2, . . . , n}, of appropriate dimensions.
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L2e(a, b) is the extended L2-space of all square inte-
grable and Lebesgue measurable functions defined on the
interval [a, b], with theL2-norm defined as ∥q∥2

L2
= ⟨q, q⟩,

and the inner product ⟨p, q⟩ = ∫
b
a p(s)

T q(s)ds.

2 Preliminary Result

In this section, we provide a preliminary result on the
remodelling of a generic single-loop, LTI system with
asynchronous sensors and actuators, as the feedback in-
terconnection of a continuous-time system operator and
an operator that captures the effects of asynchrony. This
result by itself bears significance in the robust control
framework, wherein feedback interconnections of system
operators are often considered. Consider the sampled-
data LTI system defined by

ẋ(t) = Ax(t) +BKx̂(t) +w(t),

x(0) = x0,
(2)

where x ∈ Rn,w ∈ Ln2e[0,∞) and

x̂(t) = {
xinit,∀t ∈ [0, a0)

x(sk),∀t ∈ [ak, ak+1), k ∈ N,
(3)

with xinit ∈ Rn being some constant initial value applied
at the actuator level. A,B and K are matrices of ap-
propriate dimensions. The system under consideration
follows from an LTI system controlled by state feedback
over a sampled-data network with delay. The sampling
sequence {sk}k∈N satisfying

sk+1 = sk + hk,∀k ∈ N, (4)

where the time-varying sampling interval hk satisfies 0 <
h ≤ hk ≤ h̄,∀k ∈ N. Similarly, the actuation sequence
{ak}k∈N satisfies

ak = sk + τk,∀k ∈ N, (5)

where τk represents the asynchrony (delay) be-
tween sampling and actuation instants and satisfies
0 ≤ τ ≤ τk ≤ τ̄ ,∀k ∈ N. In addition, the actuation in-
stants satisfy

ak ≤ ak+1,∀k ∈ N. (6)

Now consider the feedback interconnection of the form
shown in Figure 2, where the dynamics of G are given by

G∶{
ż(t) = Aclz(t) +Bcluz(t) +w(t)

yz(t) = ż(t), z(0) = 0,w(t) ∈ L2e[0,∞),
(7)

where Acl = A +BK, Bcl = BK, z ∈ Rn, and

uz(t) = e(t) + g(t), (8)

G

w

+

f

∆+g

uz yz

ye

Fig. 2. The feedback interconnection of G and ∆

η̇ = Aη +BKuz +w,

η(0) = x0

w

d
dt

∆+g

uz η

η̇ = ye

Fig. 3. The feedback-interconnection used as an intermediate
while transitioning from system (2),(3) to system (7)-(10),
as shown in proof of Theorem 1, in Appendix A.

with g ∈ Ln2e[0,∞). The signal e(t) is given by

e(t) = (∆y)(t) ∶= {
0,∀t ∈ [0, a0)

− ∫
t
sk
y(s)ds,∀t ∈ [ak, ak+1), k ∈ N,

(9)
where

y = yz + f, (10)

with f ∈ L2e[0,∞). In the following theorem, we pro-
vide conditions under which the single-loop sampled-
data LTI system (2)-(3) can be represented using the
feedback-interconnection of operators G and ∆, given
by (7) and (9), respectively. This theorem builds upon
similar transformations given in [3, 6, 11, 14, 15, 16, 19].

Theorem 1 Consider system (2),(3), the feedback-
interconnection (7)-(10), and sampling and actuation
sequences satisfying (4) and (5), respectively. Consider

η(t) = z(t) + eAcltx0, (11)

where z(t) follows the dynamics given by the intercon-
nection (7)-(10), in which f(t) = Acle

Acltx0 and

g(t) = {
xinit − µ(t),∀t ∈ [0, a0)

0,∀t ≥ a0,
(12)

with µ(t) ∶ [0, a0) ↦ Rn given by µ(t) = eAtx0 +

∫
t

0 e
A(t−τ)(BKxinit +w(τ))dτ). Then, for x(t) given in

(2), (3), we have x(t) = η(t) = z(t)+eAcltx0, for all t ≥ 0.

Proof The proof is given in Appendix A.
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Fig. 4. A decentralized controller setup example. Si and Hi,
for all i ∈ {1,2, . . . ,M}, denotes the sample and hold com-

ponents, respectively, for the ith closed-loop.

Remark : The goal of Theorem 1 is to show that system
(2), (3) (with non-zero initial conditions) can be repre-
sented in the form of system (7)-(10) (with zero initial
conditions) for particular signals f and g. To this end,
we use an intermediate feedback-interconnection model
given in Figure 3, in which system (2), (3) is represented
as an interconnection between a nominal LTI system
(with state variable η) with non-zero initial conditions,
and an operator ∆. This transformation is based on ar-
guments previously used in [3, 6, 11, 14, 15, 16, 19].
Next, an additional transformation is used to relate the
model in Figure 3 with the model (7)-(10), by deriving
the appropriate signals f and g that represent the initial
conditions.

Based on Theorem 1, in the following section, we will re-
model a generic asynchronous, decentralized LTI system
of the form shown in Figure 4, as a feedback intercon-
nection of the form shown in Figure 2.

3 Stability Analysis of Decentralized LTI Sys-
tem: Large-delay Case

In this section, we deal with the decentralized problem
setting shown in Figure 4, in the large-delay case. First,
we introduce the mathematical description of the prob-
lem setting. Constructive conditions are then given to
analyse the stability of the decentralized setting.

3.1 System description

Consider the decentralized system configuration shown
in Figure 4, wherein the dynamics of system Σi is given
by

ẋi(t) = Aixi(t) +Biui(t) +
M

∑
j=1,i≠j

Aijxj(t),∀t ≥ 0, (13)

with i ∈ {1,2, ..,M}, xi(t) ∈ Rni , xi(0) = x
i
0 and ui(t) ∈

Rmi . The matrices Ai,Bi and Aij are of appropriate di-
mensions. The term Aijxj(t) denotes the influence of

the states of the jth system Σj on the dynamics of sys-
tem Σi. Here, we consider the case where the control
of the global system is linear. Furthermore, we assume

G +

f

∆+g

uz yz

ye

Fig. 5. Standard feedback interconnection of two exemplary
operators G and ∆, which will be used to represent the
decentralized system (13)-(16).

that it is decentralized in the sense that the control in-
put ui(t) only depends on the local state variables xi(t).
Furthermore, we consider that the control inputs are
asynchronous. The system states xi(t) are sampled ac-
cording to a sampling sequence {sik}k∈N defined by

{sik ∶ s
i
k+1 − s

i
k = h

i
k, k ∈ N, i ∈ {1,2, ..,M}}. (14)

The sequence of sampling intervals {hik}k∈N satisfying
hik ∈ [hi, h̄i] takes into account imperfection in sampling
caused by, e.g., jitter, data packet dropouts, etc. Note
that the sampling instants of different systems are not
necessarily synchronous (hence the index i in sik). The
control input ui(t) based on xi(s

i
k) will be implemented

at a time instant aik at the level of the actuator of system
Σi. We consider that the sequence of actuation times
{aik}k∈N satisfies

{aik ∶ a
i
k = s

i
k + η

i
k, a

i
k ≤ a

i
k+1, k ∈ N, i ∈ {1,2, . . . ,M}},

(15)
where ηki ∈ [η

i
, η̄i] denotes the asynchrony between sen-

sors and actuators. Such an asynchrony may be due to
network delays, control computational delay, etc. Note
that the constraint aik ≤ a

i
k+1 represents the large-delay

case, wherein the network delay ηik on the sampled state
x(sik) can be greater than hik, but the actuation in-
stants stay ordered with respect to the sampling se-
quence. Without loss of generality, we consider h̄i + η̄i ≤

ai0 ≤ a
⋆
0, where a⋆0 =

M
max
i=1

(h̄i+ η̄i). Based on this consider-

ation, the control input to the system Σi is given by the
sampled-data decentralized static state-feedback law

ui(t) = {
Kix

i
init,∀t ∈ [0, ai0),

Kixi(s
i
k),∀t ∈ [aik, a

i
k+1), k ∈ N,

(16)

with some constant value xiinit ∈ Rni . The main goal of
this paper is to provide exponential stability criteria for
the decentralized LTI system (13)-(16), uniformly with
respect to the set of actuation and sampling instants.

3.2 System reformulation

Using the result in Theorem 1 as a stepping stone, we
illustrate in this section how the decentralized system
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(13)-(16) can be represented by a feedback interconnec-
tion of the form given in Figure 5. This representation
is useful in providing easy-to-check IQC-type stability
criteria. The system (13)-(16) can also be given by

ẋ(t) = Ax(t) +Bu(t),∀t ≥ 0, (17)

where

A =

⎡
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

A1 A12 . . . A1M

A21 A2 . . . A2M

⋮ ⋮ ⋱ ⋮

AM1 AM2 . . . AM

⎤
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

,

B = diag(B1,B2, . . . ,BM)

(18)

and u(t) = [uT1 (t) uT2 (t) . . . uTM(t)]
T

, with ui(t) given

by (16), for all i ∈ {1,2, . . . ,M}. Now consider a feedback
interconnection G − ∆ of the form given in Figure 5,
where the operator G is defined by the dynamics

G∶{
ż(t) = Ãclz(t) +Bcluz(t),∀t ≥ 0,

yz(t) = ż(t),
(19)

with z(t) = [zT1 (t), zT2 (t) . . . zTM(t)]
T

, z(0) = 0,

Ãcl =

⎡
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

A1
cl A12 . . . A1M

A21 A2
cl . . . A2M

⋮ ⋮ ⋱ ⋮

AM1 AM2 . . . AMcl

⎤
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

, (20)

and
Bcl = diag(B1K1,B2K2, . . . ,BMKM), (21)

with Aicl = Ai + BiKi,∀i ∈ {1,2, . . . ,M}, and Aij , Ai,
Bi, Ki for all j ∈ {1,2, . . . ,M}, j ≠ i given by (13). Let
the input uz be given by

uz(t) = e(t) + g(t), (22)

with g ∈ Ln2e[0,∞), and the signal e = ∆y such that

∆y =

⎛
⎜
⎜
⎜
⎜
⎜
⎜
⎝

∆1y1

∆2y2

⋮

∆MyM

⎞
⎟
⎟
⎟
⎟
⎟
⎟
⎠

, (23)

with ∆i analogous to (9), for all i ∈ {1,2, . . . ,M}, and

y = yz + f, (24)

where f ∈ Ln2e[0,∞). In the following theorem, we show
how the system given by (13)-(16), can be remodelled

as the feedback interconnection of G and ∆ given by
(19)-(24), i.e.,

y = Guz + f

uz = g + e,

e = ∆y,

(25)

by appropriately introducing the signals f and g.

Theorem 2 Consider system (17), (16), the feedback-
interconnection (19)-(24), and the sampling and actu-
ation sequences satisfying (14) and (15), respectively.
Consider µ(t) = [µ1(t), µ2(t), . . . , µM(t)], where for all
i ∈ {1,2, . . . ,M}, µi(t) ∶ [0, a

⋆
0)↦ Rn satisfies

µ̇i(t) = Aiµi(t) +Biu
i
µ(t) +

M

∑
j=1,i≠j

Aijµj(t),∀t ∈ [0, a⋆0),

(26)
with µi(0) = x

i
0, a⋆0 = maxMi=1(a

i
0), and

uiµ(t) = {
Kix

i
init,∀t ∈ [0, ai0),

Kiµi(s
i
k),∀t ∈ [aik, a

i
k+1) ∩ [0, a⋆0), k ∈ N,

(27)
with xiinit ∈ Rni , and

η(t) = z(t) + ∫
t

0
eÃcl(t−τ)ÃeÂτx0dτ + e

Âtx0, (28)

for all t ≥ 0, where z(t) is given by the dynamics (19)-

(24), Ãcl is given by (20),

Â =

⎡
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

A1
cl 0 . . . 0

0 A2
cl . . . 0

⋮ ⋮ ⋱ ⋮

0 0 . . . AMcl

⎤
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

, (29)

and Ã = Ãcl − Â. Then, for

f(t) = Ãcle
Âtx0, (30)

and g(t) = [gT1 (t) gT2 (t) . . . gTM(t)]
T

, defined by

gi(t) = {
xiinit − µi(t),∀t ∈ [0, ai0)

0,∀t ≥ ai0,
(31)

we have that x(t) = η(t) for all t ≥ 0, where x(t) is given
by (17),(16).

Proof Consider the ith closed-loop Σi −Ki in Figure 4,
given by (13)-(16). We have

ẋi(t) = Aixi(t) +Biui(t) +wi(t),∀t ≥ 0, (32)
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Fig. 6. The feedback interconnection of Gi and ∆i, repre-
senting the ith closed-loop Σi −Ki.

for all i ∈ {1,2, . . . ,M}, where

wi(t) =
M

∑
j=1,i≠j

Aijxj(t). (33)

By applying Theorem 1, the ith closed-loop Σi −Ki can
be remodelled as the feedback interconnection Gi − ∆i

shown in Figure 6, where the operator ∆i is given in a
similar manner as defined in (9). The dynamics of system
operator Gi will be given by

ρ̇i(t) = A
i
clρi(t) +B

i
clu

i
ρ(t) +wi(t),∀t ≥ 0,

yiρ(t) = ρ̇i(t), ρi(0) = 0, i ∈ {1,2, . . . ,M}

Aicl = Ai +BiKi,B
i
cl = BiKi.

(34)

Also, the signals

f̃i(t) = A
i
cle

Ai
cltxi0, (35)

and gi(t) = {
xiinit − µi(t),∀t ∈ [0, ai0)

0,∀t ≥ ai0
, where µi(t) is

generated by (26),(27). Then, as a direct application of
Theorem 1, for all i ∈ {1,2, . . . ,M}, the dynamics of the
ith closed-loop Σi −Ki is given by

xi(t) = ηi(t) = ρi(t) + e
Ai

cltxi0,∀t ≥ 0, (36)

and consequentially, from (33), we have wi(t) =

∑
M
j=1,i≠j Aij(ρj(t) + e

Aj
cl
txj0). Therefore, (34) gives

ρ̇i(t) = A
i
clρi(t) +∑

M
j=1,i≠j Aijρj(t)

+Biclu
i
ρ(t) +∑

M
j=1,i≠j Aije

Aj
cl
txj0,

(37)

for all i ∈ {1,2, . . . ,M}. From Figure 6, for the ith feed-
back interconnection Gi − ∆i, we have uiρ(t) = ei(t) +
gi(t), where gi(t) is given by (31) and ei(t) is given us-
ing the operator ∆i, defined similarly as in (9), i.e.,

ei(t) = (∆iyi)(t) ∶=

⎧⎪⎪
⎨
⎪⎪⎩

0,∀t ∈ [0, ai0)

− ∫
t
si
k
yi(s)ds,∀t ∈ [aik, a

i
k+1), k ∈ N.

(38)

for all i ∈ {1,2, . . . ,M}. Additionally, for the ith feedback
interconnection Gi −∆i shown in Figure 6, we have

yi(t) = y
i
ρ(t) + f̃i(t), (39)

where yiρ(t) = ρ̇i(t), and f̃i(t) is given by (35).
Now, considering (36) for all i ∈ {1,2, . . . ,M}, we have

η(t) = ρ(t) + eÂtx0, (40)

where η(t) = [ηT1 (t) ηT2 (t) . . . ηTM(t)]
T

, and Â is given

by (29). From (37), for all i ∈ {1,2, . . . ,M}, ρ(t) is given
by the dynamics of the system

ρ̇(t) = Ãclρ(t) +Bcluρ(t) + Ãe
Âtx0,

yρ(t) = ρ̇(t), ρ(0) = 0,
(41)

where

Ã =

⎡
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

0 A12 . . . A1M

A21 0 . . . A2M

⋮ ⋮ ⋱ ⋮

AM1 AM2 . . . 0

⎤
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

, (42)

ρ(t) = [ρT1 (t) ρT2 (t) . . . ρTM(t)]
T
,

yρ(t) = [(y1
ρ)
T (t) (y2

ρ)
T (t) . . . (yMρ )T (t)]

T
,

uρ(t) = [(u1
ρ)
T (t) (u2

ρ)
T (t) . . . (uMρ )T (t)]

T
,

x0 = [(x1
0)
T (x2

0)
T . . . (xM0 )T ]

T
.

(43)

In (41), the matrices Ãcl, Bcl and Â are given by (20),
(21), and (29), respectively. Moreover, from (36) and
(40), the state evolution of the dynamics of the decen-
tralized system (13)-(16) is given by

x(t) = η(t),∀t ≥ 0. (44)

Additionally,
uρ(t) = e(t) + g(t), (45)

where g(t) = [gT1 (t) gT2 (t) . . . gTM(t)]
T

and

e(t) = [eT1 (t) eT2 (t) . . . eTM(t)]
T
= (∆y)(t), (46)

with ∆ given by (23), y(t) = [yT1 (t) yT2 (t) . . . yTM(t)]
T

.

From (39), we have

y(t) = yρ(t) + f̃(t), (47)

where yρ(t) is given by (43), and from (35), f̃(t) =

[f̃T1 (t) f̃T2 (t) . . . f̃TM(t)]
T
= ÂeÂtx0. Therefore, the de-
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Fig. 7. The feedback interconnection of Ĝ and ∆, represent-
ing the decentralized system (13)-(16).

centralized system given by (13)-(16), can be represented
by the feedback interconnection (41), (45), (46), and

(47), as shown in Figure 7, where Ĝ describes the dy-

namics given by (41) and φ(t) = ÃeÂtx0. Now, consider
the system defined by

ż(t) = Ãclz(t) +Bcluz(t),

yz(t) = ż(t), z(0) = 0,
(48)

with uz(t) = uρ(t). Then, we have

z(t) = ∫
t

0
eÃcl(t−τ)Bcluz(τ)dτ,∀t ≥ 0. (49)

Similarly, from (41), we have

ρ(t) = ∫
t

0
eÃcl(t−τ)Bcluρ(τ)dτ + ∫

t

0
eÃcl(t−τ)φ(τ)dτ.

(50)
Since uz(t) = uρ(t), using (49) and (50), we have

ρ(t) = z(t) + ∫
t

0 e
Ãcl(t−τ)φ(τ)dτ . Consequently, we

have ρ̇(t) = ż(t) + φ(t) + Ãcl ∫
t

0 e
Ãcl(t−τ)φ(τ)dτ .

Therefore, we have yρ(t) = yz(t) + f̂(t), where

f̂(t) = ÃeÂtx0 + Ãcl ∫
t

0 e
Ãcl(t−τ)ÃeÂτx0dτ . Conse-

quently, from (47), we have

y(t) = yz(t) + f̂(t) + f̃(t) = yz(t) + f(t), (51)

where f(t) = f̂(t) + f̃(t), i.e.,

f(t) = (Ã + Â)eÂtx0 + Ãcl ∫
t

0 e
Ãcl(t−τ)ÃeÂτx0dτ

= Ãcle
Âtx0 + Ãcl ∫

t
0 e

Ãcl(t−τ)ÃeÂτx0dτ.
(52)

Therefore, the feedback interconnection in Figure 7, can
also be expressed as the feedback interconnection shown
in Figure 5, given by y = Guz + f, uz = g + e, e = ∆y,
where the system operator G is defined by the
transfer function of the system given by (48), i.e.,

G(s) = Ãcl(sI − Ãcl)
−1Bcl + Bcl. Also, from (44)

and (40), we obtain x(t) = η(t) = ρ(t) + eÂtx0 =

z(t)+∫
t

0 e
Ãcl(t−τ)ÃeÂτx0dτ +e

Âtx0. Differentiating both

sides of (44), and recalling that Ãcl = Ã + Â, we have

ẋ(t) = ż(t) + d
dt

(eÃclt
∫
t

0 e
−Ãclτ ÃeÂτx0dτ) + Âe

Âtx0 =

yz(t) + Ãcle
Âtx0 + Ãcl ∫

t
0 e

Ãcl(t−τ)ÃeÂτx0dτ . Therefore,
from the definition of f(t) in (52), and (51), we have

ẋ(t) = yz(t) + f(t) = y(t). (53)

∎

Remark : In the aforementioned theorem, it has to be
noted that the operator G is based on a system with
zero initial condition. The signals µi(t), f(t) and g(t)
are merely used for replicating the evolution of the de-
centralized LTI system with respect to the initial condi-
tion. This in turn leads to the construction of the signal
gi(t) that serves as an input to the feedback intercon-
nection of G and ∆ given in Figure 5.
We have illustrated how the decentralized LTI system
can be represented by the feedback interconnection of
a system operator G, and an operator ∆ that captures
the effects of asynchrony. Feedback interconnections of
this form, shown in Figure 5, are often studied in the ro-
bust control framework. This representation aids in pro-
viding simple L2-stability criteria as we have shown in
[24]. In the next section, we illustrate the implication of
such L2-stability properties on the exponential stability
of the decentralized LTI system (13)-(16).

3.3 Exponential stability criteria

Typically, by obtaining bounds on the operator ∆,
results that establish L2-stability properties of the
feedback-interconnection G−∆ are obtained [24]. How-
ever, in the following theorem, we provide a result that
establishes exponential stability of the system (13)-
(16), based on boundedness properties of the feedback
interconnection G −∆ shown in Figure 5.

Theorem 3 Suppose that Ãcl, Â given by (20), (29),
respectively, are Hurwitz. Then, the decentralized system
(13)-(16) is globally exponentially stable if the feedback
interconnection G −∆ defined by (25) is L2-stable.

Proof The main idea of this proof is to use the par-
ticular signals f and g that established the equivalence,
as proven in Theorem 2, between the decentralized LTI
system (17), (16) and the feedback interconnection G-
∆ given by (25), to prove exponential stability. First, we
shall compute bounds on f and g to show that f, g ∈ Ln2e.
Boundedness of x(t) : Recalling the definition of f(t)

in (30), we have,

f(t) = Ãcle
Âtx0 + Ãcl ∫

t

0
eÃcl(t−τ)ÃeÂτx0dτ. (54)
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Therefore,

∥f(t)∥ ≤ (∥Ãcle
Ât∥ + ∥Ãcl ∫

t
0 e

Ãcl(t−τ)ÃeÂτdτ∥) ∥x0∥,

where ∥ ⋅ ∥ denotes the Euclidean norm, and is given

by ∥f(t)∥ =
√
fT (t)f(t). Since Â and Ãcl are Hurwitz,

there exist constants c1, c2, α1 < 0 and α2 < 0 such that

∥eÂt∥ ≤ c1e
α1t, ∥eÃclt∥ ≤ c2e

α2t,∀t ≥ 0. Consequently,

∥f(t)∥ ≤ (∥Ãcl∥c1e
α1t

+∥Ã∥∥Ãcl∥c1c2 ∫
t

0 e
α2(t−τ)eα1τdτ) ∥x0∥

= (∥Ãcl∥c1e
α1t

+∥Ã∥∥Ãcl∥c1c2e
α2t
∫
t

0 e
(α1−α2)τdτ) ∥x0∥.

(55)

Since ∫
t

0 e
(α1−α2)tdτ = {

1
α1−α2

(e(α1−α2)t − 1), if α1 ≠ α2,

t, if α1 = α2,

we can state that ∥f(t)∥ ≤ (c3e
α1t + c4ζ(t))∥x0∥,

where c3 = ∥Ãcl∥c1, c4 = ∥Ã∥∥Ãcl∥c1c2, and ζ(t) =

{

1
α1−α2

(eα1t − eα2t), if α1 ≠ α2,

teα2t, if α1 = α2.
This implies that

∥f(t)∥ can be upper-bounded by an exponentially de-
caying signal, i.e., lim

t→∞
f(t)→ 0 and also, f ∈ Ln2e[0,∞).

Now, recalling the definition of g(t) in (31), and from
(26), since µ(t) is bounded for all t ∈ [0, a⋆0) owing
to its linearity, we have that g(t) is bounded for all

t ∈ [0, a⋆0) and g(t) = 0,∀t ≥ a⋆0, with a⋆0 =
M

max
i=1

ai0.

Consequentially, ∫
∞

0 gT (t)g(t)dt = C2 < ∞, implying
that g ∈ Ln2e[0,∞). Since the feedback interconnec-

tion (25) is L2-stable, i.e., the mapping

⎡
⎢
⎢
⎢
⎢
⎣

f

g

⎤
⎥
⎥
⎥
⎥
⎦

↦

⎡
⎢
⎢
⎢
⎢
⎣

y

uz

⎤
⎥
⎥
⎥
⎥
⎦

is

L2-stable, we have ∫
∞

0 (yT (θ)y(θ) + uTz (θ)uz(θ))dθ ≤

C ∫
∞

0 (fT (θ)f(θ) + gT (θ)g(θ))dθ < ∞, where the con-
stant C > 0, implying that y, uz ∈ Ln2e. We know from
the definition of the feedback interconnection (25), that
yz = y − f , implying that since y, f ∈ Ln2e, we have
yz ∈ Ln2e. As per definition of system operator G in

(19), we have yz(t) = ż(t) = Ãclz(t) + Bcluz(t),∀t ≥ 0.

Therefore, Ãclz(t) = yz(t) − Bcluz(t), and since Ãcl is
invertible, we have z ∈ Ln2e. Recalling Theorem 2, from
(28), we have

x(t) = z(t) + ∫
t

0
eÃcl(t−τ)ÃeÂτx0dτ + e

Âtx0. (56)

We know that Â is Hurwitz implying lim
t→∞

eÂtx0 → 0. Ad-

ditionally, the signal ∫
t

0 e
Ãcl(t−τ)ÃeÂτx0dτ ∈ Ln2e, since

it is the response of a stable LTI system to the input

ÃeÂτx0 ∈ L
n
2e. Finally, since we have shown that z ∈ Ln2e,

from (56), we have x ∈ Ln2e.
Exponential stability of x(t) : From Theorem 2, we

know that the feedback interconnection G −∆ defined
by (25) represents the decentralized system (13)-(16),

given by the homogenous state-space equation

ẋ(t) = Ax(t) +BKx̂(t), x(0) = x0, (57)

with x̂(t) = [x̂T1 (t) x̂T2 (t) . . . x̂TM(t)]
T

, where

x̂i(t) = {
xiinit,∀t ∈ [0, ai0),

xi(t − τi(t)),∀t ∈ [aik, a
i
k+1), k ∈ N,

(58)

for all i ∈ {1,2, . . . ,M}, and

τi(t) = t − s
i
k,∀t ∈ [aik, a

i
k+1), k ∈ N. (59)

Based on theL2-stability of the feedback interconnection
G−∆, we have proved above that the solution x(t) of the
homogeneous system (57)-(59) belongs to Ln2e. In order
to prove exponential stability of the equilibrium point
x = 0, we shall invoke the Bohl-Perron Principle [9].
In accordance with the Bohl-Perron Principle, we shall
prove that in the presence of an additional disturbance
belonging to Ln2 , the solution of the decentralized system
(57)-(59) belongs to Ln2 . To this end, consider the system

y⋆(t) = ẋ⋆(t) = Ax⋆(t) +BKx̂⋆(t) +w⋆(t), x⋆(0) = x0,
(60)

with x⋆(t) = [xT1⋆(t) x
T
2⋆(t) . . . x

T
M⋆

(t)]
T

and x̂⋆(t) =

[x̂T1⋆(t) x̂
T
2⋆(t) . . . x̂

T
M⋆

(t)]
T

, where

x̂i⋆(t) = {
xiinit,∀t ∈ [0, ai0),

xi⋆(t − τi(t)),∀t ∈ [aik, a
i
k+1), k ∈ N,

(61)

for all i ∈ {1,2, . . . ,M}, and the disturbance w⋆ ∈ L
n
2 . In

a similar manner as given in the proof of Theorem 2, the
system (60), (61) can be shown to be equivalent to the
feedback interconnection given by

yz⋆ = Guz⋆ , uz⋆ = g⋆ + e⋆,

e⋆ = ∆y⋆, y⋆ = yz⋆ + (f⋆ +w⋆)
(62)

where g⋆ is given in a similar manner as shown in

(31), i.e., gi⋆(t) = {
xiinit − µi⋆(t),∀t ∈ [0, ai0),

0,∀t ≥ ai0,
for all

i ∈ {1,2, . . . ,M}, with µi⋆(t) defined by a duplicate
system with dynamics similar to that of (60), for all
t ∈ [0, a⋆0), and

f⋆(t) = Ãcle
Âtx0 + Ãcl ∫

t
0 e

Ãcl(t−τ)ÃeÂτx0dτ

+w⋆(t) + Ãcl ∫
t

0 e
Ãcl(t−τ)w⋆(τ)dτ,

= f(t) +w⋆(t) + Ãcl ∫
t

0 e
Ãcl(t−τ)w⋆(τ)dτ.

(63)

where f(t) ∈ Ln2e is given by (54), and the disturbance
w⋆ ∈ Ln2 . Note that f(t) also belongs to Ln2 . The term
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∫
t

0 e
Ãcl(t−τ)w⋆(τ)dτ is the response of a stable LTI sys-

tem to the input w⋆ ∈ L
n
2 , which belongs to Ln2 . Conse-

quently, we have that f⋆ ∈ L
n
2 . Additionally, the solution

of the non-homogeneous decentralized system (60), (61)
will be given by

x⋆(t) = z⋆(t) + ∫
t

0 e
Ãcl(t−τ)ÃeÂτx0dτ

+ ∫
t

0 e
Ãcl(t−τ)w⋆(τ)dτ + e

Âtx0,
(64)

with z⋆ given by a system similar to (48), with the vari-
ables z⋆, yz⋆ and uz⋆ instead of z, y and uz, respectively.
The aforementioned equivalence between feedback in-
terconnection (62) and system (60), (61) can be easily
verified by replacing wi(t) in (32) with wi(t) + wi⋆(t),
and following the proof of Theorem 2. Therefore, the ith

closed-loop in the decentralized setting (with the vari-
able xi⋆) can be remodelled as the feedback interconnec-
tion given in Figure 6, but with the disturbance wi+wi⋆
on the operator Gi. Consequently, the decentralized sys-
tem can be remodelled in the form shown in Figure 7,
but with the disturbance φ +w⋆ on the operator Ĝ. Fi-
nally, by considering a system similar to (48), with the
variables z⋆, yz⋆ and uz⋆ instead of z, y and uz, respec-
tively, the equivalence between x⋆ and z⋆ given by (64),
can be proved.
Since g⋆ ∈ L

n
2 and the feedback-interconnection G−∆ is

L2-stable, we have that yz⋆ , uz⋆ ∈ L
n
2 . Therefore, we have

proved that z⋆ ∈ L
n
2 and consequently, from (64), we have

x⋆ ∈ L
n
2 . Now, since the solution of the non-homogeneous

decentralized system (60), (61), i.e., x⋆ ∈ L
n
2 , by virtue

of Bohl-Perron Principle [9], we can conclude that the
equilibrium solution x = 0 of the homogeneous decentral-
ized system (57), (58), is globally exponentially stable.∎

Remark: In Theorem 3, the condition that both Ãcl and
Â need to be Hurwitz, imposes an easy-to-satisfy con-
straint that in the absence of sampling and delay, the
decentralized system (13)-(16) is asymptotically stable.

Theorem 3 shows that in order to prove that the de-
centralized system (13)-(16) is exponentially stable, it is
enough to prove that the feedback-interconnection G−∆
given by (25), is L2-stable. In the following section, we
will provide tractable numerical stability criteria that
guarantees L2-stability of the interconnection G−∆, by
characterizing the properties of the operator ∆ given in
(23) using an IQC. As such, these conditions also guar-
antee exponential stability of the decentralized system
(13)-(16).

3.4 IQC Characterization of Asynchrony Effect

In this section, we study the properties of the operator
∆ in (23), with ∆i defined analogous to (9), and char-
acterize its gain properties using an IQC. The following

lemma extends the result given in [15], to include an ar-
bitrary number of sensors and actuators. We provide the
proof for the sake of completeness.

Lemma 4 Consider R = diag(R1,R2, . . . ,RM), with
Ri ∈ Rni×ni , Ri = RTi > 0, for all i ∈ {1,2, . . . ,M}.
Then, the operator ∆ defined by (23), with ∆i defined
analogous to (9), satisfies the IQC given by

∫
∞

0

⎡
⎢
⎢
⎢
⎢
⎣

y(t)

e(t)

⎤
⎥
⎥
⎥
⎥
⎦

T ⎡
⎢
⎢
⎢
⎢
⎣

S 0

0 −R

⎤
⎥
⎥
⎥
⎥
⎦

⎡
⎢
⎢
⎢
⎢
⎣

y(t)

e(t)

⎤
⎥
⎥
⎥
⎥
⎦

dt ≥ 0, (65)

where e = ∆y with y(t) given by (53), and S =

diag(γ2
1R1, γ

2
2R2, . . . , γ

2
MRM), with γi = h̄i + η̄i, for all

i = {1,2, . . . ,M}.

Proof The proof is given in Appendix B.

The IQC characterizing the properties of operator ∆
can now be used to establish L2-stability of the feedback
interconnection G −∆ defined by (25), as given in the
following theorem. Consequently, as a result of Theorem
3, the exponential stability of the decentralized system
(13)-(16) is then also guaranteed.

Theorem 5 Consider the decentralized system defined
by (13)-(16), and the transfer function

G(s) = Ãcl(sI − Ãcl)
−1Bcl +Bcl, (66)

where Bcl is given by (21). Suppose that Ãcl, Â given by
(20), (29), respectively, are Hurwitz. If there exists ε > 0
such that

⎡
⎢
⎢
⎢
⎢
⎣

G(jω)

I

⎤
⎥
⎥
⎥
⎥
⎦

T

Π

⎡
⎢
⎢
⎢
⎢
⎣

G(jω)

I

⎤
⎥
⎥
⎥
⎥
⎦

≤ −εI, (67)

is satisfied for all ω ∈ R, and

Π =

⎡
⎢
⎢
⎢
⎢
⎣

S 0

0 −R

⎤
⎥
⎥
⎥
⎥
⎦

, (68)

with R = diag(R1,R2, . . . ,RM), Ri = R
T
i > 0, and S =

diag(γ2
1R1, γ

2
2R2, . . . , γ

2
MRM) with γi = h̄i + η̄i for all i ∈

{1,2, . . . ,M}, then, the origin is a globally exponentially
stable solution of the decentralized system (13)-(16).

Proof From Lemma 4, we have that the operator ∆
satisfies the IQC defined by Π. Consequently, by invok-
ing the standard IQC Theorem [18], we have that the

10



mapping

⎡
⎢
⎢
⎢
⎢
⎣

f

g

⎤
⎥
⎥
⎥
⎥
⎦

↦

⎡
⎢
⎢
⎢
⎢
⎣

y

uz

⎤
⎥
⎥
⎥
⎥
⎦

defined by the feedback intercon-

nection G −∆ in (25) is L2-stable if the condition (67)
is satisfied. Then, as a direct application of Theorem 3,
since the feedback interconnection of G and (∆) is L2-
stable, the decentralized system (13)-(16) is exponen-
tially stable. ∎

Remark: By applying the Kalman-Yakubovich-Popov
Lemma, we can infer that the frequency-domain cri-
terion given by (67) is equivalent to the existence of
matrices P = PT > 0 and Ri = R

T
i > 0, such that the

Linear Matrix Inequality (LMI)

⎡
⎢
⎢
⎢
⎢
⎣

ÃTclP + PÃcl PBcl

BTclP 0

⎤
⎥
⎥
⎥
⎥
⎦

+

⎡
⎢
⎢
⎢
⎢
⎣

Ãcl Bcl

0 I

⎤
⎥
⎥
⎥
⎥
⎦

T

Π

⎡
⎢
⎢
⎢
⎢
⎣

Ãcl Bcl

0 I

⎤
⎥
⎥
⎥
⎥
⎦

< 0,

(69)

where Π is given by (68), and where Ãcl,Bcl are given by
(20), (21), respectively, is satisfied. This condition can
easily be checked using existing LMI solvers. For a set
of asynchronous sampling intervals and delays, the con-
dition allows to validate system stability. This is shown
via a numerical example in Section 5. For a single sys-
tem setting, when h̄1 = 0, the condition (69) recovers the
result given in [16]. Similarly, when η̄1 = 0, we recover
the condition given in [19]. Richer IQC characterizations
that account for passivity properties of operators similar
to ∆, in addition to the bounded gain properties, can be
found in [3, 4, 6, 14]. These characterizations could be
useful in future work to derive less conservative stability
criteria.

4 Small Delay Case: Separation of ∆ operator

The large-delay case considered in Section 3 delineates
scenarios commonly arising in data transmission over
shared networks, where delays can be considerably
longer than the sampling intervals. However, in a rel-
evant subset of practical scenarios, the delays can be
guaranteed to be smaller than the sampling interval.
Such scenarios and its impact on the stability of systems
has previously been illustrated in [22]. It was shown
that for an exemplary LTI system, a specific sequence of
alternating time delays, with the delay being less than
the sampling interval, induced instability in the system.
In such scenarios, the result presented in Theorem 5,
i.e., for the large-delay case, can be applied. However,
since asynchrony effects are analysed in between actu-
ation instants, using a global operator, which does not
distinguish between asynchrony induced by sampling,
and delay, the obtained results are conservative when
adapted to the small-delay case. In this section, we show
how in the small-delay case, a distinction can be made
between asynchrony induced by sampling and asyn-
chrony induced by delay, by considering two operators.

This distinction also aids in obtaining less conservative
results, when compared to the results obtained in the
large-delay case, adapted to the small-delay case. We
proceed to provide a mathematical description of the
decentralized setting (13)-(16), in the small-delay case.

4.1 System description

In this section, we recall the decentralized sampled-data
system (13)-(16). In the small-delay case, it holds for the
ith-loop in the decentralized setting that the kth actua-
tion instant occurs before the (k+1)th sampling instant,
i.e.,

ηik ≤ h
i
k,∀k ∈ N, i ∈ {1,2, . . . ,M}. (70)

Exploiting this more stringent requirement on the net-
work, we proceed to provide a criteria that is less con-
servative in comparison to the more generic criteria
given in Theorem 5, when applied to this small-delay
case. As a stepping stone, we consider two operators
to characterize the effects of sampling and delay sep-
arately, by adapting a similar formulation we have
provided in [24]. The error due to sampling is given by

es(t) = [es1
T
(t) es2

T
(t) . . . esM

T
(t)]

T
, where

esi (t) = (∆s
iyi)(t) =

⎧⎪⎪⎪⎪
⎨
⎪⎪⎪⎪⎩

0,∀t ∈ [0, ai0),

− ∫
t
si0
yi(θ)dθ,∀t ∈ [ai0, s

i
1),

− ∫
t
si
k
yi(θ)dθ,∀t ∈ [sik, s

i
k+1), k ∈ N⋆,

(71)
for all i ∈ {1,2, . . . ,M}. In a similar manner, the error
induced on a sampled signal due to delay, is given by

ed(t) = [ed1
T
(t) ed2

T
(t) . . . edM

T
(t)]

T
, where for all i ∈

{1,2, . . . ,M},

edi (t) = (∆d
i yi)(t) =

⎧⎪⎪⎪⎪⎪
⎨
⎪⎪⎪⎪⎪⎩

0,∀t ∈ [0, si1),

− ∫
sik
si
k−1

yi(θ)dθ,∀t ∈ [sik, a
i
k), k ∈ N⋆,

0,∀t ∈ [aik, s
i
k+1), k ∈ N⋆.

(72)

4.2 Operator decomposition

In the following lemma, for the decentralized system
(13)-(16) under the constraint (70), we demonstrate the
equivalence between the error captured using a single
operator, i.e., (38), and the error captured using two sep-
arate operators, i.e., (71) and (72).

Lemma 6 Consider the operator ∆s given by

∆sy = (∆s
1y1 ∆s

2y2 . . . ∆s
MyM)

T
, (73)

where, for all i ∈ {1,2, . . . ,M}, the operator ∆s
i is defined
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by (71). Consider the operator ∆d given by

∆dy = (∆d
1y1 ∆d

2y2 . . . ∆d
MyM)

T
, (74)

where, for all i ∈ {1,2, . . . ,M}, the operator ∆d
i is defined

by (72). Then, for the decentralized sampled-data system
(13)-(16) under constraint (70),

(∆y)(t) = (∆sy)(t) + (∆dy)(t),∀t ≥ 0, (75)

where the operator ∆ = diag(∆1,∆2, . . . ,∆M), so that
for all i ∈ {1,2, . . . ,M}, ∆i is defined by (38).

Proof Based on the structure of the operators ∆, ∆s,
and ∆d, in order to prove (75), it is sufficient to show
that

(∆iyi)(t) = (∆s
iyi)(t) + (∆d

i yi)(t),∀t ≥ 0, (76)

where ∆i is defined by (38).
For all t ∈ [0, ai0): From (71), (72), and (38), we have

(∆s
iyi)(t) = (∆d

i yi)(t) = (∆iyi)(t) = 0, implying
(∆s

iyi)(t) + (∆d
i yi)(t) = (∆iyi)(t),∀t ∈ [0, ai0).

For all t ∈ [ai0, s
i
1): From the definition of ∆i in (38), we

have

(∆iyi)(t) = −∫
t

si0

yi(θ)dθ,∀t ∈ [ai0, a
i
1) ⊃ [ai0, s

i
1). (77)

From (72), since (∆d
i yi)(t) = 0, for all t ∈ [ai0, s

i
1), using

the definition of ∆s
i in (71), (77) can be expressed as

(∆iyi)(t) = (∆s
iyi)(t) + (∆d

i yi)(t),∀t ∈ [ai0, s
i
1). (78)

For all t ∈ [sik, a
i
k), k ∈ N⋆: From (71) and (72), we have

(∆s
iyi)(t) + (∆d

i yi)(t)

= − ∫
t
si
k
yi(θ)dθ − ∫

sik
si
k−1

yi(θ)dθ,∀t ∈ [sik, a
i
k), k ∈ N⋆

= − ∫
t
si
k−1

yi(θ)dθ,∀t ∈ [sik, a
i
k), k ∈ N⋆

(79)
From (38), under the condition (70), we have

(∆iyi)(t) = − ∫
t
si
k
yi(θ)dθ,

∀t ∈ [aik, a
i
k+1) ⊃ [sik+1, a

i
k+1), k ∈ N,

= − ∫
t
sip−1

yi(θ)dθ,∀t ∈ [aip−1, a
i
p) ⊃ [sip, a

i
p), p ∈ N⋆.

(80)
Therefore, (79) gives

(∆s
iyi)(t) + (∆d

i yi)(t) = (∆iyi)(t),∀t ∈ [sik, a
i
k), k ∈ N

⋆.
(81)

For all t ∈ [aik, s
i
k+1), k ∈ N⋆: Using (71) and (72), we

have ∀t ∈ [aik, s
i
k+1), k ∈ N⋆,

(∆s
iyi)(t) + (∆d

i yi)(t) = − ∫
t
si
k
y(θ)dθ. (82)

Now, from the definition of ∆i in (38), under constraint
(70), we can state

(∆iyi)(t) = − ∫
t
si
k+1

yi(θ)dθ,

∀t ∈ [aik+1, a
i
k+2) ⊃ [aik+1, s

i
k+2), k ∈ N,

= − ∫
t
sip
yi(θ)dθ,∀t ∈ [aip, a

i
p+1) ⊃ [aip, s

i
p+1), p ∈ N⋆.

(83)
Therefore (83) and (82) gives

(∆s
iyi)(t)+(∆

d
i yi)(t) = (∆iyi)(t),∀t ∈ [aik, s

i
k+1), k ∈ N

⋆.
(84)

Hence, from (76), (78), (81) and (84), we have
(∆s

iyi)(t) + (∆d
i yi)(t) = (∆iyi)(t),∀t ≥ 0. ∎

In a similar fashion as demonstrated in the large-delay
case, we proceed to characterize the properties of the op-
erators ∆s and ∆d, given by (73) and (74), respectively,
using IQCs. By doing so, we can provide IQC conditions
that guarantee L2-stability of the feedback interconnec-
tion G-∆, with ∆ satisfying the decomposition (75).

4.3 IQC Characterization

In this section, we characterize the properties of the op-
erators ∆s and ∆d using IQCs. The following lemma
provides IQC conditions on the operator ∆s, that char-
acterizes the effects of asynchrony induced by sampling
and hold. The result given in this lemma is an extension
of the results provided in [17, 19], wherein a single-loop
LTI system with aperiodic sampling was considered.

Lemma 7 Consider Rs = diag(Rs1,R
s
2, . . . ,R

s
M), with

Rsi ∈ Rni×ni , Rsi = (Rsi )
T > 0, for all i ∈ {1,2, . . . ,M}.

The operator ∆s defined by (73) satisfies the Integral
Quadratic Constraint (IQC) given by

∫
∞

0

⎡
⎢
⎢
⎢
⎢
⎣

y(t)

es(t)

⎤
⎥
⎥
⎥
⎥
⎦

T ⎡
⎢
⎢
⎢
⎢
⎣

Ss 0

0 −Rs

⎤
⎥
⎥
⎥
⎥
⎦

⎡
⎢
⎢
⎢
⎢
⎣

y(t)

es(t)

⎤
⎥
⎥
⎥
⎥
⎦

dt ≥ 0, (85)

where y is given by (53), es = ∆sy, and

Ss = diag((γ
s
1)

2Rs1, (γ
s
2)

2Rs2, . . . , (γ
s
M)

2RsM), (86)

with γsi =
2h̄i

π
, for all i = {1,2, . . . ,M}.

Proof The proof is given in Appendix C.
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In a similar manner as shown in Lemma 7, in the fol-
lowing lemma, we characterize the properties of the op-
erator ∆d, that characterizes the effects of asynchrony
induced by delay, using an IQC.

Lemma 8 Consider Rd = diag(Rd1,R
d
2, . . . ,R

d
M), with

Rdi ∈ Rni×ni , Rdi = (Rdi )
T > 0, for all i ∈ {1,2, . . . ,M}.

The operator (74) satisfies the Integral Quadratic Con-
straint (IQC) given by

∫
∞

0

⎡
⎢
⎢
⎢
⎢
⎣

y(t)

ed(t)

⎤
⎥
⎥
⎥
⎥
⎦

T ⎡
⎢
⎢
⎢
⎢
⎣

Sd 0

0 −Rd

⎤
⎥
⎥
⎥
⎥
⎦

⎡
⎢
⎢
⎢
⎢
⎣

y(t)

ed(t)

⎤
⎥
⎥
⎥
⎥
⎦

dt ≥ 0, (87)

where y(t) is given by (53), ed = ∆dy, and

Sd = diag((γ
d
1)

2Rd1, (γ
d
2)

2Rd2, . . . , (γ
d
M)

2RdM), (88)

with γdi =
√
h̄iη̄i, for all i = {1,2, . . . ,M}.

Proof Consider the delay-induced error given by (72).
We have,

∫
∞

si1
edi (t)

TRdi e
d
i (t)dt = ∑

∞
k=1 ∫

sik+1
si
k

edi (t)
TRdi e

d
i (t)dt

= ∑
∞
k=1 ∫

aik
si
k

edi (t)
TRdi e

d
i (t)dt,

(89)
since edi (t) = 0 for all t ∈ [aik, s

i
k+1), k ∈ N⋆. Since

edi (t) ∶= − ∫
sik
si
k−1

yi(θ)dθ,∀t ∈ [sik, a
i
k), k ∈ N⋆, by employ-

ing Jensen’s inequality, we obtain

edi (t)
TRdi e

d
i (t) ≤ h̄i ∫

sik

si
k−1

yi(θ)
TRdi yi(θ)dθ, k ∈ N

⋆.

(90)
Using the bound (90), we have from (89) that

∫
∞

si1
edi (t)

TRdi e
d
i (t)dt

≤ h̄i∑
∞
k=1 ∫

aik
si
k

( ∫
sik
si
k−1

yi(θ)
TRdi yi(θ)dθ)dt

= h̄iη̄i∑
∞
k=1 ∫

sik
si
k−1

yi(θ)
TRdi yi(θ)dθ

≤ h̄iη̄i ∫
∞

0 yi(t)
TRdi yi(t)dt.

(91)
Since edi (t) = 0 for all t ≤ si1, we have ∫

∞

0 edi (t)
TRdi e

d
i (t)dt

= ∫
∞

si1
edi (t)

TRdi e
d
i (t)dt ≤ h̄iη̄i ∫

∞

0 yi(t)
TRdi yi(t)dt. Con-

sequently, for all i = {1,2, . . . ,M}, we have

∫
∞

0

⎡
⎢
⎢
⎢
⎢
⎣

yi(t)

edi (t)

⎤
⎥
⎥
⎥
⎥
⎦

T ⎡
⎢
⎢
⎢
⎢
⎣

γdi
2
Rdi 0

0 −Rdi

⎤
⎥
⎥
⎥
⎥
⎦

⎡
⎢
⎢
⎢
⎢
⎣

y(t)

edi (t)

⎤
⎥
⎥
⎥
⎥
⎦

dt ≥ 0, (92)

G +

f

∆s +∆d+g

uz yz

ye

Fig. 8. The feedback interconnection of G and ∆s + ∆d,
representing the decentralized system (13)-(16).

where γdi =
√
h̄iη̄i. Considering the integral quadratic

constraint (92) for all i ∈ {1,2, . . . ,M}, i.e., for the op-
erator ∆s, we have

∫
∞

0

⎡
⎢
⎢
⎢
⎢
⎣

y(t)

ed(t)

⎤
⎥
⎥
⎥
⎥
⎦

T ⎡
⎢
⎢
⎢
⎢
⎣

Sd 0

0 −Rd

⎤
⎥
⎥
⎥
⎥
⎦

⎡
⎢
⎢
⎢
⎢
⎣

y(t)

ed(t)

⎤
⎥
⎥
⎥
⎥
⎦

dt ≥ 0, (93)

where

ed(t) = [ed1
T
(t), ed2

T
(t), . . . , edM

T
(t)]T ,

y(t) = [yT1 (t), yT2 (t), . . . , yTM(t)]T ,

Sd = diag((γd1)
2Rd1, (γ

d
2)

2Rd2, . . . , (γ
d
M)2RdM).

(94)

∎

We have now characterized the properties of operators
∆s and ∆d using IQCs. In a similar manner as shown in
the large-delay case, this will be used to provide tractable
numerical conditions that guarantee L2-stability of the
feedback interconnection G-∆, where ∆ satisfies the de-
composition (75), and ultimately global exponential sta-
bility of the decentralized system (13)-(16).

4.4 Exponential Stability Criterion

In this section, based on the IQCs characterizing oper-
ators ∆s and ∆d, we establish the L2-stability of the
feedback interconnection G − ∆. By doing so, in con-
junction with Theorem 3, we are able to guarantee the
exponential stability of decentralized system (13)-(16).

Theorem 9 Consider the decentralized system defined
by (13)-(16), and the transfer function

G(s) = Ãcl(sI − Ãcl)
−1Bcl +Bcl., (95)

where Bcl is given by (21). Suppose that Ãcl, Â given by
(20), (29), respectively, are Hurwitz. If there exists ε > 0
such that

⎡
⎢
⎢
⎢
⎢
⎣

G(jω)

I

⎤
⎥
⎥
⎥
⎥
⎦

T

Π̃

⎡
⎢
⎢
⎢
⎢
⎣

G(jω)

I

⎤
⎥
⎥
⎥
⎥
⎦

≤ −εI, (96)
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is satisfied for all ω ∈ R, and

Π̃ =

⎡
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

Ss + Sd 0 0

0 −Rs 0

0 0 −Rd

⎤
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

, (97)

with Ss, Sd given by (86), (88), respectively, Rs =

diag(Rs1,R
s
2, . . . ,R

s
M), Rd = diag(Rd1,R

d
2, . . . ,R

d
M), so

that Rsi = (Rsi )
T > 0, and Rdi = (Rdi )

T > 0 for all
i ∈ {1,2, . . . ,M}, then, the decentralized system (13)-
(16) is globally exponentially stable.

Proof Based on Lemma 6, since (∆y)(t) = (∆sy)(t)+
(∆dy)(t),∀t ≥ 0, we have that e(t) = es(t) + ed(t),∀t ≥
0, where es(t) and ed(t) are given by (C.3) and (94),
respectively. Consequently, using the feedback intercon-
nection G −∆ given by Figure 5, we can represent the
decentralized system (13)-(16) by the feedback intercon-
nection given in Figure 8. Additionally, using Lemmas 7
and 8, we have that ∆s +∆d satisfies the IQC given by

∫
∞

0

⎡
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

y(t)

es(t)

ed(t)

⎤
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

T

Π̃

⎡
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

y(t)

es(t)

ed(t)

⎤
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

dt ≥ 0, (98)

where Π̃ is given by (97). Therefore by invoking the
IQC Theorem [18], we can state that the feedback-
interconnection of the operators G and (∆s + ∆d) is
L2-stable if the IQC condition (96) is satisfied. Then,
as a direct application of Theorem 3, since the feedback
interconnection of G and (∆s + ∆d) is L2-stable, the
decentralized system (13)-(16) is exponentially stable.∎

Remark: By applying the Kalman-Yakubovich-Popov
Lemma, we can infer that the frequency-domain cri-
terion given by (96) is equivalent to the existence of
P = PT > 0, Rsi = (Rsi )

T > 0, Rdi = (Rdi )
T > 0, such that

the LMI given by

⎡
⎢
⎢
⎢
⎢
⎣

ÃTclP + PÃcl PB̄

B̄TP 0

⎤
⎥
⎥
⎥
⎥
⎦

+

⎡
⎢
⎢
⎢
⎢
⎣

Ãcl B̄

0 I

⎤
⎥
⎥
⎥
⎥
⎦

T

Π̃

⎡
⎢
⎢
⎢
⎢
⎣

Ãcl B̄

0 I

⎤
⎥
⎥
⎥
⎥
⎦

< 0, (99)

where Π̃ is given by (97), and B̄ = [Bcl Bcl], is satisfied.

The matrices Ãcl and Bcl are given by (20) and (21),
respectively.

5 Numerical Example

In this section, we consider again the motivating example
given in the introduction, also studied in [24], and given

0 0.2 0.4 0.6 0.8 1 1.2
0

0.05

0.1

0.15

Fig. 9. Feasible values of h̄1 and h̄2, when η̄1 = η̄2 = 0.075,
for the large-delay case (in blue) and the small-delay case
(in red). For the small-delay case, the bounds h̄1 < 0.075
and h̄2 < 0.075 are applicable only if the condition (70) is
satisfied.

by the matrices

A =

⎡
⎢
⎢
⎢
⎢
⎣

−2 −1

2.8 4

⎤
⎥
⎥
⎥
⎥
⎦

,B =

⎡
⎢
⎢
⎢
⎢
⎣

1 0

0 1

⎤
⎥
⎥
⎥
⎥
⎦

,K =

⎡
⎢
⎢
⎢
⎢
⎣

−1 0

0 −4.6

⎤
⎥
⎥
⎥
⎥
⎦

. (100)

One of the prime advantages of the results obtained in
this paper, compared to the results in [24], is that the sta-
bility conditions introduced in this paper can be checked
for any sampling and delay upper-bounds, for each sen-
sor, individually. In this example, we can therefore check
the system’s stability for any quadruplet (h̄1, h̄2, η̄1, η̄2).
We will now illustrate as follows, how the results pro-
posed in this paper aid in computing the feasibile values
of individual sampling interval bounds, i.e., h̄1 and h̄2,
separately, for fixed delays. In Figure 9, we show for in-
stance, the stability domain obtained with fixed delay
upper-bounds η̄1 = η̄2 = 0.075.

The feasible values of h̄1 and h̄2 are computed for η̄1 =

η̄2 = 0.075, in the large-delay case (in blue) and the
small-delay case (in red), and are shown in Figure 9. It
is evident from the figure that the criterion proposed for
the small-delay case provides less conservative results,
in comparison to the criterion introduced for the large-
delay case, but adapted to the small-delay scenario. The
advantage of the large-delay case, as mentioned previ-
ously, is that it allows for the delay ηki , i ∈ {1,2}, k ∈ N, to
be greater than the sampling interval hki , i ∈ {1,2}, k ∈ N,
for any feasible point (h̄1, h̄2) chosen in the blue feasibil-
ity region, as long as the sampling and actuation instants
satisfy the large-delay constraint given in (15). On the
contrary, for a feasible point (h̄1, h̄2) in the red feasibility
region, hki , i ∈ {1,2}, k ∈ N and ηki , i ∈ {1,2}, k ∈ N need to
satisfy the more restrictive small-delay constraint given
by (70). A plot providing the feasible values of h̄1 and h̄2,
can also be obtained for fixed delay bounds with η̄1 ≠ η̄2.

In order to illustrate that the stability criteria proposed
in this paper are less conservative compared to the cri-
teria provided in [24], we study the maximum bound on
sampling interval, so that h̄1 = h̄2, when delay bounds
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are set to zero, i.e., η̄1 = η̄2 = 0. For the large-delay case,
by virtue of Theorem 5, by solving the LMI (69), we ob-
tain h̄1 = h̄2 = 0.19, in comparison to a bound of 0.18 ob-
tained in [24]. Similarly, for the small-delay case, apply-
ing Theorem 9, i.e., LMI (99), we obtain h̄1 = h̄2 = 0.31,
whereas a bound of 0.27 was obtained in [24].

The example shown in this section gives an insight into
how the tools proposed in this paper can be used to de-
cide the trade-off between sampling-interval bounds and
delays, depending upon the system under consideration,
and the constraints imposed by the networked communi-
cation channel. As a result, separate, effective sampling
and actuation strategies can be employed on individual
sensors and actuators, respectively.

6 Conclusion

In this paper, a novel, IQC based framework towards
exponential stability analysis of state-space models of
decentralized, sampled-data LTI control systems with
asynchronous sensors and actuators, is provided. As
a preliminary result, an approach is introduced to
represent the state-space model of a single-loop LTI
system with asynchronous sensors and actuators, as
an interconnection between a continuous time system
operator and an operator that captures the effects of
asynchrony. Consequently, by scaling this preliminary
result, the decentralized, sampled-data, asynchronous
LTI state-space model under consideration, is reformu-
lated as a feedback interconnection. By characterizing
the properties of the operator that captures asynchrony
effects, using an IQC, stability results on the feedback-
interconnection, which imply global exponential sta-
bility of the decentralized system, are provided. Two
scenarios, namely the large-delay case and the small-
delay case, are considered. In the large-delay case, the
effects of asynchrony induced by sampling and delay,
are captured using a single operator. In contrast, these
effects are captured using two separate operators in the
small-delay case. This leads to less conservative results,
in comparison to the result obtained in the large-delay
case, when adapted to the small-delay case. The effec-
tiveness of the proposed results have been illustrated
using a numerical example. Future work considering
richer IQC characterizations of the operator captur-
ing sampling and asynchrony effects can be useful in
deriving less conservative results.
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netika: Př́ıloha. Academia, 1988.

[2] Lubomı́r Bakule. Decentralized control: An
overview. Annual Reviews in Control, 32(1):87 –
98, 2008.

[3] M. Cantoni, M. A. Fabbro, and C. Kao. Stability of
aperiodic sampled-data feedback for systems with
inputs that update asynchronously. In 2018 IEEE
Conference on Decision and Control (CDC), pages
7118–7123, Dec 2018.

[4] M. Cantoni, C. Y. Kao, and M. A. Fabbro. Inte-
gral quadratic constraints for asynchronous sample-
and-hold links. IEEE Transactions on Automatic
Control, pages 1–1, 2020.

[5] V. S. Dolk, D. P. Borgers, and W. P. M. H. Heemels.
Output-based and decentralized dynamic event-
triggered control with guaranteed Lp- gain perfor-
mance and zeno-freeness. IEEE Transactions on
Automatic Control, 62(1):34–49, Jan 2017.

[6] Mark A. Fabbro, Michael Cantoni, and Chung-
Yao Kao. Performance analysis of feedback loops
with asynchronous sampling in the forward and re-
turn paths. IFAC-PapersOnLine, 49(22):256 – 261,
2016. 6th IFAC Workshop on Distributed Estima-
tion and Control in Networked Systems NECSYS
2016.

[7] C. Fiter, T.-E. Korabi, L. Etienne, and L. Hetel.
Stability of LTI Systems with Distributed Sensors
and Aperiodic Sampling, pages 63–82. Springer In-
ternational Publishing, Cham, 2018.

[8] Dror Freirich and Emilia Fridman. Decentralized
networked control of systems with local networks:
A time-delay approach. Automatica, 69:201 – 209,
2016.

[9] E. Fridman. Introduction to Time-Delay Systems:
Analysis and Control. Systems & Control: Founda-
tions & Applications. Springer International Pub-
lishing, 2014.

[10] Emilia Fridman and Uri Shaked. Input-output ap-
proach to stability and l2-gain analysis of systems
with time-varying delays. Systems & Control Let-
ters, 55(12):1041 – 1053, 2006.

[11] Hisaya Fujioka. Stability analysis of systems with
aperiodic sample-and-hold devices. Automatica,
45(3):771 – 775, 2009.

[12] Laurentiu Hetel, Christophe Fiter, Hassan Om-
ran, Alexandre Seuret, Emilia Fridman, Jean Pierre
Richard, and Silviu Iulian Niculescu. Recent devel-
opments on the stability of systems with aperiodic
sampling: An overview. Automatica, 76:309 – 335,
2017.

[13] Myungsoo Jun and Michael G. Safonov. Iqc ro-
bustness analysis for time-delay systems. Inter-
national Journal of Robust and Nonlinear Control,
11(15):1455–1468, 2001.

[14] C. Kao and M. Cantoni. Robust performance anal-

15



ysis of aperiodic sampled-data feedback control sys-
tems. In 2015 54th IEEE Conference on Decision
and Control (CDC), pages 1421–1426, 2015.

[15] Chung-Yao Kao and Bo Lincoln. Simple stability
criteria for systems with time-varying delays. Au-
tomatica, 40(8):1429 – 1434, 2004.

[16] Chung-Yao Kao and Anders Rantzer. Stability
analysis of systems with uncertain time-varying de-
lays. Automatica, 43(6):959 – 970, 2007.

[17] Kun Liu, Vladimir Suplin, and Emilia Fridman.
Stability of linear systems with general sawtooth
delay. IMA Journal of Mathematical Control and
Information, 27(4):419, 2010.

[18] A. Megretski and A. Rantzer. System analysis via
integral quadratic constraints. IEEE Transactions
on Automatic Control, 42(6):819–830, Jun 1997.

[19] L. Mirkin. Some remarks on the use of time-varying
delay to model sample-and-hold circuits. IEEE
Transactions on Automatic Control, 52(6):1109–
1112, June 2007.

[20] H. Omran, L. Hetel, M. Petreczky, J. P. Richard,
and F. Lamnabhi-Lagarrigue. Stability analysis
of some classes of input-affine nonlinear systems
with aperiodic sampled-data control. Automatica,
70:266 – 274, 2016.

[21] J. Ploeg, N. van de Wouw, and H. Nijmeijer. Lp
string stability of cascaded systems: Application to
vehicle platooning. IEEE Transactions on Control
Systems Technology, 22(2):786–793, March 2014.

[22] M.B.G. Posthumus - Cloosterman. Control over
communication networks : modeling, analysis, and
synthesis. PhD thesis, Department of Mechanical
Engineering, TU Eindhoven, 2008.

[23] J. Thomas, C. Fiter, L. Hetel, N.v.d. Wouw, and
J. P. Richard. Dissipativity-based framework for
stability analysis of aperiodically sampled nonlinear
systems with time-varying delay. Submitted, 2019.

[24] J. Thomas, L. Hetel, C. Fiter, N. van de Wouw, and
J. Richard. L2-stability criterion for systems with
decentralized asynchronous controllers. In 2018
IEEE Conference on Decision and Control (CDC),
pages 6638–6643, Dec 2018.

[25] Masashi Wakaiki, Kunihisa Okano, and João P.
Hespanha. Stabilization of systems with asyn-
chronous sensors and controllers. Automatica,
81:314 – 321, 2017.

[26] Wei Zhang, M. S. Branicky, and S. M. Phillips. Sta-
bility of networked control systems. IEEE Control
Systems Magazine, 21(1):84–99, 2001.

[27] F. Xiao, Y. Shi, and W. Ren. Robustness analysis
of asynchronous sampled-data multiagent networks
with time-varying delays. IEEE Transactions on
Automatic Control, 63(7):2145–2152, 2018.

A Proof of Theorem 1

From the definition of η(t) in (11), we have η̇(t) = ż(t)+
Acle

Acltx0. Substituting ż(t) from (7),

η̇(t) = Aclz(t) +Bcluz(t) +w(t) +Acle
Acltx0,

= Acl(z(t) + e
Acltx0) +Bcluz(t) +w(t).

(A.1)

Substituting η as defined in (11), we have

η̇(t) = Aclη(t) +Bcluz(t) +w(t), (A.2)

with η(0) = x0, and uz(t) as given in (8). The system
(A.2) has been shown in Figure 3.
1) For t ∈ [0, a0): As per definition (9), we have e(t) = 0.

Consequently, using the definition of g(t) in (12), uz(t) =
g(t) = xinit−µ(t),∀t ∈ [0, a0). Hence, we have from (A.2)

η̇(t) = Aclη(t) +Bcl(xinit − µ(t)) +w(t). (A.3)

Note that the signal µ in (12), satisfies µ̇(t) = Aµ(t) +
Bclxinit +w(t), where Bcl = BK and µ(0) = x0. There-
fore

µ̇(t) = Aµ(t) +Bclµ(t) −Bclµ(t) +Bclxinit +w(t),

= Aclµ(t) +Bcl(xinit − µ(t)) +w(t).

(A.4)
Comparing (A.3) and (A.4), since µ(0) = η(0) = x(0) =
x0, and ẋ(t) = Ax(t) +BKxinit + w(t),∀t ∈ [0, a0), we
have,

η(t) = µ(t) = x(t),∀t ∈ [0, a0). (A.5)

2) For t ≥ a0: From (12), we have g(t) = 0, for all t ≥ a0.
Therefore, from the definition of uz(t) in (8) and e(t) in
(9), we have

uz(t) = e(t) = (∆y)(t),∀t ≥ a0. (A.6)

From the interconnection (7)-(10), we have y(t) = yz(t)+
f(t) = Aclz(t)+Bcluz(t)+w(t)+Acle

Acltx0 = Acl(z(t)+
eAcltx0) + Bcluz(t) + w(t) = Aclη(t) + Bcluz(t) + w(t).
Therefore, from (A.2), we can conclude y(t) = η̇(t) for
all t ≥ 0. Consequentially, we have from (A.6),

uz(t) = e(t) = (∆η̇)(t) = η(sk) − η(t),∀t ∈ [ak, ak+1).

(A.7)
This transformation of capturing the sampling- and
asynchrony-induced effects using an operator is based
on similar works given in [3, 6, 11, 14, 15, 16, 19]. By
substituting (A.7) in (A.2), we have for all t ∈ [ak, ak+1),

η̇(t) = Aclη(t) +Bcl(η(sk) − η(t)) +w(t),

= Aη(t) +BKη(t) +BKη(sk) −BKη(t) +w(t),

= Aη(t) +BKη(sk) +w(t).

(A.8)
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Comparing (A.8) with (2) and (3), and since η(a0) =

x(a0) from (A.5), we can conclude that η(t) = x(t),∀t ≥
a0. Using this and (11), (A.5), we have x(t) = η(t) =

z(t) + eAcltx0,∀t ≥ 0.

B Proof of Lemma 4

Consider ei(t) defined using the operator ∆i given in

(38). We have, ei(t) = − ∫
t
si
k
yi(θ)dθ,∀t ∈ [aik, a

i
k+1), k ∈

N. By virtue of Jensen’s inequality, we can state

ei(t)
TRiei(t) = ( ∫

t
si
k
yi(θ)dθ)

T

Ri( ∫
t
si
k
yi(θ)dθ)

≤ (t − sik) ∫
t
si
k
yTi (θ)Riyi(θ)dθ,

(B.1)
and since t ∈ [aik, a

i
k+1), from (14), (15), we obtain

t − sik ≤ a
i
k+1 − s

i
k = s

i
k+1 + η

i
k+1 − s

i
k = h

i
k + η

i
k+1 ≤ h̄i + η̄i.

Therefore, ei(t)
TRiei(t) ≤ (h̄i + η̄i) ∫

t
si
k
yTi (θ)Riyi(θ)dθ.

Substituting θ = t + p and once again using the
fact that t ∈ [aik, a

i
k+1), we have ei(t)

TRiei(t) ≤

(h̄i + η̄i) ∫
0
−(h̄i+η̄i)

yTi (t + p)Riyi(t + p)dp. Hence,

∫
∞

ai0
ei(t)

TRiei(t)dt ≤

(h̄i + η̄i) ∫
∞

ai0
( ∫

0
−(h̄i+η̄i)

yTi (t + p)Riyi(t + p)dp)dt

≤ (h̄i + η̄i) ∫
0
−(h̄i+η̄i)

( ∫
∞

ai0
yTi (t + p)Riyi(t + p)dt)dp,

(B.2)
where θ = t+ p, implying θ →∞ as t→∞ and θ → ai0 + p
as t → ai0. Since ai0 ≥ h̄i + η̄i, p ∈ [−(h̄i + η̄i),0] and
the integrand of the inner integral is the positive term
yTi (t+p)Riyi(t+p) = y

T
i (θ)Riyi(θ), we can upper bound

the aforementioned inequality by ∫
∞

ai0
ei(t)

TRiei(t)dt ≤

(h̄i + η̄i) ∫
0
−(h̄i+η̄i)

( ∫
∞

0 yTi (θ)Riyi(θ)dθ)dp. As per the

definition of ei(t) in (38), since ei(t) = 0,∀t ∈ [0, ai0),
we have ∫

∞

0 ei(t)
TRiei(t)dt = ∫

∞

ai0
ei(t)

TRiei(t)dt ≤

γ2
i ∫

∞

0 yTi (t)Riyi(t)dt, with γi = h̄i + η̄i. Hence, we have

∫
∞

0

⎡
⎢
⎢
⎢
⎢
⎣

yi(t)

ei(t)

⎤
⎥
⎥
⎥
⎥
⎦

T ⎡
⎢
⎢
⎢
⎢
⎣

γ2
iRi 0

0 −Ri

⎤
⎥
⎥
⎥
⎥
⎦

⎡
⎢
⎢
⎢
⎢
⎣

yi(t)

ei(t)

⎤
⎥
⎥
⎥
⎥
⎦

dt ≥ 0. (B.3)

γi is essentially the upper bound on the L2 induced norm
of the operator ∆i. Considering the integral quadratic
constraint (B.3) for all i ∈ {1,2, . . . ,M}, i.e., for the op-

erator ∆, we have ∫
∞

0

⎡
⎢
⎢
⎢
⎢
⎣

y(t)

e(t)

⎤
⎥
⎥
⎥
⎥
⎦

T ⎡
⎢
⎢
⎢
⎢
⎣

S 0

0 −R

⎤
⎥
⎥
⎥
⎥
⎦

⎡
⎢
⎢
⎢
⎢
⎣

y(t)

e(t)

⎤
⎥
⎥
⎥
⎥
⎦

dt ≥ 0,

where e(t) = [eT1 (t), eT2 (t), . . . , eTM(t)]T ,
y(t) = [yT1 (t), yT2 (t), . . . , yTM(t)]T , and
S = diag(γ2

1R1, γ
2
2R2, . . . , γ

2
MRM).

C Proof of Lemma 7

Consider the term

es
⋆

i (t) = (∆s⋆

i yi)(t),∀t ≥ 0, (C.1)

where (∆s⋆

i yi)(t) =

⎧⎪⎪
⎨
⎪⎪⎩

0,∀t ∈ [0, si0),

− ∫
t
si
k
yi(θ)dθ,∀t ∈ [sik, s

i
k+1), k ∈ N,

where yi(t) = ẋi(t),∀t ≥ 0. Therefore, we have

es
⋆

i (t) = {
0,∀t ∈ [0, si0),

xi(s
i
k) − xi(t),∀t ∈ [sik, s

i
k+1), k ∈ N.

Consider the expression ∑
∞
k=0 ∫

sik+1
si
k

es
⋆

i

T
(t)Rsi e

s⋆

i (t)dt,

where Rsi > 0 is a scaling matrix. By virtue of the
Wirtinger inequality [17], we can state

∑
∞
k=0 ∫

sik+1
si
k

es
⋆

i

T
(t)Rsi e

s⋆

i (t)dt ≤

∑
∞
k=0

4(sik+1−s
i
k)

2

π2 ∫
sik+1
si
k

d
dt
(es

⋆

i

T
(t))Rsi

d
dt
(es

⋆

i (t))dt. Since

sik+1 − s
i
k ≤ h̄i,∀k ∈ N, we have

∑
∞
k=0 ∫

sik+1
si
k

es
⋆

i

T
(t)Rsi e

s⋆

i (t)dt

≤
4h̄2

i

π2 ∫
sik+1
si
k

d
dt
(es

⋆

i

T
(t))Rsi

d
dt
(es

⋆

i (t))dt

=
4h̄2

i

π2 ∑
∞
k=0 ∫

sik+1
si
k

d
dt
(∆s⋆

i yi)
T (t)Rsi

d
dt
(∆s⋆

i yi)(t)dt

=
4h̄2

i

π2 ∑
∞
k=0 ∫

sik+1
si
k

yi(t)
TRsi yi(t)dt

≤
4h̄2

i

π2 ∫
∞

0 yi(t)
TRsi yi(t)dt. We have from (C.1) that

es
⋆

i (t) = 0 for all t ≤ si0, implying ∫
∞

0 es
⋆

i

T
(t)Rsi e

s⋆

i (t)dt =

∫
∞

si0
es

⋆

i

T
(t)Rsi e

s⋆

i (t)dt ≤
4h̄2

i

π2 ∫
∞

0 yi(t)
TRsi yi(t)dt. From

(71) and (C.1), we have that esi (t) = es
⋆

i (t) for all
t ≥ ai0, and esi (t) = 0 for all t ≤ ai0, thereby imply-

ing ∫
∞

0 esi
T
(t)Rsi e

s
i (t)dt ≤ ∫

∞

0 es
⋆

i

T
(t)Rsi e

s⋆

i (t)dt ≤
4h̄2

i

π2 ∫
∞

0 yi(t)
TRsi yi(t)dt. Consequently, for all i =

{1,2, . . . ,M}, we have

∫
∞

0

⎡
⎢
⎢
⎢
⎢
⎣

yi(t)

esi (t)

⎤
⎥
⎥
⎥
⎥
⎦

T ⎡
⎢
⎢
⎢
⎢
⎣

γsi
2Rsi 0

0 −Rsi

⎤
⎥
⎥
⎥
⎥
⎦

⎡
⎢
⎢
⎢
⎢
⎣

y(t)

esi (t)

⎤
⎥
⎥
⎥
⎥
⎦

dt ≥ 0, (C.2)

where γsi =
2h̄i

π
. Considering the integral quadratic con-

straint (C.2) for all i ∈ {1,2, . . . ,M}, i.e., for the opera-

tor ∆s, we have ∫
∞

0

⎡
⎢
⎢
⎢
⎢
⎣

y(t)

es(t)

⎤
⎥
⎥
⎥
⎥
⎦

T ⎡
⎢
⎢
⎢
⎢
⎣

Ss 0

0 −Rs

⎤
⎥
⎥
⎥
⎥
⎦

⎡
⎢
⎢
⎢
⎢
⎣

y(t)

es(t)

⎤
⎥
⎥
⎥
⎥
⎦

dt ≥ 0,

where

es(t) = [es1
T
(t), es2

T
(t), . . . , esM

T
(t)]T ,

y(t) = [yT1 (t), yT2 (t), . . . , yTM(t)]T ,

Ss = diag((γs1)
2Rs1, (γ

s
2)

2Rs2, . . . , (γ
s
M)2RsM).

(C.3)
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