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ABSTRACT
We adopted an approach based on interactions in a robotic workspace, coupled with
Endsley’s model of Situation Awareness (SA), to identify factors that potentially
degrade operators’ SA: the eight SA demons (Endsley and Jones 2016). We propose
here to study the implications of these demons in 45 industrial accidents involv-
ing robotic. These demons were associated with possible interactions a human may
have in a robotic workspace. Our results showed that five of the eight SA demons
(Endsley and Jones 2016) appeared in the accident reports examined. The results
showed that the identified SA demons were mainly associated with the first level of
SA (perception level). We have also been able to describe five patterns of SA demon
occurence in these accidents. SA demons are generally involved in human-robot in-
teractions rather than human-environment interactions. Thanks to this analysis, we
found that an operator’s SA is mainly impacted by the Errant Mental Model and
Out-of-the-Loop SA demons in human-robot and human-environment interactions.
Finally, we propose recommendations regarding workspace design.
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1. Introduction

Despite the plethora of norms and safety procedures that have been implemented
in industry to integrate robotic systems, accidents are still reported and are often
caused by human error. Robots not only allow loads to be moved using several degrees
of freedom, but also exert forces, sometimes considerable, on items in the process
(ISO 2012). In industrial automation applications, an automatic machine becomes a
robot, depending on the complexity of the generated movement, its adaptation to
the environment and its degree of autonomy. Because robotic movements may be
dangerous, robots are usually placed in robotic cells with stringent access restrictions.
However, robots are rarely isolated machines. The means of perception, gripping and
other production elements, such as a conveyor, a press, or a packaging machine, etc.,
are in general closely linked to the activity of the robot and are located in the same
workspace. As human errors and robotic accidents may involve different elements of
the robotic workspace, we propose to define a robotic system as the set of all elements
of the robotic environment that are involved in the task performed by the robot.

There has been an increase in the number of accidents in line with the increase in
the number of robots in the industrial arena (Dhillon 1991). Previous studies have
investigated the reasons for such accidents. Human error (Jiang and Gainer Jr 1987),

CONTACT A. N. Author. Email: benjamin.camblor@inria.fr



incorrect decision making by operators (Sugimoto and Kawaguchi 1983; Jiang and
Gainer Jr 1987; Malm et al. 2010) and hazards associated with workspaces (Sugimoto
and Kawaguchi 1983; Or, Duffy, and Cheung 2009; Malm et al. 2010; Charpentier and
Sghaier 2012; Vasic and Billard 2013) are among the most cited reasons. Consider-
ing these findings, an interest in situation awareness in accidents involving industrial
robotics has emerged (Salotti and Suhir 2019). Situation Awareness (SA) is the per-
ception of the elements in the environment within a volume of time and space, the
comprehension of their meaning, and the projection of their status in the near future
(Endsley 1995). Indeed, it seems that those hazardous situations in which the operator
made a wrong decision are due to a degraded SA. Eight factors impacting situation
awareness - named SA demons (Endsley and Jones 2016) - are potentially involved in
industrial accidents concerning robotics (Salotti and Suhir 2019).

In this vein, this paper presents a new method for analysing robotic accidents in
industrial environments in order to better understand the human factors involved
and to make recommendations to reduce the risks. It is based on Endsley’s Situation
Awareness model, which will be presented in Section 2 and the analysis of a database of
robotic accidents that occurred in various industrial contexts. Our general objective is
to provide solutions to maintain SA within an industrial robotics workspace and thus
limit the risk of accidents. In this context we aim to find new solutions or signals that a
human and a robot can share to give each other information about their current state.
Particularly, we will focus on information that a robot can share with a human being
to maintain the latter’s SA. It is necessary to find which factors can negatively impact
an operator’s SA. To do this, we will first analyse robot-related industrial accidents
using assessment criteria based on SA demons and interactions in the robot workspace.
This analysis will allow us to pinpoint the critical factors involved, in order to develop
novel and relevant solutions to prevent such accidents in the future.

Here we propose to investigate accidents involving industrial robots recorded in
the French database EPICEA (INRS). In section 2, the state of the art concerning
hazardous human-robot interactions, human error & SA and accident analysis is pre-
sented. In section 3, the method we used for accident analysis is explained. Using the
keyword robot 55 accidents have been identified within industrial workplaces. For each
accident, we identified SA demons and associated them with interactions between a
human and the other elements of the robot workspace. Thus, we identified factors
based on SA that led to an accident. Our results are presented in section 4. Five SA
demons have been identified and associated with interactions in the robot workspace.
Patterns of SA demon occurrence have also been found. In section 5, these results
are discussed in the light of our objective of preventing industrial robots accidents.
Finally, the conclusions of this work and recommendations regarding robot workspace
design are presented in section 6.

2. Related Work

According to Dhillon, an industrial robot is defined as an automatically controlled,
reprogrammable multipurpose manipulator (Dhillon 1991). It can be programmable
in three or more axes and can be either fixed in place or mobile (ISO 2012). A robotic
system has been defined as a system including human beings and a communication
system (Jiang and Gainer Jr 1987). Next, a taxonomy has been suggested in which the
human-robot interaction can be formally defined as a quintuple: (i) task requirements,
(ii) user characteristics, (iii) robot characteristics, (iv) environment and (v) a set of
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interactions (Rahimi and Karwowski 1990). This is close to the definition of a collab-
orative workspace where a robot system and a human being can concurrently perform
tasks during a production operation within an operating space (ISO 2011b,a, 2016).
Additionally, a framework including a human being and a robot interacting thanks to
an interface in an environment has been proposed to model interactions in a robotic
context (Salotti et al. 2018). We consider the concept of the robot workspace as the
environment where a human being and a robot are interacting to perform a task.

2.1. Hazardous Human-Robot Interaction

On one hand, conventional industrial robots are fixed installations that can repeat a
defined task. In general, operators are not supposed to be get close to them and they
are almost invariably separated from humans by physical barriers and the robotic cell is
equipped with sensors to avoid physical human/robot interactions (Villani et al. 2018).
On the other hand, thanks to collaborative robot (Colgate et al. 1996) - cobots -, indus-
trial robotic development is moving from ”robot in cage” to ”robot near human”. They
can easily be moved and are light in weight (Villani et al. 2018). Conversely, cobots are
intended to be in direct interaction with the operator. In this way, physical interactions
between humans and robots are increasingly desirable and essential. Such interactions
must take place under safe and operator-friendly conditions (Ogorodnikova 2008).

Therefore, safety is the inherent and most important feature of a robot that has to
work in close cooperation with human beings (De Luca and Flacco 2012). There are
almost thirty active EU directives and around six hundred different standards related
to safety (Michalos et al. 2015). Security norms aim to prevent human access to the
robot workspace or to stop the robot when an unexpected event in the workspace is
detected by external sensors (Meziane et al. 2014). Nevertheless, accidents still occur
when a person needs to perform a task alongside a robot (Malm et al. 2010). The use of
the current safety measures can be challenging when a person and a robot are in close
proximity. Indeed, regarding conventional robots, whilst getting close to the robot zone
is prohibited, operators of all types still spend around three hours a day working close
to them (Aghazadeh, Hirschfeld, and Chapleski 1993). Even if interactions are not
desired, operators need to perform maintenance, cleaning, troubleshooting, repairing
and ’teaching’ the robot. They may also work near an operational robot or a robotic
workcell. All of these reasons lead to hazardous situations in the robot workspace.

Hazardous conditions are mainly related to intrusion by human operators into
a robot workspace in either operational or non-operational phases (Sugimoto and
Kawaguchi 1983). Thus the close physical interaction between human beings and
robots may result in a high degree of risk of an accident (Karwowski and Rahimi
1991). Unnatural and unexpected movements may be responsible for 73% of robot-
related injuries and fatalities (Sugimoto and Kawaguchi 1983). The interpretation of a
robot stoppage is one of the other main hazard categories. This results in a perceptual
problem for the operator and incomprehension of the robot state. This would lead to
a degraded situation awareness for the operator.

2.2. Human error and situation awareness

Various methods or tools are used for analysing human activities and human factors
involved in accidents. They focus on the level of knowledge of the operator (SRK
(Rasmussen 1983)), or on active and latent potential errors causing accidents (Reason
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(Reason 1990), HFACS (Shappell et al. 2007), European Assembly Worksheet (Schaub
et al. 2013)). However, these broad methods fail to capture the cognitive aspects of
human error in accident analysis. The Endsley model of Situation Awareness can be
leveraged to achieve this goal.

According to Endsley, situation awareness can be divided into three levels (Endsley
1988, 1995). The first level (SA level 1) is related to the perception of the elements
present in the environment. In industrial robotic applications, the operator perceives
first the global state of all elements of the robotic system (e.g. the position and moves
of the robot, the state of alarms, etc.). In general, the perception level also includes
a command panel that is located outside the cell and is used to start and stop the
robot and other elements of the cell. The second level (SA level 2) is related to the
comprehension of the current situation. Based upon his/her knowledge of the per-
ceived elements, the operator forms a holistic picture of the environment and can link
the behaviour of the robot and the state of each element of the cell to a normal or
an abnormal situation. In industrial applications, the current situation is sometimes
complex and an abnormal robot behaviour (e.g., the robot stops) may be linked to
a problem with other machines or sensors, a misunderstanding of a starting or main-
tenance procedure, the action of other operators, etc. The third level (SA level 3) is
about the ability to make a projection of the future state, determining the consequence
of subsequent actions and the evolution of all elements of the environment, including
the various parts of the robotic system. According to Suhir et al. (2015), the major
components of that projection are environment awareness - here the workspace -, sys-
tem awareness - here the robot -, and task awareness. SA plays a major role in the
process of decision making (Endsley 1995). If a decision is made in the context of de-
graded situation awareness, there is a higher probability of human error, which could
be the main cause of an accident. Additionally, various mechanisms or factors may be
at work to modify or alter one or more levels of SA (Endsley and Jones 2016). These
are called ”situation awareness demons” and are classified into eight categories. Each
SA demon may concern one or more specific SA level among perception, comprehen-
sion and projection (Endsley and Jones 2016; Stratmann and Boll 2016). It is proposed
to add the industrial robotics context to their proposed definitions, as follows:

• Attentional Tunneling - AT (SA level 1): Good SA is dependent on switching
attention between multiple data streams. Locking in on certain data sources and
excluding others is attention tunneling.

In industrial robotics: Occurs when an operator is focused on a task or on a
particular feature of the environment and therefore misses relevant information
from his/her environment.

• Out-of-the-Loop - OL (SA level 1 and 2): Automated systems that do not
involve the operator until there is a problem (for example). It can be caused by
vigilance/monitoring problems or information feedback problems (level 1 SA),
as well as lower engagement (level 2 SA).

In industrial robotics: Occurs when a robot is performing its actions while the
operator is performing his/her own actions regardless of what the robot is doing.

• Errant Mental Model - EMM (SA level 2 and 3): An incomplete mental model
may result in a poor comprehension and projection of the situation. Additionally,
a wrong mental model may be used to interpret the situation.

In industrial robotics: Occurs when an operator misinterprets the situation
and then makes inappropriate inferences about the state of the environment.

• Complexity Creep - CC (SA level 1, 2 and 3): Complexity slows down the per-
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ception of information and it undermines the understanding and the projection
of information.

In industrial robotics: Occurs when a problem is encountered and there are
so many systems involved that the operator is not able to isolate the problem in
such a complex situation and find a solution.

• Misplaced Salience - MS (SA level 1): Salience is the ”compellingness” of a
piece of data, often dependent on how it is presented.

In industrial robotics: Occurs when the system is designed to maximise the op-
erator’s concentration on a specific device or event and therefore impedes his/her
access to more relevant information regarding the situation.

• Data Overload - DO (SA level 1): If there is more data available than can be
processed by the human ”bandwidth”.

In industrial robotics: Occurs when too many data elements have to be set
or taken into account in a context involving important attentional or time con-
straints.

• Requisite Memory Trap - RMT (SA level 1 and 2): The working memory pro-
cesses and holds chunks of data to support SA level of comprehension. Systems
that rely on robust memory do not support the user.

In industrial robotics: Occurs when too many subtasks have to be performed
and the operator forgets one of them.

• Workload, Anxiety, Fatigue, and Other Stressors - WAFOS (SA level 1,2
and 3): Stress and anxiety are likely issues in the warning environment. WAFOS
taxes attention and working memory.

In industrial robotics: Significant “workload, fatigue, or stress” has obviously
a direct impact on performance and may be a contributor to human error.

Figure 1. SA demons which can cause an SA error (Salotti and Suhir 2019)

2.3. Situation Awareness and Accident analysis

To the best of our knowledge, accident analysis and situation awareness have not yet
been linked together in the field of industrial robotics, whereas they have already been
highlighted in both the aviation (Jones and Endsley 1996; Endsley and Jones 2016)
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and maritime domains (Stratmann and Boll 2016). First, linking SA and human error
analysis in aviation accidents highlighted that 76.3% of errors were classified as ”level
1 SA errors”1, 20.3% were ”level 2”2 and 3.4% were ”level 3”3 (Jones and Endsley
1996). Moreover, in the aviation world, ”SA demons” have even been specified as a
requirement for analysing aviation accidents (Endsley and Jones 2016; Salotti and
Suhir 2019).

In the maritime domain, researchers have shown that an accident can involve more
than one SA demon and that ”SA level 1” degradation appears to be the most promi-
nent cause of human error (Stratmann and Boll 2016). They also studied the pro-
portion of SA demon appearances in accidents whenever this was possible. As for
accidents in industrial robotics, their main analysis focused on human error and work-
place design (Jiang and Gainer Jr 1987; Malm et al. 2010), the misunderstanding of
the robot’s state (Or, Duffy, and Cheung 2009) and the presence of operators in the
robot workspace (Aghazadeh, Hirschfeld, and Chapleski 1993; Charpentier and Sghaier
2012; Lamy and Tissot 2016). More specifically, Charpentier and Sghaier (2012) and
Lamy and Tissot (2016) have analysed accidents from EPICEA (INRS), a French in-
dustrial accident database. It has been demonstrated that a significant proportion of
accidents occurs during the operational phase (i.e. when the robot is performing a
task) (Charpentier and Sghaier 2012). Finally, Salotti recently suggested the poten-
tial involvement of SA demons in numerous industrial robotics situations (Salotti and
Suhir 2019). Consequently, it is proposed here to analyse these accidents and identify
the SA demon manifestation in such cases.

3. Method

3.1. EPICEA database

This study analysed industrial accidents involving robots in the light of the SA demons
presented in the previous section. Accident reports were extracted from the EPICEA4

database. This is an anonymous national French database provided by the French
Institute of Research and Security. Although this database is not exhaustive, some
24,000 work accidents have been recorded since 1990 in French companies (Lamy and
Tissot 2016). The recorded accidents are labelled with different levels of consequences,
which can be either fatal, serious (e.g. the operator has been injured) or significant (e.g.
some working equipment has been damaged). The purpose of the EPICEA database
is to highlight the potential causes and development of accidents, without seeking to
establish responsibility, and to provide illustrative cases for awareness-raising, training,
etc.

3.2. Analysis

All accident reports are labelled with keywords. In order to focus on robotic accidents,
the decision was made to use the keyword robot. Using this keyword 55 accident re-
ports were collected. Other keywords were tried (”robotique” for example) but did not
produce any result. All reports were systematically reviewed. Accident reports have

1Perception
2Comprehension
3Projection
4Etudes de Prévention par l’Informatisation des Comptes-rendus d’Enquêtes d’Accidents
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been analysed by three raters. The analysis was conducted independently by the three
raters before joining together the results. Raters agreed for 12 of the 55 accidents.
For the 43 remaining reports, each one has been discussed and agreed. Some accident
reports were rejected because they lacked important information for understanding
what really happened (N=2). In some cases, there was a robot in the accident envi-
ronment but the incident did not directly result from an issue with the robot or an
interaction with it (N=8). For instance, a robot and a press are located in the same
workspace and the robot is not used. There is a problem with the press, the operator
enters the robotic cell and is injured because the press was not stopped. This type of
accident was rejected. This review resulted in a pool of 45 accident reports involving
robotic systems.

For each of the 45 accident reports, an analysis of the task was carried out. First,
as is usual in the field of ergonomics, the accident is split into phases highlighting
the detailed sequence of events. Secondly, using SA demons as an assessment criteria,
the manifestation of SA demons was highlighted during the various phases. Every SA
demon raised has been debated between raters. At the end, the SA demons chosen
were the result of an agreement between the raters. And thirdly, once the demons
were identified, interactions were analysed and categorised into ”human/robot”, ”hu-
man/environment” or ”human/task”. Once again, the raters agreed on the associated
interactions. An example is provided in the following sections.

3.3. Demon identification: Decision Making

As SA demons have not been extensively used to analyse industrial robotic accidents,
this paragraph provides complementary elements to help identifying their presence.
These elements are meant as guidelines for SA demon identification.

• Attention Tunneling - AT: Is identified when the operator is focused on
his/her task while in the robot workspace, regardless of the robot’s actions.

• Out-of-the-Loop - OL: Is identified when an operator missed an important
event and a normal but unexpected action of the robot is observed.

• Errant Mental Model - EMM: Is identified when the operator has - or seems
to have - used an erroneous inference rule to determine the state of the robot
and its environment. For instance, deciding to enter the robotic cell while the
robot is not moving, thinking that it is stopped without effectively checking the
robot status.

• Complexity Creep - CC: Is identified when there are too many procedures for
the use or the maintenance of the robot or when the system or the interface is
too complex for the operator.

• Misplaced Salience - MS: Is identified when an element of the interface (typi-
cally the safe-guarding system) is not clearly indicating the relevant information
to the operator, or can mistakenly be confused with another.

• Data Overload - DO: Is identified when the environment, the robot or the
command panel provide too much information for the operator’s capacity.

• Requisite Memory Trap - RMT: Is identified when the operator forgets an
important step in the task sequence.

• Workload, Anxiety, Fatigue and Other Stressors - WAFOS: Accident re-
ports are often lacking information about the psychological state of the operator.
Nevertheless, it was sometimes mentioned that the operator was tired or stressed,
which is thus an explicit and useful piece of information.
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These elements helped us identifying the presence or absence of each of the 8 SA
demons for each of the 45 robotic accidents. Several demons may be identified in the
same accident report. Different relationships exist among them. It can be a tempo-
ral sequence, a causality bond or a simple co-occurrence. Sometimes, the same set of
demons with the same relationship is identified in several accident reports. This pecu-
liarity will be discussed later. Finally, if the same SA demon is identified for different
phases of the accident, it is considered only once for statistical purposes.

3.4. Example

Description of the accident:”The victim, a 27-year-old press operator, was in the
injection moulding machine workshop. While he/she was working, he/she stood up to
pick up pieces from the other side of the conveyor. In order to do so, he/she had to
move into the area of the evacuation manipulator robot. At that moment the robot that
was performing its descent hit the victim near the scapula. The shock caused various
contusions requiring hospitalisation.”

3.4.1. Phase splitting

First, the accident was split into different phases according to the chronological order
of events.

S1. The victim enters the injection moulding machine workshop.
S2. He/She moves into the area of the evacuation manipulator robot.
S3. He/She stands up to pick up pieces from the other side of the conveyor.
S4. The robotic arm moves and injures the victim.

3.4.2. Analysis with SA demons

Following the decomposition into phases, SA demons have been associated with each
phase whenever possible.

S1. According to available information, no demon during this phase.
S2. The victim should not be present in the robot workspace while the robot is

switched on. He/She is not following the safety procedure, as he/she had in
mind a wrong interpretation - errant mental model - of the situation.

S3. He/She is manipulating pieces while not paying attention to the robot position.
During this phase, the victim seems to be in an attentional tunneling state.

S4. Finally, because he/she is in an attentional tunneling situation, the victim does
not perceive that the robot is getting dangerously close to him/her. There is an
out-of-the-loop situation.

3.4.3. SA demons and interactions in the robot workspace

Finally, SA demons can be associated with an interaction with the operator in the
robot workspace.

S1. No SA demons identified so we could not associate an interaction.
S2. Errant Mental Model: The victim is entering a potentially dangerous environ-

ment where a robot is operational. The SA demon can therefore be assigned to
the human-environment interaction group. Also, because the robot is the source
of hazard, it can also be assigned to the human-robot interaction group.
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S3. Attentional Tunneling: As the operator is focusing on his/her task, the SA
demon can be assigned to the human-task interaction group.

S4. Out-of-the-Loop: As the operator is out-of-the-loop of the robotic sequence of
actions, the SA demon can be assigned to the human-robot interaction group.

4. Results

The systematic analysis of the EPICEA database allowed us to identify the SA demons
participating in degrading the operators’ SA and potentially leading to the accident
itself. We were also able to identify recurrent patterns of SA demon appearances,
enabling categorising the accidents. Finally, a further analysis based on interactions
is presented, providing insights into SA demon appearances across elements of the
robotic cell.

4.1. SA demon manifestation

4.1.1. SA demon occurrences

Regarding the occurrences of SA demons across the robotic accidents in the EPICEA
database, three main results can be highlighted (see Table 1).

Table 1. Number of SA demon occurrences for each accident in the database.
EMM: Errant Mental Model ; OL: Out-of-the-Loop; AT: Attentional Tunneling; CC: Complexity Creep; MS:

Misplaced Salience; DO: Data Overload ; RMT: Requisite Memory Trap; WAFOS: Workload, Anxiety, Fatigue

and Other Stressors.
Examples: EMM: wrong belief robot is off - OL: misunderstanding why robot stopped - AT: focusing on a task

- MS: confusing alarm system - CC: complex procedure - DO: excessive amount of information to process -

RMT: forgetting a step in the procedure - WAFOS: any physiological degradation.

SA demons EMM OL AT MS

N 45 39 18 14
Proportion 100% 86.67% 40% 31.11%

SA demons WAFOS CC DO RMT

N 1 0 0 0
Proportion 2.22% 0% 0% 0%

First, the most common SA demons encountered were the Errant Mental Model
demon and the Out-of-the-Loop demon, with 100% (N=45) and 86.67% (N=39) of
appearances respectively. Errant Mental Model appears in all of our accidents. It occurs
when the operator misinterprets the situation and then makes inappropriate inferences
about the state of the environment, such as thinking that the working area of the robot
is safe while the robot is still switched on. In addition, an operator who enters the
robot the area without knowing that it is turned on would already be in an Out-of-
the-Loop situation. This latter occurred when the operator was not prepared to the
restart of the robot’s activity. Moreover, we report two demons appearing relatively
frequently. The Attentional Tunneling (N=18) and the Misplaced Salience (N=14)
respectively appear in 40% (N=18) and 31.11% (N=14) of reported robotic accidents.
In addition, three demons were never identified across robotic accidents. Indeed, we
have not accounted for any manifestation of Complexity Creep, Data Overload and
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Requisite Memory Trap. This might be due to the lack of detail in the reports. Finally,
WAFOS was identified in only one accident - the only one where stress was explicitly
reported.

4.1.2. SA levels in industrial accidents involving robotics

Once the SA demons were identified, we grouped them by SA level. We used the
classification proposed by Stratmann and Boll (2016). In the context of SA levels, the
SA demons we identified relate more to the first level (Perception) in 44.17% (N=72) of
cases. They relate, to a lesser extent, to the second level (Comprehension) for 28.22%
(N=46) of cases and the third level (Prediction) for 27.61% (N=45) of cases.

Specifically, the Perception level of SA groups 4 demons: Out of the Loop (33.33%),
Attentional Tunneling (15.38%), Misplaced Salience (11.97%) and WAFOS (0.85%).
The comprehension level captures only 2 demons: Errant Mental Model (38.46%) and
WAFOS (0.85%). Note that WAFOS only appears once for levels Perception and
Comprehension. Finally, only the Errant Mental Model (38.46%) appears within the
Prediction level of SA.

4.1.3. Patterns of SA demons in these accidents

Five accident patterns were also identified through this analysis where it is possible
to observe identical occurrences of SA demons leading to any one of these accidents.
These five patterns are represented in Figure 2.

Figure 2. SA demon sequence patterns deduced from our analysis of industrial accidents involving robotics.
(1) EMM leading to an accident - 13.33% of cases. (2) EMM and OL leading to an accident - 31.11% of cases.

(3) EMM, OL and MS leading to an accident - 15.56% of cases. (4) EMM, OL and AT leading to an accident

- 24.44% of cases. (5) EMM, OL, AT and MS leading to an accident - 15.56% of cases.

If we focus on each of the patterns, the first one appears in 13.33% of cases (N=6).
Example: an operator entering the robot area while the robot is still on and thinking
it is safe. The second occurs in 31.11% of cases (N=14). Example: an operator entering
the robot area while it is switched on (EMM) and being hit after a sudden move of
the robot (OL). The third appears in 15.56% of cases (N=7). Example: an operator
entering the robot area while it is switched on (EMM), he/she thinks that he/she
turned it off (MS), and he/she is hit after a sudden move of the robot (OL). The
fourth occurs in 24.44% of cases (N=11). Example: an operator entering the robot
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area while it is switched on (EMM) and is hit by the robot (OL) while being focused
on a particular task (AT). Finally, the last pattern appears in 15.56% of cases (N=7)
as the third one. Example: an operator entering the robot area while it is switched on
(EMM), he/she thinks that he/she turned it off (MS), and he/she is hit by the robot
(OL) while being focused on a particular task (AT).

We can observe that Errant Mental Model manifests itself first in all the patterns
we found. Also, it alone defines one of the patterns that occurs 13.33% of the time.
Additionally, the SA demon Out-of-the-Loop appears in all the other patterns (86.67%
of the cases). Specifically, it always appears after the Errant Mental Model. Finally we
found SA demons Attentional Tunneling and Misplaced Salience in 2 patterns (each
in 40% of the cases).

The analysis with the assessment criteria related to SA demons in accidents revealed
a manifestation of Errant Mental Model in all cases. In the majority of cases, this event
was related to phases in which the operator was described as ”entering the area of the
robot without switching it off ”. However, even if the presence of an operator in the
robot workspace is due to an erroneous mental model, there are other SA demons that
have arisen before the accident. Indeed, Errant Mental Model manifested itself with
at least an Out-of-the-Loop manifestation before an accident in 86.67% of cases. In
almost half of the cases, an Out-of-the-Loop occurs because the victim was focused
on his/her task (Attentional Tunneling), or on another element of the environment.
Finally, Misplaced Salience manifested itself when the safety devices were unable to
warn the operator about a possible accident in the robot workspace. These last two
demons were responsible for the appearance of the Out-of-the-Loop demon. Tunneling
led the operator to focus on something other than the robot, putting him/her out of
the loop. Inadequate salience did not inform the operator of the robot’s status and
potential next actions.

Having identified the SA demons in the accident reports, it is now possible to link
them with the interactions within the robot workspace.

4.2. Accident analysis in the robot workspace

4.2.1. SA demons and interaction errors

For accidents in the robot workspace, interaction errors are mainly Human-Robot
(46.29%) and Human-Environment (42.29%). Human-Task (11.42%) interaction er-
rors are found to a lesser extent and almost entirely relate to the Attentional Tunneling
SA demon. Table 2 shows the number of times each of the five demons identified has
been associated with each of the interactions with humans in the robot workspace.

Table 2. Number of interactions with humans in the robot workspace for each SA demon counted. HR:
Human-Robot interaction, HE: Human-Environment interaction, HT: Human-Task interaction.

EMM OL AT MS WAFOS Total

HR 39 39 0 2 1 81 (46.29%)
HE 45 14 0 14 1 74 (42.29%)
HT 1 0 18 0 1 20 (11.42%)
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4.2.2. Classification of SA demons in interaction categories

We can now highlight the SA demon manifestations within the interactions in the robot
workspace. Figure 3 shows the classification of SA demons in the robot workspace.

Figure 3. SA demon classification in robot workspaces according to our results.

Out-of-the-Loop and Misplaced Salience are both linked to human-robot and human-environment interactions.
Attentional Tunneling is linked to human-task interaction. Finally, WAFOS and Errant Mental Model are

linked to all the interactions that can happen in the robot workspace.

Each demon belongs to the smallest rectangle in which it is registered. Thus, we
can highlight that the SA demon Errant Mental Model appears in all three inter-
action types and, more precisely, in the majority of the Human-Robot and Human-
Environment interactions. The SA demon Out-of-the-Loop is the second most frequent
demon to appear. It is only concerned human-robot and human-environment inter-
actions. We found the SA demons Attentional Tunneling (human-task and human-
environment) and Misplaced Salience (human-robot and human-environment) to a
lesser extent. Finally, we found only one occurrence of the SA demon WAFOS and
this in all three interaction types. Because Errant Mental Model and WAFOS are
mainly linked to the human mental state, they appear in all three interaction types
and thus belong in the robot workspace box that encompasses all interactions. Oth-
erwise, each demon manifests itself in the interactions associated with the boxes in
which it belongs.

5. Discussion

The aim of this work is to address the problem of industrial accidents involving robotics
from a cognitive point of view in order to try to develop new safety solutions by
investigating SA. We focused on information that the robot can share with an operator
to maintain the latter’s SA. This kind of information can be used to enhance the
design of a robot workspace in the context of industrial robotics. First, the method
presented in this paper brings an additional point of view to existing factors causing
such accidents. Next, the perception level of SA as the main source of error is discussed.
Afterwards, SA demon association and sequencing are addressed. Then SA demons and
interactions in the robot workspace are linked in order to focus on improving the safety
aspects of robot workspaces. Finally, the limitations of this type of accident analysis
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are discussed.

5.1. Factors causing accidents involving robotics

Our results showed that SA demons intervened during the events leading up to an
accident, and the identification of these SA demons enabled labelling the already
known main causes of accidents. Errant Mental Model appeared in all of our accident
cases. Most of the time, the SA demon manifested itself because the victim intervened
in the area of the robot while it was still in operation. In other cases, the operator
bypassed the safety mechanisms. As accident reports are not consistently detailed,
it was sometimes difficult to understand the operator’s decision-making process. In
such situations, we were obliged to make assumptions based on the documentation
concerning the reasons that led the operators to act in the way they did. The main
possible reason would be the operator’s false belief that ”a motionless robot is a
powerless robot” (Sugimoto and Kawaguchi 1983). The underlying erroneous mental
model would then be related to this false belief of feeling safe when the robot is inactive.

The Out-of-the-loop SA demon was the second most prevalent (86.67%) in our
analysis. This corresponds to a movement of the robot not anticipated by the victim.
In 60% of the cases, such an occurrence is directly linked with the demon Errant
Mental Model as the operator maybe thought there was no risk involved. This may
correspond to the situation where the operator is not aware of the current status of the
robot and thinks that it is possible to enter the work area in total safety (Or, Duffy,
and Cheung 2009). In 40% of the cases, the robot was no longer perceived because the
operator was strongly focused on his/her task. This is when SA demon Attentional
Tunneling manifests itself ; this situation where the operator is focused on solving
another problem has already been highlighted by Malm et al. (2010).

The Misplaced Salience SA demon appeared in 31% of cases. Its appearance is linked
to the lack of accessible or sufficiently salient information that could help the operator
understand the current situation. In most cases, its manifestation was a result of a
lack, or a removal, of security safeguards. In other cases, the system warnings were
said to be inadequate. Such reasons have already been pointed out as responsible for
accidents (Jiang and Gainer Jr 1987).

Only one appearance of the WAFOS SA demon was noted. Accident reports do not
specify the constraints that the operators may have: there is generally no informa-
tion about his/her mental state. Thus, WAFOS may have been involved more than
once among the cases in our analysis. As a comparison, Stratmann and Boll (2016)
reported it in 40% of their maritime accident cases. Conversely, they did not find any
manifestation of the Misplaced Salience SA demon of insufficient detail in their data.
In addition, several works have already addressed stress or anxiety issues of operators
when interacting with robots. operators sometimes feel high levels of mental strain
when a robot moves near them has been highlighted in the literature (Arai, Kato, and
Fujita 2010). It has also been shown that fast or unpredictable movements of a robot
leads to increased cognitive load or anxiety (Koppenborg et al. 2017).

Finally, no occurrences of the SA demons Complexity Creep, Data Overload and Req-
uisite Memory Trap were found. The same results for Complexity Creep and Requisite
Memory Trap were found in the analysis by Stratmann and Boll (2016) of maritime
accidents. Again, these SA demons are harder to find and heavily dependent on the
accident report. Complexity Creep is said to be a ”subtle SA demon” (Endsley and
Jones 2016). It occurs when many machines or functionalities are involved in the sys-
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tem. Measuring the complexity of a system using the accident reports we had at our
disposal was not simple. This would have required more detail about the complexity
of the tasks or systems in the reports. We did not find any information about the
complexity for operators. Requisite Memory Trap relies on the operator span and the
way he/she can monitor his/her tasks (Endsley and Jones 2016). This makes it rela-
tively hard to identify in an accident report because it is entirely up to the operator
(Chiappe, Strybel, and Vu 2012). As in the case of WAFOS, the identification of Data
Overload is directly linked to the accident report and the available information. Un-
fortunately, the reports do not mention the cognitive load of the operators at the time
of the accident. It would have been valuable, when feasible, to be able to interview
accident victims in order to get information about it.

5.2. SA demons and SA levels

With regard to SA levels, the demons identified were primarily related to the level
of perception (44.17% of cases) followed by the levels of comprehension (28.22%) and
prediction (27.61%). These results are consistent with Stratmann and Boll (2016).
However, this description is static and does not account for the chronological appear-
ance of the SA demons. Since SA is a dynamic process, it may be that at a first turn
the operator’s perception of the situation is the ”right” one. His/Her perception at
the next turn could then be degraded because he/she has a poor understanding of the
situation or he/she makes a bad prediction about subsequent events. If one wishes to
prevent the manifestation of these demons, it is therefore not enough just to correct
the first level, since an error in the second or third level of SA can lead to an error in
a previous level.

These results are a first sign of a potential participation of SA demons in the type of
accident under study here. We have been able to associate them with accident situa-
tions already known from the literature. In addition, SA demon sequences themselves
occur in different patterns before the accident involving robotics occurs.

5.3. SA demon patterns in industrial accidents

Five SA demon appearance patterns were obtained at the end of our accident analysis.
In particular, the Errant Mental Model appears in first position in all 5 patterns. In our
results, other demons appear only if the Errant Mental Model appeared first. It can
thus be considered as a demon which occurs systematically in this type of industrial
accident. Consequently, this SA demon would be top of the priority list to address in
order to prevent accidents involving robotics. Additionally, it is still important to note
that it occurs, alone, in 13.33% of accidents.

The Out-of-the-loop SA demon was present in 86.67% of cases. This SA demon is
particular in that it can appear at two distinct moments in accidents. Its appearance
depends on how it is defined. For example, it may be linked with the Errant Mental
Model. If the operator decides to enter the robot area thinking it to be safe, then it can
be considered that he/she is already out-of-the-loop with the robot. On the other hand,
it can be considered that the operator is out-of-the-loop if he/she is focused on his/her
task and no longer realises that the robot is a nearby source of hazard. This second
case could then concern patterns where the Attentional Tunneling SA demon appears.
The latter is, in all cases, preceded by an Out-of-the-loop. These two possibilities are
not, however, independent. Two patterns (40% of the cases) included the SA demons
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Errant Mental Model, Out-of-the-loop and Attentional Tunneling. It is thus possible
that the Out-of-the-loop SA demon manifested itself successively for Errant Mental
Model and Attentional Tunneling. Finally Misplaced Salience can be considered as a
demon preceding the accident. It occurs because the safety devices could not warn the
operator about the possibility of an accident in the robot workspace.

It could be interesting to use these patterns also as an assessment criteria to analyse
other accidents involving robotics. This would enable verifying whether they are sys-
tematic or context-dependent. After discussing the appearance patterns of SA demons
in industrial accidents involving robotics, we directed our attention to their associa-
tions with the various possible interactions with humans in a robot workspace.

5.4. SA demons in a robot workspace

Our analysis allowed us to associate each demon with one of the interaction categories.
Such associations could make it easier to target the elements of the robot workspace
that can be studied in order to improve an operator’s SA. In general, SA demons
have been more often associated with errors in the human-robot (46.29%) and human-
environment (42.29%) interaction categories. This is in line with our assumptions for
the next steps of our project. Human-robot interactions being among the most prob-
lematic, it would then appear necessary to try to prevent the appearance of demons
in this particular interaction category.

The Errant Mental Model SA demon has been associated mainly with errors in the
human-robot and human-environment interactions categories. This is due to the fact
that in many accident reports, the operator thought that the environment and the
robot were safe. We found only one human-task interaction error for this demon. In
this particular case, the victim thought his/her task could be carried out safely. It
was in the context of that accident that the demon appeared in all three types of
interaction at the same time. Thus, it demonstrated that the Errant Mental Model
demon can be associated with all three interaction categories in a robot workspace
and not just one. Based on the definition by Endsley and Jones (2016), this demon
is part of the human mental model of the situation, which can therefore be altered
for any of the elements of the robot workspace. A similar result has been found for
the WAFOS demon. Indeed, this demon is also only linked to the mental state of the
operator. Even though the robot can be a source of stress (Arai, Kato, and Fujita
2010), it is ultimately up to the operator to allow himself to be more or less disturbed
by the robot.

The Out-of-the-loop SA demon has been associated only with the human-robot and
human-environment interaction categories. The operator was not aware of the robot’s
motions and consequently of what was happening in the robot environment. Different
results were obtained for the Misplaced Salience SA demon. This demon is mainly
found in human-environment interactions and, to a lesser degree, in human-robot in-
teractions. Indeed, the salient information about the state of the robot and the system
in general can be found mainly in the ”environment” part of the robotic system. This
information is usually available on the command panels associated with the robot (Vil-
lani et al. 2018), and some information can be accessible directly on the robot (e.g.
LEDs on a robot to inform about its status (Emika 2018)).

Finally, the Attentional Tunneling SA demon has only been found with errors in
human-task interactions. Remember, this SA demon is where the operator is focused
on a task and no longer pays attention to the other elements of the cell (i.e. the robot
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and the environment). In this way, the Tunneling of the operator is the root cause of
the error in the context of the human-task interaction.

5.5. Study limitations

The first limitation of the proposed analysis is the paucity of information in the ac-
cident reports available in the EPICEA database. These reports depended on the
accuracy of the description available to the reporters. In several instances, we were
unable to identify SA demons, especially (WAFOS, Data Overload) that had been
found in the analyses of numerous marine accidents (Stratmann and Boll 2016). With
regard to the Complexity Creep and Requisite Memory Trap SA demons, as there is
no, or very little, information about the procedures and the mental state of the op-
erators, it was very difficult to determine their possible involvement in the reported
accidents without constant monitoring of the operator’s internal SA. In spite of this,
we were still able to obtain promising results when it came to the demonstration of
most SA demons encountered in the type of accident we studied here. An assessment
criteria has been proposed for a systematic description of accidents in terms of SA
degradation. Robotic accidents are analysed not only from an ergonomic point of view
but also from a cognitive perspective in order to understand what led the victim to a
degraded SA and finally to a human error and an accident.

Another limitation is linked to the very definition of SA demons and thus to their
identification in each phase preceding the accident. Identification is sometimes based on
subjective interpretations and personal appreciations of the situation. The subjectivity
part is nevertheless mitigated by a consensus among all authors of this paper for the
definitions of SA demons and additional elements for decision making.

6. Conclusion

Industrial accidents involving robotics have been analysed in detail to determine which
factors can diminish an operator’s SA. Specific SA demon patterns have been identified,
as well as critical interactions.

Important concepts are involved - the robotic system and the robotic workspace,
which include an operator, a robot, an environment and a task in an industrial con-
text. Specific interaction issues have been recognised concerning human operators in
interactions with other elements in the robot workspace. Next, two assessment crite-
ria have been proposed to enable an analysis of accidents in the domain of industrial
robotics. The first of these is inspired by work carried out in the field of aviation and
degraded SA. There are eight factors called SA demons (Endsley and Jones 2016).
The second is directly inspired by interactions with humans in the robot workspace.
It allows the classification of SA demons into different interaction categories.

The accident analysis carried out during this study revealed the presence of five of
the eight SA demons. It is possible to make a parallel with other reasons proposed in
the literature to explain such accidents. SA demons led to or, at least, are involved
in, the human errors which caused the accidents. Results showed that SA demons
were mainly associated with the first level of SA (perception level). Another interest-
ing finding is that SA demons have been generally classified in the human-robot and
human-environment interaction categories. Several SA demons are very often grouped
together (called patterns) to arrive at a degraded SA. Five typical patterns of SA
demon occurrences have been identified. Statistically, it is not possible to infer any
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significant frequency but it would be interesting to investigate whether these any of
these patterns could occur systematically in accidents involving industrial robotics.

7. Recommendations

Finally, recommendations can be drawn from the proposed analysis:

• This work has shown that operators have a degraded SA before accidents. Thus,
SA demons are important factors that deserve to be taken into account when
analysing potential human errors and determining risk issues.

• As many accidents involved an unexpected interaction between an operator and
a robotic system, industrial robots may have to be designed such that interaction
is made possible in certain circumstances, in total safety. Generally speaking, it
is probably illusory to think that it is enough to forbid access to the robot area to
avoid interactions and accidents. There will always be breakdowns, maintenance
needs or special cases of use that will lead operators to interact with the robots.
We therefore recommend to consider from the conception and design of the robot
that there will necessarily be interactions, even if they are rare, and therefore
to design cobotic systems rather than robotic-only systems, which implies to
comply with complementary standards (ISO 2011b,a, 2016).

• It was repeatedly observed during the analysis that the operators were not aware
of the state of the robot. In this vein, one solution might be to better inform
the operator about it. It can be done in different ways: Thanks to a light, an
alarm sound, a display panel, or by a residual movement of the robot, or several
of these solutions at the same time. The choice of the best option is the subject
of an ongoing study that we hope to publish soon.

References

Aghazadeh, Fereydoun, Robert Hirschfeld, and Robert Chapleski. 1993. “Industrial robot use:
survey results and hazard analysis.” In Proceedings of the Human Factors and Ergonomics
Society Annual Meeting, Vol. 37-14, 994–998. SAGE Publications Sage CA: Los Angeles,
CA.

Arai, Tamio, Ryu Kato, and Marina Fujita. 2010. “Assessment of operator stress induced by
robot collaboration in assembly.” CIRP annals 59 (1): 5–8.

Charpentier, P, and A Sghaier. 2012. “Industrial Robotic: Accident Analysis and Human-Robot
Coactivity.” In Proceedings of the 7th International Conference on the Safety of Industrial
Automated Systems, SIAS, 11–12.

Chiappe, Dan L, Thomas Z Strybel, and Kim-Phuong L Vu. 2012. “Mechanisms for the acqui-
sition of situation awareness in situated agents.” Theoretical Issues in Ergonomics Science
13 (6): 625–647.

Colgate, J Edward, J Edward, Michael A Peshkin, and Witaya Wannasuphoprasit. 1996.
“Cobots: Robots for collaboration with human operators.” Proceedings of the 1996 ASME
International Mechanical Engineering Congress and Exposition .

De Luca, Alessandro, and Fabrizio Flacco. 2012. “Integrated control for pHRI: Collision avoid-
ance, detection, reaction and collaboration.” In 2012 4th IEEE RAS & EMBS International
Conference on Biomedical Robotics and Biomechatronics (BioRob), 288–295. IEEE.

Dhillon, BS. 1991. “Robot Reliability.” In Robot Reliability and Safety, 119–149. Springer.
Emika, Franka. 2018. Panda. Technical Report. Accessed 2017-10-06.[Online]. Available:

https://www. franka. de.

17



Endsley, Mica R. 1988. “Design and evaluation for situation awareness enhancement.” In Pro-
ceedings of the Human Factors Society annual meeting, Vol. 32-2, 97–101. SAGE Publica-
tions Sage CA: Los Angeles, CA.

Endsley, Mica R. 1995. “Toward a theory of situation awareness in dynamic systems.” Human
factors 37 (1): 32–64.

Endsley, Mica R, and Debra G Jones. 2016. “SA demons: The enemies of situation awareness.”
In Designing for Situation Awareness, 50–61. CRC Press.

ISO. 2011a. 10218-2: 2011: Robots and robotic devices–Safety requirements for
industrial robots–Part 2: Robot systems and integration. Standard ISO/IEC
TR 10218-2:2011. Geneva, CH: International Organization for Standardization.
https://www.iso.org/standard/41571.html.

ISO. 2011b. Robots and robotic devices—Safety requirements for industrial robots—Part 1:
Robots. Standard ISO/IEC TR 10218-1:2011. Geneva, CH: International Organization for
Standardization. https://www.iso.org/standard/51330.html.

ISO. 2012. Robots and robotic devices — Vocabulary. Standard ISO/IEC
TR 8373:2012. Geneva, CH: International Organization for Standardization.
https://www.iso.org/standard/55890.html.

ISO. 2016. TS 15066: 2016: Robots and robotic devices–Collaborative robots. Standard
ISO/IEC TR 15066:2016. Geneva, CH: International Organization for Standardization.
https://www.iso.org/standard/62996.html.

Jiang, Bernard C, and Charles A Gainer Jr. 1987. “A cause-and-effect analysis of robot acci-
dents.” Journal of Occupational accidents 9 (1): 27–45.

Jones, Debra G, and Mica R Endsley. 1996. “Sources of situation awareness errors in aviation.”
Aviation, space, and environmental medicine .

Karwowski, Waldemar, and Mansour Rahimi. 1991. “Worker selection of safe speed and idle
condition in simulated monitoring of two industrial robots.” Ergonomics 34 (5): 531–546.

Koppenborg, Markus, Peter Nickel, Birgit Naber, Andy Lungfiel, and Michael Huelke. 2017.
“Effects of movement speed and predictability in human–robot collaboration.” Human Fac-
tors and Ergonomics in Manufacturing & Service Industries 27 (4): 197–209.

Lamy, P, and Claire Tissot. 2016. “Analyse de récits d’accidents du travail pour identifier des
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