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Abstract

A weighted point-availability time-dependent network is a list of temporal edges, where each temporal
edge has an appearing time value, a travel time value, and a cost value. In this paper we consider the
single source Pareto problem in weighted point-availability time-dependent networks, which consists of
computing, for any destination d, all Pareto optimal pairs (t, c), where t and c are the arrival time and
the cost of a path from s to d, respectively (a pair (t, c) is Pareto optimal if there is no path with arrival
time smaller than t and cost no worse than c or arrival time no greater than t and better cost). We
design and analyse a general algorithm for solving this problem, whose time complexity is O(M logP ),
where M is the number of temporal edges and P is the maximum number of Pareto optimal pairs for
each node of the network. This complexity significantly improves the time complexity of the previously
known solution. Our algorithm can be used to solve several different minimum cost path problems in
weighted point-availability time-dependent networks with a vast variety of cost definitions, and it can
be easily modified in order to deal with the single destination Pareto problem. All our results apply to
directed networks, but they can be easily adapted to undirected networks with no edges with zero travel
time.

1 Introduction

A time-dependent network (in short, TDN) is a graph G = (V,E) in which the delay or travel time of each
edge changes over time [3, 9, 17, 2]. Typically, the dependence on time of the delay is specified by associating
to each edge e = (u, v) ∈ E ⊆ V × V a function αe(t) which indicates, for each time t, the arrival time in v
when the edge is traversed starting from u at time t (see, for example, the time-dependent network shown
in Figure 1). Note that, once the arrival time function is specified, the delay (or travel time) of an edge e at
time t can be easily computed as δe(t) = αe(t)− t (since we cannot yet travel back in time, this implies that
αe(t) has to be no smaller than t). Equivalently, arrival time functions can be easily obtained from delay
functions. This general definition has been refined in several different ways in the last 30 years, by assuming
different properties of the edge arrival time functions. In particular, we can identify the following hierarchy
of TDN models, where each model encompasses the next one.

Piecewise linear TDN For each edge e, the function αe is piecewise linear, like, for example, the functions
αe2(t) and αe3 (t) in Figure 1 [10].
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Figure 1: An example of time-dependent network. In this example, αe1(t) = −t
2 + 6t. The function αe2(t)

is piecewise linear (with segments 2t + 1 in [0, 1], 3
4 t +

5
4 in (1, 2], and 1

2 t +
5
2 in [3, 5]), while the function

αe3(t) is piecewise linear and constant-delay (with delay 1
2 in [0, 1], 1

10 in (1, 2], and 1
2 in [3, 5]).

Constant-delay TDN These are piecewise linear TDNs in which, for each edge, the slope of all linear
segments of the corresponding arrival time function is equal to 1, like, for example, the function αe3(t)
in Figure 1 [6].

Point-availability TDN These are constant-delay TDNs in which the domain of the arrival time functions
is a finite subset T of the set of real numbers [22]. A commonly used representation of a point-availability
TDN simply consists in listing all the quadruples (u, v, τ, δ), such that the arrival time function of the
edge (u, v) at time τ is equal to τ + δ (see the two commonly used visualizations of such representation
shown in Figure 2).

Uniform TDN These are point-availability TDNs in which the delay is the same value δ for all edges and
all time instants. For example, temporal graphs or networks [15, 4] are uniform TDNs in which δ = 1
and T ⊆ N, while finite link streams [13] are uniform TDNs in which δ = 0.

Besides the above constraints on the arrival time functions, it is also common practice to distinguish
between TDNs which satisfy the FIFO property and TDNs which do not satisfy this property [5]. The FIFO
property states that, for every edge e = (u, v), a later starting time at u results in a later (or equal) arrival
time at v. In other words, for each edge, the arrival time function of the edge itself is non-decreasing. Note
that any uniform TDN satisfies this property, while, in general, this is not true for the other levels of the
above hierarchy (see, for example, the arrival time functions of the TDN shown in Figure 1).
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Figure 2: Two visualizations of an example of point-availability TDN. In the visualization on the left, each
edge is labeled with its availibility time and its delay. In the second visualization, the delay of each edge can
be computed as the difference between its starting time and its arrival time.
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Figure 3: The hierarchy of time-dependent networks (left) and the corresponding complexities of the profile
problem (right). We use n = |V |, m = |E|, S =

∑

e∈E |αe|, |αe| is the number of parameters required to
store a representation of αe, and P denotes the maximum size of a profile.

One of the basic notions of TDNs is the definition of path, which has to satisfy, besides the typical con-
straints of a path in a graph, some natural time constraints. In particular, a path P = 〈(e1, t1), . . . , (ek, tk)〉
in a TDN, starting from a node u at time t1 and arriving to a node v at time tk+1 = αek(tk), is such that
each edge ei = (ui, vi) in the path is available at some associated time instant ti following the arrival time
of the path in ui (in particular t0 ≤ t1) and the arrival time in v is no later than tk+1. By referring to the
TDN of Figure 1, we have that, for example, 〈(e2, 4), (e3,

9
2 )〉 is a path from u1 to u2 starting at time 4 and

arriving at time 5 (note that this path is faster than directly traversing the edge e1 at time 4, which would
have taken to u2 at time 8).

Concerning the definition of paths, another distinction among TDNs is made by applying different waiting
policies [17]. In this paper, we will focus on TDNs with an unrestricted waiting policy, which allows us to wait
at a node, as much as it is necessary, until an edge exiting from the node becomes available. For example,
by referring to the TDN of Figure 1 (which does not satisfy the FIFO property), if we arrive at node u1 at
time 2.5, we can wait until time 5 (respectively, 3) in order to traverse the edge e1 (respectively, e2): in both
cases, the arrival time at the other extreme of the edge would be smaller than traversing the edge at time
2.5 (actually, in the case of e2, the edge is not even available at time 2.5).

A very well-studied problem on TDNs is the so-called (single-source) profile problem, that is, given a
TDN and given a source s, compute, for each destination u, its profile function which associates to any time
t, the earliest arrival time in u, if we start from s at time t. The above hierarchy of TDNs (see the left part
of Figure 3) induces different complexities for the profile problem. In order to describe these differences, let
us first introduce some complexity parameters. The size of a TDN can be expressed in terms of the number
n = |V | of nodes, the number m = |E| of edges, and the sum of arrival time function sizes S =

∑

e∈E |αe|,
where the size |αe| of αe is the number of parameters required to store a representation of αe.

The complexity of the profile problem increases as we go higher in the hierarchy, as described in the
right part of Figure 3 for non-zero delays and unrestricted waiting policy. The profile problem was first
studied in general TDNs in [17] with an algorithm whose complexity depends on the size of the arrival time
functions used to represent profiles. In the piecewise-linear case, each profile function is also piecewise linear
and its size can be defined similarly to arrival time functions. Unfortunately the maximum size P of a
profile function can be super-polynomial as shown in [10] in the case of piecewise-linear TDNs. A first gap
occurs for constant-delay TDNs where profile size is O(S) [6] and the best algorithm (as far as we know)
is quadratic [6]. A second important gap occurs for point-availability TDNs. Surprisingly, it has received
little attention in the literature and we could not find any work explicitly stating its complexity. The profile
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version of the CSA algorithm [7, 8] solves the problem in a public transit network model which is more
sophisticated and for which the complexity is not stated. The algorithm consists in a single scan of what we
define as temporal edges later and an O(S logP ) complexity can easily be inferred. A similar algorithm is
proposed in [21, 22] for fastest path computation and could be easily transformed into a profile algorithm.
A linear time algorithm can be inferred from the vector clock algorithm in [12] for temporal networks.

Interestingly, the profile problem associated to a specific source s can be seen as a bi-criteria path problem
when considering both the starting and the arrival time. Indeed, the profile function of a destination u can
be seen as a set of Pareto pairs (at,−t) such that at is the earliest arrival time in u starting from s at time
t (see Section 4 for a precise formulation of this statement). Inspired by this observation and by the rich
literature on multi-criteria path problems in directed networks, which started at least at the beginning of
the eighties (see, for example, [11, 14]), in this paper we extend the definition of a TDN in order to deal with
a multiplicity of objectives while computing paths starting from a given source. To this aim, we integrate
the definition of a TDN with an edge cost function, a cost combination function, and a cost total order.
The edge costs combine along a path according to the cost combination function, that is, the cost a path
P = 〈e1, . . . , ek〉 is equal to the cost of the sub-path 〈e1, . . . , ek−1〉 combined with the cost of the edge ek
(and by taking into account the arrival times).

The problem we focus on in this paper is then the following one. We want to compute the set of Pareto
optimal values of the paths from a given source starting at a given time to all the possible destinations,
with respect to two criteria: arrival time and cost. More precisely, given a time t0 and two nodes s and d,
a path P, starting from s at time t0 and arriving to d, is Pareto t0-optimal, if there is no path Q starting
from s at time no earlier than t0 and arriving to d such that the arrival time of Q is smaller than the arrival
time of P and its cost is not greater (according to the cost total order) or the arrival time of Q is no greater
than the arrival time of P and its cost is smaller. The (single-source) Pareto problem can then be defined
as follows: given a TDN, a cost function along with its cost combination function and its cost total order, a
source node s, and a starting time t0, compute, for each destination d, all pairs (t, c) for which there exists
a Pareto t0-optimal path, starting from s at time no earlier than t0 and arriving to d, whose arrival time is
t and whose cost is c.

This problem was implicitly considered in [16] where the enumeration of all Pareto optimal paths in a
point-availability TDN is considered. The first phase of their enumeration algorithm for min-cost earliest
arrival paths solves the Pareto problem, as we stated it here, in O(S2) time. We improve over their algorithm
in two ways. First, we obtain a much lower time complexity, that is, O(S logP ), and second we identify the
key algebraic property that allows us to generalize the framework to a large variety of cost definitions. The
Pareto problem indeed appears to be a corner-stone problem for solving various minimum costs problems
in TDNs. Some specific cases of this problem corresponding to specific edge cost functions have been
considered in the literature [18, 23, 19]. More precisely, we show how the Pareto problem can be solved
in time O(S logP ), whenever the cost functions satisfy a very natural property, called isotonicity, which is
similar to the one used in [20] while developing an algebraic approach for path-vector routing. Our main
contributions are then the following (our results hold in the case in which there are no edges with delay equal
to 0 or the set of edges that have the same departure time and delay equal to 0 do not induce any loop).

1. If a cost function satisfies the isotonicity property, then the Pareto problem can be solved in time
O(S logK), and in space O(S) where K is a Pareto complexity parameter satisfying K ≤ P (see
Section 3). Hence, despite its generality, the Pareto problem can be solved, in the case of point-
availability TDNs, with the same complexity of the profile problem, which is a special case of the
Pareto problem (see below). The first phase of the path-enumeration algorithm for min-cost earliest
arrival paths proposed in [16] solves the Pareto problem in O(S2) time. This is the only and best
complexity obtained prior to this paper as far as we know.

2. The following path problems can be solved with the same time and space complexity.

(a) Single source profile problem. As we already observed, the profile problem can be seen as a Pareto
problem, where the cost function of an edge is the opposite of the departure time of the edge itself.
We thus make explicitly its O(S logP ) complexity while it was implicit in [7, 8, 21, 22, 12]. In the
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case of temporal networks (uniform delay 1 and integral times) the complexity is linear as K = 1
in that case.

(b) Fewest hops. Finding the minimum number of edges required to reach each possible destination
from a given source node. If D = O(n) denotes the hop diameter (i.e. the maximum number
of edges to reach a destination), a O(Dm logmaxe∈E |αe|)-time algorithm was proposed in the
context of time evolving graphs [23] which can be seen as a particular case of constant-delay TDNs.
The O(S logK) complexity we obtain for point-availability TDNs is better when the number of
nodes is larger than the average number of events per edge which is the case in most practical
networks.

(c) Shortest delay. Computing the paths with minimum duration defined as the sum of the delay of
the edges. This problem was solved in [22] with similar O(S logP ) complexity.

(d) Shortest fastest. Computing the paths with fewest hops among the paths with minimal total
duration, defined as the difference between arriving and starting times of the path. This problem
was introduced in the context of link streams [13] that can be seen as constant-delay TDNs with
uniform delay 0. An O(n2S2 logS)-time algorithm is proposed in [19]. A variation of the algorithm
is also proposed with similar complexity as our framework in a restricted model close to temporal
networks. This variation does not seem to extend to point-availability TDNs.

(e) Min/Max of Sum/Product/Min/Max general minimum cost paths. Our technique applies to many
costs considered previously. In particular, all the single criteria considered in [11] for searching
min or max cost when combining costs within a path with Sum, Product, Min and Max are
covered by our approach (as long as costs are positive in the case of Product). Note that fewest
hops and shortest delay correspond to MinSum where costs are 1 and delay of edges respectively.
If edges are associated to a reliability corresponding to the probability of not failing, then a path
with highest reliability corresponds to MaxProduct (assuming independence of edge failures). As
another example, if edges correspond to road segments and their cost is their steepness, then
MinMax corresponds to a path that encounters the least steepness which can be interesting for
bike route planning.

All our results apply to directed point-availability TDNs. However, they can be easily adapted to undi-
rected TDNs with no edges with zero delay.

2 Definitions

As we said in the introduction, in this paper we focus our attention on point-availability TDNs. A point-
availability time-dependent network (in short, PATDN ) is a pair G = (V,E), where V is the set of n nodes
and E is the set of temporal edges. A temporal edge e is a quadruple (u, v, τ, δ), where u ∈ V is the tail of
e, v ∈ V is the head of e, τ ∈ R is the appearing time of e, and δ ∈ R is the delay of e (in the following, we
will also refer to the arrival time of e defined as τ + δ). Note that the size of the network is S = 4|E|. Note
also that this definition is slightly more general than the one given in the introduction, since we also allow
the TDN to include edges with the same head, tail, and appearing time, but with different delay. We will
allow temporal edges to have delay equal to 0, but we will require that the set Et of temporal edges that
have the same appearing time t and delay equal to 0 do not induce any loop, that is, the zero t-snapshot
graph Gt = (V,Et) is a directed acyclic graph, where (u, v) ∈ Et if and only if (u, v, t, 0) ∈ Et. Note that this
property implies that the set Et can be topologically ordered. In Section 3.2, we will see how we can relax
this property in order to deal with more general cases. Given a PATDN G = (V,E) and two nodes u, v ∈ V ,
a u-v path P from u to v is a sequence of temporal edges 〈e1 = (u1, v1, τ1, δ1), . . . , ek = (uk, vk, τk, δk)〉 ⊆ Ek

such that u = u1, v = vk, and, for each i with 1 < i ≤ k, ui = vi−1 and τi ≥ τi−1 + δi−1. The starting time
of P is defined as τ1, while the arrival time αP of P is defined as τk + δk. As we said in the introduction, in
this paper we deal with the unrestricted waiting traversal policy, according to which it is possible to wait at
a node as much as we want until some temporal edge appears and allows us to leave the node.
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We now extend the definition of a PATDN in order to deal with a multiplicity of objectives while
computing paths starting from a given source. To this aim, we integrate a PATDN G = (V,E) with a cost
structure C = (C, γ,⊕ �) over E, where C is the set of possible cost values, γ is a cost function γ : E → C,
⊕ is a cost combination function ⊕ : C × C → C, and � is a cost total order � ⊆ C × C. For any path
P = 〈e1, . . . , ek〉, the cost function of P is recursively defined as follows: γP = γ〈e1,e2,...,ek−1〉 ⊕ γ(ek), with
γ〈e1〉 = γ(e1) (in other words, the costs combine along the path according to the cost combination function).
Given a PATDN G = (V,E) with a cost structure C = (C, γ,⊕ �) over E, let T denote the set of all real
values t such that there exists at least one temporal edge in E with appearing time or arrival time equal to
t. We say that a pair (t1, c1) ∈ T × C dominates a pair (t2, c2) ∈ T × C if t1 < t2 and c1 � c2, or t1 ≤ t2
and c1 ≺ c2 (the relation ≺ between the elements of C is defined as a ≺ b if and only if a � b and a 6= b).
Moreover, for any two nodes u, v ∈ V and for any t ∈ R, let Pu,v(t) denotes the set of all u-v paths whose
starting time is no smaller than t. Given a time t0 ∈ T, a path P ∈ Ps,d(t0) is Pareto t0-optimal among all
paths in Ps,d(t0), if there is no path Q ∈ Ps,d(t0) such that (αQ, γQ) dominates (αP, γP). The problem we
focus on in the rest of the paper is then the following one.

The Pareto problem. Given a PATDN N = (V,E) with a cost structure C = (C, γ,⊕ �) over
E, a source node s ∈ V , and a starting time t0 ∈ R, compute, for each destination d ∈ V , the
set POs,t0(d) containing all pairs (t, c) ∈ T × C for which there exists a Pareto t0-optimal path
P ∈ Ps,d(t0) such that t = αP and c = γP.

3 Solving the Pareto problem in PATDNs

Similarly to what has been observed in [1, 22], the prefix of a Pareto t0-optimal path is not necessarily a
Pareto t0-optimal path. In order to deal with this problem, we assume that the cost structure C = (C, γ,⊕ �)
satisfies the following property.

Isotonicity property. Let c1, c2 ∈ C such that c1 � c2. Then c1 ⊕ c � c2 ⊕ c for any c ∈ C.

This property guarantees that, for any two paths P1 and P2 such that γP1
� γP2

, and for each temporal
edge e that can be concatenated to both the paths P1 and P2, the cost of P2 concatenated with e is no better
than the cost of P1 concatenated with e. The isotonicity property also allows us to state the following lemma
(in the following, two paths in P1 and P2 are said to be equivalent if αP1

= αP2
and γP1

= γP2
).

Lemma 1 Let N = (V,E) be a PATDN with a cost structure C = (C, γ,⊕ �) over E satisfying the isotonicity
property, let s, d ∈ V , and let t0 ∈ R. Given a Pareto t0-optimal path P = 〈e1, e2, . . . , ek〉 ∈ Ps,d(t0) with
k ≥ 2, there exists a path P′ = 〈e′1, e

′
2, . . . , e

′
h〉 ∈ Ps,d(t0) equivalent to P, such that its prefix 〈e′1, e

′
2, . . . , e

′
h−1〉

is a Pareto t0-optimal path.

Proof. Let ek = (u, v, τ, δ) be the last temporal edge of P. Among all the paths Q ∈ Ps,u(t0) with
αQ ≤ τ , let us consider the set M of paths with minimum cost: hence, for any M ∈ M, we have that
γM � γ〈e1,e2,...,ek−1〉. Among the paths inM, let Q′ = 〈e′1, e

′
2, . . . , eh′−1〉 be one with minimum arrival time.

Note that Q′ is Pareto t0-optimal among all paths in Ps,u(t0). We define P′ as Q′ concatenated with ek,
that is, P′ = 〈e′1, e

′
2, . . . , eh′−1, ek〉. Clearly, αP′ = τ + δ = αP. Moreover, since P is Pareto t0-optimal among

all paths in Ps,d(t0), we have that γP � γP′ . Finally, by the isotonicity property, it follows that γP′ � γP.
Hence, γP′ = γP, which implies that P and P′ are equivalent. Since the prefix of P′ is Q′ which is Pareto
t0-optimal, the lemma follows.

We are now ready to describe our algorithm solving the Pareto problem, when the cost function satisfies
the isotonicity property (see Algorithm 1). To this aim, we assume that the set E of temporal edges with
appearing time at least t0 is ordered by increasing arrival time, prioritizing temporal edges with delay
greater than 0, and then topologically sorting the temporal edges that have delay 0. At the beginning of the
algorithm execution, all the Pareto sets are set to empty. For each scanned temporal edge e in the PATDN,
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Algorithm 1: Computing, for each node u, the set POs,t0(u)

input: An instance of the Pareto problem, in which the temporal edges of the PATDN are sorted as
specified in the text

1 foreach u ∈ V do POs,t0(u)← ∅ ;
2 foreach e = (u, v, τ, δ) do
3 if u = s then update ps(POs,t0(v), τ + δ, γ(e)) ;
4 if POs,t0(u) contains a pair (t, c) with t ≤ τ then

5 let (tu, cu) be the pair in POs,t0(u) with greatest arrival time tu ≤ τ ;
6 update ps(POs,t0(v), τ + δ, cu ⊕ γ(e));

7 end

8 end

9 Function update ps (PO, t, c):
10 if PO = ∅ then append (t, c) to PO ;
11 else

12 let (t∗, c∗) be the pair in PO with greatest arrival time;
13 if c ≺ c∗ then

14 if t = t∗ then

15 remove (t∗, c∗) from PO;
16 end

17 append (t, c) to PO;

18 end

19 end

the algorithm updates the Pareto set of the head of e by simply considering the cost of e (if the tail of e is
the source node), and then updates the Pareto set of the head of e by combining the cost of e with the cost
corresponding to the pair in the current Pareto set of the tail of e with the greatest arrival time before the
departure time of e. The update operation, with input a pair (t, c), either simply adds the pair to the Pareto
set (if this set is empty), or checks whether c is smaller than the cost in the pair with greatest arrival time
(recall that the temporal edges are sorted by increasing arrival time). In this latter case, it either simply
adds the pair (t, c) to the Pareto set (if the greatest arrival time is not equal to t) or substitutes the pair
with greatest arrival time with the pair (t, c) (since this latter pair dominates the one with greatest arrival
time).

Theorem 1 For any instance of the Pareto problem, Algorithm 1 correctly computes, for any node u, the
set POs,t0(u).

Proof. Let Ek ⊆ E be the set of the temporal edges scanned after k temporal edges have been scanned.
We will prove, by induction on k, the following property: the Pareto sets after k temporal edges have been
scanned represent the solution to the instance of the Pareto problem in which the set of temporal edges of
the PATDN is restricted to Ek. The correctness of the algorithm will follow by taking k = |E|.

The property is clearly satisfied for k = 0: indeed, the Pareto sets are all empty because there are no
paths at all when E0 = ∅, that is, there is no temporal edge. Now suppose that the property holds for k ≥ 0
and let us prove it for k + 1. Let e = (u, v, τ, δ) be the k + 1-th scanned temporal edge. Let us distinguish
the following two cases.

• δ > 0: since the temporal edges are ordered by increasing arrival time, there cannot be temporal edges
in Ek+1 that depart from v at time τ + δ or later. This because, if a temporal edge f departs at time
τ + δ or later, then f has greater arrival time than e, except in the case f has delay 0 and departs
at time τ + δ. Because of the used order of the temporal edges, this case is not possible (among the
temporal edges with same arrival time, the ones with delay greater than 0 are scanned before). Thus
the new paths created by using e must have e as their last temporal edge.
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• δ = 0: similarly to the previous case, there cannot be temporal edges in Ek+1 that depart from v
later than τ + δ. However, Ek+1 can contain temporal edges that depart at time τ + δ and have delay
equal to 0. Since we are scanning the temporal edges with the same arrival time and length equal to
0 by their topological order, none of these temporal edges departs from v. Thus, again, the new paths
created by using e have e as their last temporal edge.

In summary, the only Pareto set that might be updated while scanning the temporal edge e is the Pareto
set of v. Note that when we update a Pareto set by considering a new pair (t, c), this pair cannot dominate
any pair already present in the Pareto set but the one with greatest arrival time: indeed, all the other pairs
have earlier arrival times, and thus cannot be dominated by (t, c). Let (t∗, c∗) be the pair in the Pareto set
with greatest arrival time. The pair (t, c) dominates the pair (t∗, c∗) only if t = t∗ and c ≺ c∗: in this case
we need to remove (t∗, c∗) from the Pareto set and add (t, c). Whenever t > t∗ but c ≺ c∗, we have that
neither (t∗, c∗) dominates (t, c) nor (t, c) dominates (t∗, c∗): in this case, the pair (t, c) has to be added to
the Pareto set (without removing the pair (t∗, c∗)). This is exactly what is done by the function update ps

in Algorithm 1, where we also consider the case in which the Pareto set is empty (in this case, the pair (t, c)
is simply added to the Pareto set).

Let us now consider first the case in which the temporal edge e is starting a new path P = 〈e〉, that is,
the tail of e is the source s. In this case, the pair (τ + δ, γ(e)) is a potential candidate to become a member
of the Pareto set of v. For this reason, Algorithm 1 at line 3 invokes the function update ps with arguments
the Pareto set of v, τ + δ, and γ(e).

It remains to consider the case in which e extends a previous Pareto t0-optimal path from s to u. By
the induction hypothesis, all the pairs corresponding to the Pareto t0-optimal paths from s to u, that can be
concatenated with e, are already included in the Pareto set of u. Because of Lemma 1, in order to update
the Pareto set of v, we just need to examine the Pareto set of u. Moreover, we are just interested in the
paths that arrive in u no later than τ , so that adding e to any of these paths produces new valid paths.
Among those paths, we only have to consider the one with lowest cost, since adding e to them will always
produce a path arriving at the same time τ + δ. Let P ∈ Ps,u(t0) be such a path, and let tu and cu be its
arrival time and its cost, respectively. Note that, as we consider only Pareto t0-optimal paths, P is also the
one having greatest arrival time among those arriving no later than τ . The isotonicity property guarantees
that P produces the path with better cost after concatenation with the temporal edge e. Using the function
⊕, we can compute the cost cu⊕ γ(e) of P concatenated with e: the pair (τ + δ, cu⊕ γ(e)) is then a potential
candidate to become a member of the Pareto set of v. This process is exactly what is done by Algorithm 1
at lines 4-7.

We have thus proved that Algorithm 1 correctly updates the Pareto set of v when analysing the k+1-th
scanned temporal edge, and thus proved the inductive step. The theorem thus follows.

In order to analyse the complexity of Algorithm 1, we introduce the following parameters of a PATDN
N . For each temporal edge e = (u, v, τ, δ), the Pareto complexity Ke of e is defined as the number of pairs
(t, c) in POs,t0(u) such that t ∈ (τ, τ + δ]. The Pareto complexity of N is defined as K = maxe∈E Ke.

Theorem 2 With input any instance of the Pareto problem, Algorithm 1 executes in time O(|E| logK) and
in space O(|E|).

Proof. We assume that the temporal edges are already ordered as described above, and that the ⊕ and �
operations require constant time. Moreover, note that the removal operations, that are possibly executed at
line 15 of Algorithm 1, require only to remove the last element of a list (since it turns out that the lists are
ordered with respect to the arrival time values): thus each of these operations requires constant time. The
algorithm performs |E| iterations, one for each temporal edge e = (u, v, τ, δ). For each iteration, the only
operation that does not require constant time is finding in POs,t0(u) the pair (tu, cu) with greatest arrival
time tu ≤ τ (see line 5 of Algorithm 1). We will now give a bound on the time complexity of this operation.
From the definition of the Pareto complexity of a temporal edge, we have that (tu, cu) is located exactly
before the last Ke elements of the current POs,t0(u). We can then look for it in the following way. Let p be
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the size of the current POs,t0(u). We then look at the pairs in position p, p− 1, p− 2, p− 4, p− 8, . . . , until
we find, in a certain position p−k (after O(log k) steps), a pair with arrival time less than or equal to τ . The
pair we are looking for is now in a position between p− k and p− k/2: by using a binary search technique,
we can find it in O(log k) iterations. Since k ≤ 2Ke, the total cost to perform these operations is O(logKe).
We can then conclude that the time complexity of the algorithm is O(|E| logK). For what concerns the
space complexity, during each iteration the algorithm adds at most two pairs to a Pareto set if the tail of
the scanned temporal edge is the source s, and at most one pair in the other cases. This guarantees that the
total number of pairs in the Pareto sets is bounded by 2|E|. Thus the algorithm executes in space O(|E|),
and the theorem follows.

3.1 Extending the algorithm to multiple cost structures

Given a PATDN N = (V,E), let us consider h cost structures C1, . . . , Ch over E, with each Ci = (Ci, γi,⊕i,�i)
satisfying the isotonicity property. Let C = C1 × · · · × Ch. We define a global cost function γ : E → C

as follows: for each e ∈ E, γ(e) = (γ1(e), . . . , γh(e)). We also define a global cost combination function
⊕ : C×C −→ C as follows: given c1 = (c1,1, . . . , c1,h), c2 = (c2,1, . . . , c2,h) ∈ C, c1⊕ c2 = (c1,1⊕1 c2,1, c1,2⊕2

c2,2, . . . , c1,h⊕h c2,h). Finally, we define a global cost total lexicographical order �⊆ C×C as follows: given
c1 = (c1,1, . . . , c1,h), c2 = (c2,1, . . . , c2,h) ∈ C, c1 � c2 if and only if c1 = c2 or c1,i ≺i c2,i for the first index
i such that c1,i 6= c2,i, where ≺i is the strict order on Ci induced by �i. It is easy to verify that the cost
structures C = (C, γ,⊕,�) over E satisfies the isotonicity property. The global cost of a path is defined
similarly to what we have done with one cost function. The definition of multi-criteria Pareto t0-optimal
paths and of the Pareto problem are also similar. We can now use Algorithm 1 to solve the multi-criteria
Pareto problem. In this way we manage to combine a plurality of costs and prioritize paths with respect to
different criteria, provided that an order of importance between them is given. Note that this approach is
different from looking for the Pareto sets with respect to h different costs of equal importance.

3.2 Relaxing the constraint on temporal edges with zero delay

In the description of Algorithm 1 we have assumed that the zero t-snapshot graph Gt is a directed acyclic
graph. In this section, we show how this hypothesis can be further relaxed in order to deal with more
general cases, whenever the ⊕ operation is associative. Let N = (V,E) be a PATDN with a cost structure
C = (C, γ,⊕ �) over E, and let us consider a weighted version of the graph Gt in which the weight w(e) ∈ C

of an edge e = (u, v) is equal to γ((u, v, t, 0)). We say that a strongly connected component C of Gt is
cost transitively closed if, for each pair of edges e1 = (u1, u2) and e2 = (u2, u3) in C, there always exists an
edge e3 = (u1, u3) in C with w(e3) � w(e1) ⊕ w(e2). The PATDN N is said to be zero transitively closed
if, for each t ∈ T, all strongly connected components of Gt are cost transitively closed. Algorithm 1 can
then be adapted to take as input any zero transitively closed PATDN by refining the order in which the
temporal edges in E are scanned: we additionally require that the edges with the same arrival time t and
having delay zero, i.e. those that correspond to edges in Gt, are given according to a topological order of the
strongly connected components of Gt. The correctness follows from the fact that the cost transitively closed
hypothesis allows us to consider only paths with at most one edge in any strongly connected component of
any Gt, as any other path is dominated by such a path.

3.3 Finding Pareto optimal paths

Algorithm 1 computes the value of the arrival time and of the cost of the Pareto t0-optimal paths. In
this section we describe how to compute, for each pair of these values, a corresponding Pareto t0-optimal
path. We proceed as follows. To each value (t, c) in a Pareto set POs,t0(v), we will associate two pointers
during the execution of the algorithm. Consider the iteration of the algorithm during which (t, c) is added to
POs,t0(v), and let e = (u, v, τ, δ) be the edge which caused this update. We then associate to (t, c) a pointer
π1 to e. Concerning the second pointer π2, if (t, c) is added to POs,t0(v) at line 6, we associate to (t, c) a
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pointer to (tu, cu) ∈ POs,t0(u), otherwise we associate to (t, c) a null pointer. In order to extract a path P

corresponding to a pair (t, c) ∈ POs,t0(v), we can recursively proceed backwards, from its last edge to the
first one, as follows:

p(x, y) =

{

p(π2(x, y)) concatenated with π1(x, y) if π2(x, y) is not null,
〈π1(x, y)〉 otherwise.

The Pareto t0-optimal path P corresponding to the pair (t, c) ∈ POs,t0(v) can then be computed as p(t, c).

4 Applications

In this chapter we will show several possible applications of Algorithm 1. To this aim, for each application, we
will specify the cost structure to be used: it is easy to verify that each cost structure satisfies the isotonicity
property. In the following, we assume that t0 is any fixed time instant in T, and that the paths are all
starting no earlier than t0.
Profile problem: compute, for each destination u, its profile function, which associates, to any starting
time t, the earliest arrival time in u, if we start from s at time t. In order to solve this problem, we use
the following cost structure: (a) C = R, (b) for each temporal edge e = (u, v, τ, δ), γ(e) = τ , (c) for any
two real numbers a and b, a ⊕ b = a, and (d) for any two real numbers a and b, a � b if and only if a ≥ b.
Note that according to this cost structure, the cost of a path is equal to its starting time. The Pareto set
POs,t0(u) allows us to compute the profile function of u because of the following reason. If we consider two
consecutive pairs (a1, s1) and (a2, s2) in POs,t0(u), we have that a1 < a2 and s1 < s2 because of the Pareto
optimality. Hence, for any starting time t ∈ (s1, s2], we can deduce that the earliest arrival time in u is a2,
since POs,t0(u) contains all Pareto optimal pairs and no pair can have departure time in-between s1 and s2.
Fewest hops: compute, for each destination u, the minimum number of edges of a path from s to u. In
order to solve this problem, we use the following cost structure: (a) C = N, (b) for each temporal edge e,
γ(e) = 1, (c) for any two natural numbers a and b, a⊕ b = a+ b, and (d) for any two natural numbers a and
b, a � b if and only if a ≤ b. Note that according to this cost structure, the cost of a path P = 〈e1, e2, . . . , ek〉
is equal to k. Hence, to obtain the minimum number of edges needed by a path to reach a node u from the
source s, it suffices to look at the cost of the last pair in POs,t0(u).
Shortest delay: compute, for each destination u, the minimum delay of a path from s to u, where the
delay of a path is the sum of the delays of its temporal edges. In order to solve this problem, we use the
following cost structure: (a) C = R+, (b) for each temporal edge e = (u, v, τ, δ), γ(e) = δ, (c) for any two
real numbers a and b, a ⊕ b = a + b, and (d) for any two real numbers a and b, a � b if and only if a ≤ b.
Note that according to this cost structure, the cost of a path is the sum of the delays of its temporal edges.
Hence, to obtain the cost of the shortest delay path from the source s to each node u, it suffices to look at
the cost of the last pair in POs,t0(u).
Shortest fastest: compute, for each destination u, the minimum number of edges of a path from s to u,
among all the paths with minimal duration, where the duration of a path is defined as the difference between
its arriving and starting times. In order to solve this problem, we use the following two cost structures: (a)
C1 = R and C2 = N, (b) for each temporal edge e = (u, v, τ, δ), γ1(e) = τ and γ2(e) = 1, (c) for any two real
numbers a and b, a ⊕1 b = a and a ⊕2 b = a + b, and (d) for any two real numbers a and b, a �1 b if and
only if a ≥ b and a �2 b if and only if a ≤ b. Note that according to cost structure C1, the cost of a path
is its starting time (latest being preferred). Combining these cost structures C1 and C2 as explained in 3.1
allows us to compute the values of the Pareto optimal paths with respect to arrival time and a cost that has
the departure time in the first component and the number of hops in the second one. For each Pareto set, it
hence suffices to extract the pair (a, (d, h)) such that a− d is minimal among all the the pairs in the Pareto
set.
MaxProd+: compute, for each destination u, the maximum value of a path from s to u, where the value
of a path is defined as the product of the costs of its temporal edges. In order to solve this problem, we use
the following cost structure: (a) C = R+, (b) γ can be any function, (c) for any two real numbers a and b,
a ⊕ b = a · b, and (d) for any two real numbers a and b, a � b if and only if b ≥ a. Note that according to
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this cost structure, the cost of a path is the product of the costs of its temporal edges. Hence, to obtain the
cost of the maximum value path from the source s to each node u, it suffices to look at the cost of the last
pair in POs,t0(u).
MinMax: compute, for each destination u, the minimum requirement of a path from s to u, where the
requirement of a path is defined as the maximum of the costs of its temporal edges. In order to solve this
problem, we use the following cost structure: (a) C = R, (b) γ can be any function, (c) for any two real
numbers a and b, a ⊕ b = max(a, b), and (d) for any two real numbers a and b, a � b if and only if a ≤ b.
Note that according to this cost structure, the cost of a path is the maximum of the costs of its temporal
edges. Hence, to obtain the cost of the minimum value path from the source s to each node u, it suffices
to look at the cost of the last pair in POs,t0(u). Note that it is also possible to solve, in an analogous way,
any combination of the minimum or maximum selection with the sum, product, minimum, or maximum
composition.

5 Conclusion and open questions

We have described and analysed a general algorithm for solving the Pareto problem in PATDN, which
significantly improves the time complexity of the previously known solution, and which can be used to solve
several different minimum cost path problems in PATDN with a vast variety of cost definitions. Even if the
Pareto problem we considered is defined as a one-to-all path problem, our algorithm can be easily adapted
in order to deal with all-to-one path problems. This can be obtained by making the latest starting time
play the role of the earliest arrival time, by basically scanning the edges in reverse order, and by assuming a
symmetric version of the isotonicity property. As we already said in the introduction, our algorithm adapts
to undirected TDNs with no temporal edges with zero delay.

It would be interesting to consider the complexity of the Pareto problem in the case of TDNs at higher
levels of the hierarchy described in the introduction. Moreover, in our formulation of the Pareto problem the
starting time is fixed, and it would be interesting to consider the problem of computing the Pareto optimal
function, returning for each time instant the corresponding Pareto sets, by providing a solution faster than
the obvious one consisting of applying our algorithm for each possible time instant. Finally, we think that it
is worth exploring different version of the Pareto problem in which the arrival time is substituted by some
other criteria, such as, for example, the duration of a path.
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