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Model checking randomized distributed algorithms

Nathalie Bertrand, Univ. Rennes, Inria, CNRS, IRISA – Rennes (France)

Randomization is a powerful paradigm to solve hard problems, especially in distributed computing. Proving
the correctness, and assessing the performances, of randomized distributed algorithms, is a very challenging
research objective, that the verification community has started to address. In this article, we review existing
model checking approaches to the verification of randomized distributed algorithms and identify further
research directions.

1. RANDOMIZED DISTRIBUTED ALGORITHMS
Distributed algorithms appear in a variety of applications and of frameworks.
Emblematic applications include telecommunications, scientific computing, and
Blockchain that received recently a lot of attention. Although one could think dis-
tributed algorithms necessarily run on processors that are geographically distributed,
the term also applies to algorithms running on shared-memory multiprocessors. Lynch
identifies four main features to classify distributed algorithms [Lynch 1996]: the com-
munication paradigm, the timing model, the type of failures, and the problem they
solve. As for the communication paradigm, nodes in distant sites generally communi-
cate via message passing (broadcast or rendez-vous), whereas multithreaded programs
rather use global shared variables. The timing model ranges from synchrony to asyn-
chrony. In the synchronous model, communications are immediate and processes take
step simultaneously so that executions happen in synchronous rounds. In contrast, in
the asynchronous model, processes can take steps in any order and at arbitrary respec-
tive speeds. Especially in a distributed settings, failures may need to be taken into ac-
count. Some algorithms assume complete reliability of the communication means and
of the processes themselves, whereas fault-tolerant algorithms are –to some extent–
robust to failures, for instance message losses, crashes of processes, or even malicious
participants, the so-called Byzantine processes. Finally, a main feature to differenti-
ate between distributed algorithms is the addressed problem: consensus, election of a
leader, communication, database consistency, deadlock detection, etc.

Adversaries. Distributed algorithms are subject to several sources of non-
determinism, especially in the asynchronous timing model (but not only). Indeed, non-
determinism lies in the scheduling of the processes or their relative speeds, in the
order of reception of messages, in the moment failures happen and the type of failures
that happen, etc. The non-determinism is traditionally resolved by means of a global
adversary, that e.g. schedules when messages are received, but also which process per-
forms a step, etc. The distributed algorithm community has considered various classes
of adversaries (weak, strong, fair, etc.) depending on their abilities. For instance fair
adversaries schedule each process infinitely often and eventually deliver all sent mes-
sages; also, weak adversaries only have a limited view of the global system. When a
new algorithm is proposed, beyond the communication paradigm, the timing model,
the failure types, one has to make explicit the class of adversaries it is designed for.

Randomization in distributed algorithms. Since the seminal work of Rabin [Rabin
1976], randomization has proven to be a powerful tool to solve computationally hard
problems. In particular, in the field of distributed computing, probabilities can yield
more efficient solutions, or even permit to solve problems that are otherwise unsolv-
able.

The celebrated result by Fischer, Lynch and Paterson establishes that no distributed
algorithm in the asynchronous timing model can achieve consensus assuming at least
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one process can crash [Fischer et al. 1985]. Consensus algorithms should satisfy three
main properties: no two correct processes decide different values (agreement), correct
processes may only decide a value that was initially proposed (validity), and correct
processes eventually decide (termination). The impossibility of asynchronous consen-
sus shows that any algorithm that satisfies agreement and validity necessarily has
non-terminating executions. One way to rule out these infinite executions is to rely
on randomness, so as to make them negligible. The termination property is then re-
placed with almost-sure termination, that is, termination with probability 1. Ben Or
was the first to propose a randomized distributed algorithm to solve asynchronous
consensus [Ben Or 1983]. The idea of using randomization to solve otherwise unsolv-
able problems was already put forward by Lehman and Rabin, when they gave a ran-
domized solution to the dining philosophers problem [Lehmann and Rabin 1981]. In
this problem, processes are arranged in a ring tology and can only communicate with
their neighbours. Probabilities are crucial there to break symmetry between the par-
ticipants so as to allow each philosopher to eventually eat. As a third example, ran-
domization can also improve efficiency, for instance to perform mutual exclusion with
shared variables of much smaller size than in the deterministic setting [Kushilevitz
and Rabin 1992].

Randomization comes in several flavours in asynchronous randomized distributed
algorithms. On the one hand, randomization can be part of the code that processes
run. In Ben Or’s broadcast consensus algorithm for instance, each process can invoke
a coin, which determines with uniform probability the binary value it will start the
next round with. On the other hand, randomization can be delegated to the adversary,
that schedules in which order the processes take a step. For example, Aspnes proposes
to replace randomness in the code the processes run by randomness in the environ-
ment in order to solve asynchronous consensus for shared-memory systems [Aspnes
2002]. In his proposal, the schedule of events decided by the adversary is perturbed by
random noise drawn from a given distribution. This induces fairness on the order in
which write and read operations are performed, and is enough to ensure almost-sure
termination.

Towards formally verified randomized distributed algorithms. Readers of this veri-
fication column are probably already convinced there is a need for rigorous techniques
to verify the correctness or detect bugs in computer systems, especially at early phases
of their design. As far as randomized distributed algorithms are concerned, the combi-
nation of distributed aspects, hence non-determinism, and probabilities makes human
reasoning difficult, even for properties as simple as almost-sure termination. Quot-
ing Lehmann and Rabin [Lehmann and Rabin 1981]: “proofs of correctness for prob-
abilistic distributed systems are extremely slippery”. Again on the example of Ben
Or’s algorithm, the paper-and-pencil proof of its almost-sure termination appeared
only thirty years after the algorithm was published [Aguilera and Toueg 2012]. The
proofs are all the more difficult that one needs to take into account all possible res-
olutions of non-determinism by adversaries, and all possible number of participants.
Indeed, distributed algorithms are aimed at being correct for any number of processes,
possibly with some constraint on the proportion of malicious ones for fault-tolerant
algorithms. Parameterized verification, by which we mean the verification of models
composed of many identical anonymous agents, recently regained interest in the model
checking community: see [Esparza 2014] for a survey on the verification of so-called
crowds. The literature on model-checking techniques for probabilistic crowds is cur-
rently scarce. Yet, to address the concern of Lehman and Rabin, we argue in favor
of the development of such techniques to automatically prove the correctness of ran-
domized distributed algorithms. As written by Lamport: “Model-checking algorithms
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prior to submitting them for publication should become the norm” [Lamport 2006]. We
believe the model-checking community must provide parameterized verification algo-
rithms and tools to help the distributed algorithms researchers to tend towards this
norm.

Outline. In this article we review existing model-checking approaches to the veri-
fication of randomized distributed algorithms. They mainly concern distributed algo-
rithms in the asynchronous timing model. The communication paradigms are varied:
shared variables, broadcast, pairwise interactions. Also, randomization sometimes is
inherent to the code ran by each process, or only appears in the way the adversaries
schedule processes. Most approaches do not handle failures, yet some consider fault-
tolerant distributed algorithms. Finally, some approaches we review are supported by a
tool implementation, while some are more theoretical. This review is certainly subjec-
tive, and probably non-exhaustive. The author apologizes for unintentional omissions,
and is interested in any feedback on this personal view.

2. VERIFICATION OF RANDOMIZED DISTRIBUTED ALGORITHMS
2.1. Finite-state probabilistic model-checking techniques
In the last decades, the verification community has gained interest in probabilistic
models and properties, with the objective to generalise the model-checking approach
to probabilistic frameworks. This research track started already in the eighties with
algorithms for the qualitative verification of probabilistic models, enabling for exam-
ple the proof of almost sure termination for finite-state concurrent probabilistic pro-
grams, by graph-based methods [Hart et al. 1983]. The first algorithms for quantitative
verification of probabilistic models appeared in the nineties [Courcoubetis and Yan-
nakakis 1995]. Since then, richer models (including nondeterminism, time, etc.) and
properties (branching-time, long-run behaviours, etc.) were considered, giving birth
to more and more sophisticated probabilistic model-checking algorithms. Their imple-
mentation into mature tools, such as the prominent PRISM [Prism ] and more recently
STORM [Storm ], enabled the verification of hundreds of case studies, among which
many randomized distributed algorithms.

On these case studies, the objective has been to automatically prove the correctness
and to assess the performances of various algorithms. We list here a few such case
studies to illustrate the variety of randomized distributed algorithms that have been
model checked by state-of-the-art probabilistic model checkers.

Dining philosophers. PRISM has been used to verify the original randomized so-
lution to the dining philosophers problem [Lehmann and Rabin 1981], as well as
a later variant, with no fairness assumption on the adversary [Duflot et al. 2004].
More precisely, on instances of limited sizes (up to 20 participants), one can au-
tomatically verify the qualitative starvation-free property: almost-surely, hungry
philosophers eventually eat; one can also assess the performances of the algorithms
by computing the probability that a philosopher eats within a given number of steps,
or the expected number of steps a philosopher needs to wait before eating. Details
are available at the PRISM case studies webpage [Prism ].
Self-stabilizing algorithms on ring topology. Several network algorithms aim at
reaching a stable configuration when started in an illegal one. One can use PRISM
to check that from any initial configuration, almost-surely a stable configuration
is reached, independently of the resolution of non-determinism. Moreover, one can
compute the maximum expected number of steps to do so, or the minimal probabil-
ity to reach a stable configuration in a bounded number of steps. Kwiatkowska et
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al. report on benchmarks conducted on Herman’s self-stabilization algorithm per-
formed for up to 21 processes [Kwiatkowska et al. 2012].
Byzantine agreement. Assuming an upper bound on the proportion of malicious pro-
cesses, fault-tolerant randomized consensus algorithms were proposed to achieve
that correct processes eventually decide on a common value with probability 1 [Ben
Or 1983; Cachin et al. 2005]. On the one hand, the proof assistant Cadence SMV
was successfully used to prove the safety properties of agreement and validity
independently on the number of processes and of the number of rounds. On the
other hand, the probabilistic reasoning underlying their almost-sure termination
has been proved with PRISM [Kwiatkowska and Norman 2002; Kwiatkowska et al.
2001] for up to 20 processes.

In all these case studies, the number of processes is fixed before invoking a proba-
bilistic model checker. All processes execute the same code, so that e.g. the renaming
functionality of PRISM allows one to easily write models for several values of the num-
ber of processes. The automated verification of randomized distributed algorithms then
suffers the usual limitations model checkers have, namely a rapid state-space explo-
sion when the number of processes grows. In practice only small instances of random-
ized distributed algorithms (for 10 to 20 processes) can be verified automatically. The
algorithms implemented in state-of-the-art probabilistic model checkers fall short at
validating randomized distributed algorithms with a large number of processes, all the
more if it is a parameter. In the sequel, we review the few approaches in parameterized
verification that address the verification of randomized distributed algorithms.

2.2. Population protocols
Angluin et al. introduced population protocols as a model for distributed computing,
quite appropriate for sensor networks formed of many identical processes with limited
computational resources [Angluin et al. 2004; 2006]. In this model, the processes com-
municate by rendez-vous, and the interacting pair is chosen uniformly at random. The
adversary is thus the source of randomization here. Population protocols were for in-
stance designed to implement a majority vote: assuming initially every process has an
input value 0 or 1, the objective is to converge to a situation which represents whether
there was a majority of 0’s or of 1’s (see e.g. [Aspnes and Ruppert 2009]). Beyond algo-
rithms running on sensor netwoks, they can also model chemical reactions, or be used
in systems biology to represent gene regulatory networks. In their simplest version,
population protocols are not robust to crashes or Byzantine faults.

Although in population protocols the adversary chooses interacting pairs uniformly
at random, as far as qualitative properties are concerned, only its fairness is impor-
tant. To prove almost-sure termination of a population protocol for majority vote for
instance, it is sufficient to assume that the adversary schedules all possible pairs to in-
teract infinitely often. Building on this observation, several standard model-checking
tools (for instance SPIN, PAT, or PRISM) were used to prove the correctness of some
population protocols when the initial configuration is fixed [Pang et al. 2008; Clément
et al. 2011]. Similarly to the case studies we listed in Section 2.1, the models are then
finite-state transition systems or finite-state Markov chains, and when their sizes are
reasonable –corresponding to a limited number of processes– the tools automatically
prove correctness.

Beyond finite-state instances, many recents papers by Esparza and his colleagues
develop parameterized verification techniques for population protocols. We recommend
the surveys [Esparza 2017; Blondin et al. 2018c] as entry points to more results.
Angluin et al. already proved that well-formed population protocols compute exactly
Presburger-definable predicates [Angluin et al. 2006; Angluin et al. 2006]. When re-
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searchers from the verification community got interested into population protocols,
they focused on decision problems, with the objective to come up with algorithms that
would automatically “prove” population protocols. For instance, given as input a popu-
lation protocol and a Presburger-definable predicate, a natural question is whether the
population protocol computes that predicate. Or even the more elementary question
of whether a given population protocol is well-formed, that is, computes a predicate.
The latter problem is decidable, using non-trivial techniques from Petri nets analysis.
Moreover, for positive instances, one can compute a representation of the computed
predicate [Esparza et al. 2015; 2017].

Moving to quantitative questions, many problems turn out to be undecidable, as for
instance the existence of an initial configuration such that the termination probability
is at least 1

2 [Esparza et al. 2016]. Yet, towards a quantitative analysis of the per-
formances of population protocols, Blondin et al. provided an algorithm to bound the
expected termination time: upon termination, it outputs a function f(n), such that for
every initial configuration with n participants, the expected time before a consensus
is reached is bounded by O(f(n)) [Blondin et al. 2018b]. These developments on pop-
ulation protocols, as well as a simulation engine, are now implemented into the tool
Peregrine [Blondin et al. 2018a].

2.3. Shared registers systems
Bouyer et al. introduced a model of a parameterized number of identical processes
sharing finitely many registers they can read from, and write to [Bouyer et al. 2016]
(see also [Stan 2017]). The local behaviour of each process is represented by an au-
tomaton, yet the adversary, that schedules in which order the processes take steps, is
randomized: it chooses uniformly at random a process, and an enabled transition (de-
pending on its current local state and the values of the shared registers). The seman-
tics is thus an infinite-state Markov chain, although for each fixed initial configuration
the reachable part is finite.

Given a local target state, and for the initial configuration with n processes, they
consider the almost-sure reachability problem, that asks whether with probability 1,
the Markov chain reaches a configuration where at least one process is in the target
state. Interestingly, they show that, although the answer naturally depends on the
precise value of n, it is asymptotically constant: there exists a cutoff value n0 such
that for every n ≥ n0 the answer is always positive (resp. always negative). Moreover,
they show one can decide which is the case (ultimately positive, or ultimately negative)
on a finite symblicit –partly symbolic and partly explicit– abstraction of the infinite-
state Markov chain. The resulting algorithm runs in exponential space in the size of
the description of the local automaton. To the best of our knowledge, there is currently
no implementation of this algorithm.

Their work happens to be a first step towards verification of randomized distributed
algorithms solving the consensus problem with communication via shared variables,
such as the one by Aspnes [Aspnes 2002]. The latter algorithm works in rounds, and for
each round there are finitely many shared registers. However, the number of rounds
is a priori unbounded, thus so is the number of shared registers. Probabilities are in-
duced by an unknown environment which perturbs the schedule of processes, resulting
in a randomized adversary. Modelling Aspnes’ consensus algorithm in noisy environ-
ment would therefore require an extension of the model studied in [Bouyer et al. 2016]
to multiple rounds. The fact that in Aspnes’ algorithm, a process may only read values
from registers corresponding to the last and current rounds is an interesting property.
It might be exploited to come up with an algorithm for the almost-sure reachability
problem for models with multiple rounds, paving the way to the automated verifica-
tion of the almost-sure termination of Aspnes’ algorithm and the like.
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2.4. Regular model-checking for algorithms on simple topologies
Focusing on algorithms for message-passing systems on simple network topologies (e.g.
lines, or rings, or stars), Lin and his co-authors adopt a regular model-checking ap-
proach to parameterized verification of randomized distributed algorithms [Lin and
Rümmer 2016; Lengál et al. 2017]. The idea of regular model checking is to represent
a configuration of the system by a finite word, so that suitable sets of configurations
are regular languages, and the transition relation between configurations is described
by a transducer [Abdulla 2012].

In contrast to proving safety properties, proving liveness properties on probabilistic
and parameterized models that represent randomized distributed algorithms is non-
trivial, because the randomization is crucial to guarantee liveness properties such as
almost-sure termination. As already explained, the objective is to prove, e.g. almost-
sure termination, for every initial configuration, and under every possible adversary. It
thus amounts to verifying an infinite family of finite-state Markov decision processes at
once. Lin and Rümmer are the first to design a regular model-checking framework for
the verification of liveness properties for randomized distributed algorithms running
on simple topologies [Lin and Rümmer 2016]. To do so, they view the Markov decision
process as a 2-player game between the adversary and the processes, and design a
counter-example guided method to compute winning strategies for processes. Their
technique applies in particular to the almost-sure termination of Lehmann and Rabin’s
randomized dining philosophers algorithm on a ring [Lehmann and Rabin 1981] and
of Herman’s self-stabilising randomized algorithm on a line [Herman 1990].

The almost-sure termination of the latter on a ring topology is however guaranteed
only under fair adversaries. More precisely, the typical fairness constraint that im-
poses every process to be scheduled infinitely often is not sufficient. Therefore, the
stronger notion of finitary fairness is preferred: delaying a process with an enabled
action is only possible for some fixed –but unknown– number of steps. Incorporat-
ing this fairness hypothesis in the termination analysis can be done by abstract pro-
gram transformation, a concept from concurrent systems [Francez 1986; Alur and Hen-
zinger 1998]. Adapting abstract program transformation to randomized distributed al-
gorithms, and showing this transformation could be expressed within the framework
of regular model checking enabled the automated proof of liveness properties under
fairness assumptions [Lengál et al. 2017].

2.5. Threshold automata for fault-tolerant algorithms
Fault-tolerant distributed algorithms are designed to work even under the failure of
some of the processes. We consider here a setting with asynchronous communications
by broadcast and Byzantine faults. The correctness of fault-tolerant distributed algo-
rithms is always subject to an upper bound on the proportion of failures formalized
by a resilience condition. For instance, Ben Or’s randomized consensus algorithm is
claimed to be correct when t –the maximal number of Byzantine processes– is smaller
than n/2 –half of the total number of processes involved. The algorithm itself proceeds
in rounds, and each has two phases. The broadcast of messages in the second phase is
bound to the reception of sufficiently many messages of a given type. Such a thresh-
old is typically a linear constraint on the parameters t and n, for instance (n+t)/2.
Threshold automata were precisely defined to model (non-randomized) fault-tolerant
distributed algorithms in which the steps are guarded by arithmetic constraints on the
parameters [Konnov et al. 2017].

In order to model round-based randomized fault-tolerant distributed algorithm such
as the randomized consensus by Ben Or, the model of threshold automata was re-
cently extended with probabilistic transitions and multiple rounds [Bertrand et al.
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2019]. More importantly, this work provides the first automated proofs of consensus
algorithms that follow the ideas of Ben Or. To do so, one had to overcome several chal-
lenges. On the one hand, for safety properties already, even if the probabilistic choices
can be replaced with non-deterministic ones, one must identify round invariants that
enable a reduction to the verification of more complex specifications, yet on a single-
round. On the other hand, to be able to prove almost-sure termination, inspired by
the arguments in the hand-written proof of [Aguilera and Toueg 2012], one must jus-
tify that it is sufficient to prove termination with positive probability within a single
round. For this reduction to be correct, it is necessary to restrict to round-rigid ad-
versaries, that is adversaries that respect the round ordering. For safety properties
as well as liveness ones, it is thus possible to reduce to checking properties on tra-
ditional threshold automata (with no probabilistic choices, and no rounds). Using the
Byzantine model checker ByMC [Konnov and Widder 2018; ByMC ], agreement, valid-
ity and almost-sure termination of several randomized consensus algorithms from the
literature were successfully verified. This constitutes first steps towards parameter-
ized verification of fault-tolerant randomized distributed algorithms such as the ones
in Paxos or Blockchain.

3. CURRENT CHALLENGES
After this overview of existing approaches to model check randomized distributed algo-
rithms, we would like to mention potential research directions. Quantitative analysis
on the one hand, and synthesis on the other hand appear to be two grails in this area.

Towards quantitative analysis. As far as parameterized verification is concerned,
the analysis currently restricts to qualitative properties, to the notable exception of
the computation of the expected termination time for population protocols. Beyond
this class of algorithms, and apart from expected termination time, being able to as-
sess the performances of randomized distributed algorithms is certainly very inter-
esting. Similarly to proving almost-sure termination automatically, there is no doubt
the distributed algorithms community would be happy to have push-button tools to
e.g. compute as a function of the parameters the expected number of rounds before
termination, or the probability that a consensus is reached within a given number of
steps.

For some models of populations of chemical or biological agents, mean-field tech-
niques can be exploited when the asymptotic behaviour for an infinite number of com-
ponents coincides with the average behaviour of a single component [Boudec et al.
2007]. This limit result can be used to design efficient model-checking algorithms
for these population models, relying on the so-called fast simulation [Bortolussi et al.
2013; Bortolussi and Hillston 2015]. To retain finer information than the mere average
behaviour, moments closure techniques permit to approximate higher-order moments
of the stochastic process. In contrast to chemical or biological population models, ran-
domized distributed algorithms involve shared data structures and rely on rich com-
munication means possibly with evolving communication topology. Exploring how such
techniques can be used for probabilistic distributed systems is thus quite challenging.

Abstractions and a CEGAR (counterexample guided abstraction refinement) frame-
work was developed for finite-state probabilistic systems [Hermanns et al. 2008; Dehn-
ert et al. 2012], with the objective to start with very a abstract model, and automati-
cally refine it as long as it is not precise enough to answer a given quantitative ques-
tion. The refinement step is guided by spurious counterexamples, present in the ab-
stract model but not in the real system. Monotonic abstractions are often relevant for
parameterised systems, and a CEGAR framework for monotonic abstractions was pro-
posed: it automatically extracts from spurious counterexamples a set of configurations
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that is used in the refinement step [Abdulla et al. 2010]. Conceiving a CEGAR frame-
work for randomized distributed algorithms seems non-trivial: appropriate predicates
must be defined, and counterexamples must be generic enough to account for sets of
parameter values.

Towards synthesis. Beyond the qualitative verification and quantitative evaluation
of randomized distributed algorithms that often happen after the design phase, the
synthesis problem aims at automatically generating algorithms that are correct-by-
design. Already in the non-probabilistic case, parameterised synthesis, i.e. the design
from scratch of parameterised systems enjoying given properties, is a notably hard
problem: it is closely related to distributed synthesis, and one can only hope for general
for semi-algorithms [Jacobs and Bloem 2014], or for solutions to restricted problems.
To start with, concerning fault-tolerant randomized distributed algorithms, given an
algorithm pattern, one may expect to synthesise automatically, e.g. threshold guards
on variables that guarantee a property to hold, as in the non-probabilistic case [Lazic
et al. 2017]. In the same direction, it would also be relevant to synthesise resilience
conditions on the parameters (e.g. t ≤ n/2) that ensure correctness of the algorithm.

Conclusion. The verification of (randomized) distributed algorithms is blooming in
the model checking community. Given the numerous challenges that remain to be
solved, we encourage any interested researcher in joining forces to work on this topic!
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