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#### Abstract

In this paper, we address the problem of approximating the atoms of a parametric dictionary $\mathcal{A}=\{a(\theta)$ : $\theta \in \Theta\}$, commonly encountered in the context of sparse representations in "continuous" dictionaries. We focus on the case of translation-invariant dictionaries, where the inner product between $a(\theta)$ and $a\left(\theta^{\prime}\right)$ only depends on the difference $\theta-\theta^{\prime}$. We investigate the following general question: is there some low-rank approximation of $\mathcal{A}$ which interpolates a subset of atoms $\left\{\boldsymbol{a}\left(\boldsymbol{\theta}_{j}\right)\right\}_{j=1}^{J}$ while preserving the translation-invariant nature of the original dictionary? In this paper, we derive necessary and sufficient conditions characterizing the existence of such an "interpolating" and "translation-invariant" low-rank approximation. Moreover, we provide closed-form expressions of such a dictionary when it exists. We illustrate the applicability of our results in the case of a two-dimensional isotropic Gaussian dictionary. We show that, in this particular setup, the proposed approximation framework outperforms standard Taylor approximation.


Index Terms-Sparse representations, continuous dictionaries, translation invariance, interpolating approximations.

## I. Introduction

Sparse representations aim at representing a signal of interest as the linear combination of a few elements of a dictionary $\mathcal{A}$. Recently, this problem has been reformulated in a "continuous" setting, where the elements of $\mathcal{A}$ are continuously indexed by some parameter $\boldsymbol{\theta}$ :

$$
\begin{equation*}
\mathcal{A}=\{\boldsymbol{a}(\boldsymbol{\theta}) \in \mathcal{H}: \boldsymbol{\theta} \in \Theta\} \tag{1}
\end{equation*}
$$

where $\Theta$ is a square interval of $\mathbb{R}^{d}, \mathcal{H}$ is a Hilbert space over the real field $\mathbb{R}$ with inner product $\langle\cdot, \cdot\rangle$ and induced norm $\|\cdot\|$, and $\boldsymbol{a}(\cdot)$ some continuous function from $\Theta$ to $\mathcal{H}$, see e.g., [1]-[4]. In this paper, we adopt the common hypothesis that $\|\boldsymbol{a}(\boldsymbol{\theta})\|=1 \forall \boldsymbol{\theta} \in \Theta$.

Continuous dictionaries contain an infinite uncountable number of elements and induce therefore new difficulties. As a matter of fact, trivial operations in the discrete setting may become challenging in the continuous framework. As a simple example, one can mention the well-known "atom selection" problem [5], [6]:

$$
\begin{equation*}
\text { Find } \boldsymbol{\theta}^{\star}=\underset{\boldsymbol{\theta} \in \Theta}{\arg \max }\langle\boldsymbol{a}(\boldsymbol{\theta}), \boldsymbol{r}\rangle \quad \text { for some } \boldsymbol{r} \in \mathcal{H} \tag{2}
\end{equation*}
$$

[^0]which only involves the evaluation of a finite number of inner products in the discrete setting but can turn out to be a difficult optimization task in the continuous framework.

In order to circumvent this problem, several contributions of the literature have proposed to tackle the infinite-dimensional nature of continuous dictionaries by resorting to "low-rank" approximations of $\boldsymbol{a}(\boldsymbol{\theta})$. More formally, the idea consists in approximating the elements of $\mathcal{A}$ as linear combinations of a few vectors $\left\{\boldsymbol{v}_{k}\right\}_{k=1}^{K}$ :

$$
\begin{equation*}
\hat{\boldsymbol{a}}(\boldsymbol{\theta}) \triangleq \sum_{k=1}^{K} \boldsymbol{v}_{k} c_{k}(\boldsymbol{\theta}) \tag{3}
\end{equation*}
$$

for some functions $\left\{c_{k}: \Theta \rightarrow \mathbb{R}\right\}_{k=1}^{K}$. This approach was for example used in [7]-[9] to transform "continuous" sparserepresentation problems into approximate (but tractable) finitedimensional ones. The quality of the approximation obtained with this strategy obviously depends on the choice of the vectors $\left\{\boldsymbol{v}_{k}\right\}_{k=1}^{K}$ and functions $\left\{c_{k}\right\}_{k=1}^{K}$. Several options were considered in [7], [9], [10]. In [7], the authors introduced the "Taylor" and "polar" approximations: the former is based on a Taylor decomposition of $\boldsymbol{a}(\boldsymbol{\theta})$; the latter is constructed so that $\hat{\boldsymbol{a}}(\boldsymbol{\theta})$ has a unit norm $\forall \boldsymbol{\theta} \in \Theta$ and interpolates $\boldsymbol{a}(\boldsymbol{\theta})$ for some $\left\{\boldsymbol{\theta}_{j}\right\}_{j=1}^{3}$. In [9], the authors suggested to use a singularvalue decomposition of $\boldsymbol{a}(\boldsymbol{\theta})$ to identify the approximation subspace minimizing the projection error in a $\|\cdot\|$-sense. In [10], the authors pointed out some connection between the approximations considered in [7] and [9].

In this paper we focus on families of parametric dictionaries exhibiting some form of translation invariance. More specifically, we consider the case where

$$
\begin{equation*}
\left\langle\boldsymbol{a}(\boldsymbol{\theta}), \boldsymbol{a}\left(\boldsymbol{\theta}^{\prime}\right)\right\rangle=\left\langle\boldsymbol{a}(\boldsymbol{\theta}-\boldsymbol{\tau}), \boldsymbol{a}\left(\boldsymbol{\theta}^{\prime}-\boldsymbol{\tau}\right)\right\rangle \tag{4}
\end{equation*}
$$

$\forall \boldsymbol{\theta}, \boldsymbol{\theta}^{\prime} \in \Theta$ and $\boldsymbol{\tau} \in \mathbb{R}^{d}$ such that $\boldsymbol{\theta}-\boldsymbol{\tau}, \boldsymbol{\theta}^{\prime}-\boldsymbol{\tau} \in \Theta$, that is the inner product between two atoms of the dictionary only depends on $\boldsymbol{\theta}-\boldsymbol{\theta}^{\prime}$. This setup is ubiquitous in many physical, chemical or biological problems where the observed signal is the linear combination of shifted copies of the system's impulse response, see e.g., [3], [11].

The present paper is mainly of theoretical nature. We address the following general question: is there some lowrank approximation of the form (3) which: (i) interpolates the original dictionary over some subset of parameters $\left\{\boldsymbol{\theta}_{j}\right\}_{j=1}^{J}$;
(ii) preserves the translation invariance of the original dictionary? A formal statement of the question addressed in this paper is given in Section II. In Section III, we introduce necessary and sufficient conditions for this question to have a positive answer. Moreover, we provide closed-form expressions to build such a dictionary if it exists. In Section IV, we show how the proposed conditions particularize to the case of parametric dictionaries with separable kernels. Finally, in Section V, we illustrate the approximation performance of the proposed approach when the target dictionary is made up of Gaussian isotropic atoms. We show that, as far as the considered setup is concerned, the proposed methodology outperforms standard Taylor approximation by orders of magnitude.

## II. Problem statement

We focus on low-rank approximations of the form (3) obeying the two following properties:

- Interpolation:

$$
\begin{equation*}
\hat{\boldsymbol{a}}(\boldsymbol{\theta})=\boldsymbol{a}(\boldsymbol{\theta}) \quad \text { for } \boldsymbol{\theta} \in\left\{\boldsymbol{\theta}_{j}\right\}_{j=1}^{J} \tag{5}
\end{equation*}
$$

- Translation invariance:

$$
\begin{equation*}
\left\langle\hat{\boldsymbol{a}}(\boldsymbol{\theta}), \hat{\boldsymbol{a}}\left(\boldsymbol{\theta}^{\prime}\right)\right\rangle=\lambda_{0}+\sum_{\ell=1}^{L} \lambda_{\ell} \cos \left(\boldsymbol{\omega}_{\ell}^{\mathrm{T}}\left(\boldsymbol{\theta}-\boldsymbol{\theta}^{\prime}\right)\right) \tag{6}
\end{equation*}
$$

for some $\left\{\lambda_{\ell}\right\}_{\ell=0}^{L}$ and $\left\{\boldsymbol{\omega}_{\ell}\right\}_{\ell=1}^{L}$.
Property (5) imposes that the approximation $\hat{\boldsymbol{a}}(\boldsymbol{\theta})$ perfectly interpolates the original atom $\boldsymbol{a}(\boldsymbol{\theta})$ for some values of the parameters $\left\{\boldsymbol{\theta}_{j}\right\}_{j=1}^{J}$. Property (6) enforces the inner product of the approximated atoms to obey a "raised-cosine" kernel. In particular, we note that satisfying (6) ensures the translationinvariance of $\hat{\boldsymbol{a}}(\boldsymbol{\theta})$.

In the rest of this section, we answer the two following questions: 1) is there some low-rank approximation $\hat{\mathcal{A}}=$ $\{\hat{\boldsymbol{a}}(\boldsymbol{\theta}): \boldsymbol{\theta} \in \Theta\}$ verifying properties (5) and (6)? 2) if such an approximation exists, how to build it? Before presenting our main result, we make two important remarks, which will allow us to give a more formal statement of the two above questions. First, in order to simplify our exposition, we assume that $\left\{\lambda_{\ell}\right\}_{\ell=0}^{L}$ and $\left\{\boldsymbol{\omega}_{\ell}\right\}_{\ell=1}^{L}$ are such that the right-hand side of (6) defines a semidefinite kernel. This assumption makes sense since the kernel induced by any family of parametric atoms must necessarily be positive semidefinite.

As shown in [12, Lemma 2], this assumption also implies (under mild conditions) that any family of atoms $\hat{\mathcal{A}}=\{\hat{\boldsymbol{a}}(\boldsymbol{\theta})$ : $\boldsymbol{\theta} \in \Theta\}$ verifying (6) spans a vector space of dimension $1_{\left\{\lambda_{0}>0\right\}}+2 L$, where $1_{\{\cdot\}}$ is the "indicator" function whose value is equal to one if the statement between brackets is true and zero otherwise. As a consequence, simple dimensionality considerations impose that any approximation of the form (3) verifying (6) must necessarily satisfy $K \geq 1_{\left\{\lambda_{0}>0\right\}}+2 L$. Hereafter, we consider the most natural case where $K=$ $1_{\left\{\lambda_{0}>0\right\}}+2 L$. In particular, this choice entails that $\lambda_{0}=0$ if $K$ is even and $\lambda_{0}>0$ if $K$ is odd.

As a second remark, let us mention that if the family of interpolated points $\left\{\boldsymbol{a}\left(\boldsymbol{\theta}_{j}\right)\right\}_{j=1}^{J}$ is free, it can only be contained in a vector subspace of dimension greater than or equal to $J$. Hence, any approximation of the form (3) verifying (5) must necessarily satisfy $J \leq K$. We consider hereafter the most natural case where $J=K$.

In summary, in the following we suppose that

$$
\begin{aligned}
J & =K \\
L & =\lfloor K / 2\rfloor
\end{aligned}
$$

where $\lfloor\cdot\rfloor$ returns the greatest integer less than or equal to its input argument. We also assume that the interpolated vectors $\left\{\boldsymbol{a}\left(\boldsymbol{\theta}_{j}\right)\right\}_{j=1}^{J}$ are linearly independent. In the sequel, in order to alleviate the presentation our results, we will always assume that the above hypotheses are verified without explicitly repeating them.

The main question addressed herefafter thus takes the following form:
Main Question. Is there a rank-K approximation (3) that interpolates a family of $K$ linearly independent atoms $\left\{\boldsymbol{a}\left(\boldsymbol{\theta}_{j}\right)\right\}_{j=1}^{K}$ and verifies (6) for some $\left\{\lambda_{\ell}\right\}_{\ell=0}^{\lfloor K / 2\rfloor}$ and $\left\{\boldsymbol{\omega}_{\ell}\right\}_{\ell=1}^{\lfloor K / 2\rfloor}$ ? If so, how to build such an approximation?

The answer to this question is provided in Theorem 1 below. We present necessary and sufficient conditions that ensure the existence of the desired approximation. Moreover, when it exists, we provide the closed-form expressions of $\left\{\boldsymbol{v}_{k}\right\}_{k=1}^{K}$ and $\left\{c_{k}(\boldsymbol{\theta})\right\}_{k=1}^{K}$ defining the approximation.

## III. Existence and construction

Our main result relates the existence of a low-rank approximation verifying (5)-(6) to some constraints on the Gram matrix of the family of interpolated atoms $\left\{\boldsymbol{a}\left(\boldsymbol{\theta}_{j}\right)\right\}_{j=1}^{K}$. More specifically, letting

$$
\begin{equation*}
\mathbf{G} \triangleq\left[\left\langle\boldsymbol{a}\left(\boldsymbol{\theta}_{i}\right), \boldsymbol{a}\left(\boldsymbol{\theta}_{j}\right)\right\rangle\right]_{i, j} \in \mathbb{R}^{K \times K} \tag{7}
\end{equation*}
$$

the following result holds:
Theorem 1. Let $K \in \mathbb{N}$. If there exists a family of atoms (3) satisfying (5)-(6), then

$$
\begin{equation*}
\mathbf{G}(i, j)=\lambda_{0}+\sum_{\ell=1}^{L} \lambda_{\ell} \cos \left(\boldsymbol{\omega}_{\ell}^{\mathrm{T}}\left(\boldsymbol{\theta}_{i}-\boldsymbol{\theta}_{j}\right)\right) \quad \forall i, j \tag{8}
\end{equation*}
$$

for some $\left\{\lambda_{\ell}\right\}_{\ell=0}^{L},\left\{\boldsymbol{\omega}_{\ell}\right\}_{\ell=1}^{L}$.
Conversely, assume there exist $\left\{\lambda_{\ell}\right\}_{\ell=0}^{L},\left\{\boldsymbol{\omega}_{\ell}\right\}_{\ell=1}^{L}$ and $\left\{\boldsymbol{\theta}_{j}\right\}_{j=1}^{K}$ such that (8) holds. Then, low-rank approximation (3) with

$$
\begin{align*}
c_{k}(\boldsymbol{\theta}) & =\lambda_{0}+\sum_{\ell=1}^{L} \lambda_{\ell} \cos \left(\boldsymbol{\omega}_{\ell}^{\mathrm{T}}\left(\boldsymbol{\theta}-\boldsymbol{\theta}_{k}\right)\right)  \tag{9}\\
\boldsymbol{v}_{k} & =\sum_{j=1}^{K} \boldsymbol{a}\left(\boldsymbol{\theta}_{j}\right) \mathbf{G}^{-1}(k, j), \tag{10}
\end{align*}
$$

verifies (6) and interpolates $\left\{\boldsymbol{a}\left(\boldsymbol{\theta}_{j}\right)\right\}_{j=1}^{K}$.

A proof of this result is available in the appendix of the paper. Theorem 1 provides necessary and sufficient conditions for our "Main Question" to have a positive answer. Interestingly, we see that the existence of a low-rank decomposition verifying (5)-(6) is exclusively conditioned on the existence of some particular factorization of the Gram matrix $\mathbf{G}$ (see condition (8)). Hence, Theorem 1 transforms the question of the existence of an interpolating and translation-invariant low-rank approximation into an algebraic problem where one must find a set of parameters $\left\{\lambda_{\ell}\right\}_{\ell=0}^{L},\left\{\boldsymbol{\omega}_{\ell}\right\}_{\ell=1}^{L}$ verifying equation (8).

As a general remark, we mention that the existence of decomposition (8) will depend on the nature of the original dictionary $\mathcal{A}$ and the choice of the interpolation parameters $\left\{\boldsymbol{\theta}_{j}\right\}_{j=1}^{K}$. Providing a general answer to this algebraic problem is therefore a broad question which is out of the scope of this paper. In what follows, we provide nevertheless two setups of practical interest where the conditions of our theorem can be verified (and a low-rank interpolating and translation-invariant approximation thus exists).

The first setup corresponds to the case where $\Theta \subseteq \mathbb{R}$ and the parameters $\left\{\boldsymbol{\theta}_{j}\right\}_{j=1}^{K}$ are equally spaced. In this case, the Gram matrix in (7) has a Toeplitz structure and a factorization of the form (8) always exists [13]. Moreover, the parameters $\left\{\lambda_{\ell}\right\}_{\ell=0}^{L},\left\{\boldsymbol{\omega}_{\ell}\right\}_{\ell=1}^{L}$ of this factorization can be evaluated via a generalized eigenvalue decomposition [13].

The generalization of previous setup to the multidimentional case (that is $\Theta \subseteq \mathbb{R}^{d}$ with $d>1$ and the parameters $\left\{\boldsymbol{\theta}_{j}\right\}_{j=1}^{K}$ lie on a regular cartesian grid) is more tedious to handle. In particular, to the best of our knowledge, there is no general answer in the literature to the question of the existence of a factorization (8) of the block-Toeplitz matrices G appearing in this case, see [14]. However, as a first result in this direction, we show in the next section that such a factorization exists for families of atoms that have a translation-invariant and separable kernel.

To conclude this section, let us mention that the expressions of the vectors $\left\{\boldsymbol{v}_{k}\right\}_{k=1}^{K}$ and functions $\left\{c_{k}\right\}_{k=1}^{K}$ provided in Theorem 1 only involve simple operations and are thus easy to evaluate numerically. Hence, the construction a low-rank dictionary verifying (5)-(6) is straightforward once the set of paremeters $\left\{\lambda_{\ell}\right\}_{\ell=0}^{L}$ and $\left\{\boldsymbol{\omega}_{\ell}\right\}_{\ell=1}^{L}$ satisfying conditions (8) has been identified.

## IV. Parametric dictionary with separable kernel

In this section, we particularize the general results stated in the previous section to a $d$-dimensional "separable" case. More particularly, we consider the setup where $\Theta=\left[-\frac{\Delta}{2}, \frac{\Delta}{2}\right]^{d}$ for some $\Delta>0$. Moreover, we assume that the family of atoms to be approximated $\mathcal{A}=\{\boldsymbol{a}(\boldsymbol{\theta}): \boldsymbol{\theta} \in \Theta\}$ has a separable translation-invariant kernel, that is, without loss of generality,

$$
\begin{equation*}
\left\langle\boldsymbol{a}(\boldsymbol{\theta}), \boldsymbol{a}\left(\boldsymbol{\theta}^{\prime}\right)\right\rangle=\prod_{n=1}^{d} \rho\left(\boldsymbol{\theta}(n)-\boldsymbol{\theta}^{\prime}(n)\right) \tag{11}
\end{equation*}
$$

for some positive semidefinite function $\rho:[-\Delta, \Delta] \rightarrow \mathbb{R}$, where $\boldsymbol{\theta}(n)$ denotes the $n$th component of $\boldsymbol{\theta}$. As mentioned at the very beginning of the paper, we also assume that the elements of $\mathcal{A}$ have unit norm, so that $\rho(0)=1$.

We show hereafter that a low-rank approximation obeying properties (5)-(6) can be constructed in that particular setup. We consider the case where $K=2 L=2^{d}$ and define the interpolating points as follows:

$$
\begin{equation*}
\left\{\boldsymbol{\theta}_{j}\right\}_{j=1}^{K} \triangleq\left\{\boldsymbol{\theta}=\frac{\Delta}{2} \mathbf{s}: \mathbf{s} \in\{-1,1\}^{d}\right\} \tag{12}
\end{equation*}
$$

Without loss of generality, we assume that the elements of $\left\{\boldsymbol{\theta}_{j}\right\}_{j=1}^{K}$ are ordered such that $\boldsymbol{\theta}_{j}=-\boldsymbol{\theta}_{j+L}, j=1, \ldots, L$. From Theorem 1, a low-rank decomposition of the form (3) verifying (5)-(6) exists if one can find $\left\{\lambda_{\ell}\right\}_{\ell=0}^{L},\left\{\boldsymbol{\omega}_{\ell}\right\}_{\ell=1}^{L}$ such that condition (8) holds. We identify below such $\left\{\lambda_{\ell}\right\}_{\ell=0}^{L}$ and $\left\{\boldsymbol{\omega}_{\ell}\right\}_{\ell=1}^{L}$. The construction of the desired interpolating and translation-invariant low-rank approximation then directly follows from (9)-(10) in Theorem 1. We first set

$$
\begin{equation*}
\lambda_{0}=0, \lambda_{\ell}=\frac{1}{L} \quad \ell=1, \ldots, L \tag{13}
\end{equation*}
$$

We consider moreover the following definition for $\left\{\boldsymbol{\omega}_{\ell}\right\}_{\ell=1}^{L}$ :

$$
\begin{equation*}
\boldsymbol{\omega}_{\ell}=\omega \operatorname{sign}\left(\boldsymbol{\theta}_{\ell}\right) \quad \ell=1, \ldots, L \tag{14}
\end{equation*}
$$

for some $\omega \in \mathbb{R}$. Simple trigonometric operations show that this choice leads to the following "symmetric separable" lowrank kernel:

$$
\left\langle\hat{\boldsymbol{a}}(\boldsymbol{\theta}), \hat{\boldsymbol{a}}\left(\boldsymbol{\theta}^{\prime}\right)\right\rangle=\prod_{n=1}^{d} \cos \left(\omega\left(\boldsymbol{\theta}(n)-\boldsymbol{\theta}^{\prime}(n)\right)\right)
$$

With this definition, we finally have that $\forall i, j$ :

$$
\left\langle\hat{\boldsymbol{a}}\left(\boldsymbol{\theta}_{i}\right), \hat{\boldsymbol{a}}\left(\boldsymbol{\theta}_{j}\right)\right\rangle=\prod_{n=1}^{d} \rho\left(\boldsymbol{\theta}_{i}(n)-\boldsymbol{\theta}_{j}(n)\right)
$$

if and only if

$$
\begin{equation*}
\omega=\frac{1}{\Delta} \arccos (\rho(\Delta)) \tag{15}
\end{equation*}
$$

## V. NumERICAL PERFORMANCE

We give below a numerical illustration of the performance achievable by the proposed approximation framework. The goal of this section is not to provide an exhaustive comparison between the proposed method and other procedures of the litterature, but rather to illustrate the potential benefits of taking the translation invariance of the dictionary into account.

We consider a target dictionary $\mathcal{A}$ of the form (11) with

$$
\rho(\tau)=\exp \left(-\tau^{2} / 2\right)
$$

This corresponds to the case where $\boldsymbol{a}(\boldsymbol{\theta})$ is an isotropic Gaussian function with unit variance and mean equal to $\boldsymbol{\theta} ; \mathcal{H}$ is then the set of square-integrable functions on $\Theta=\left[-\frac{\Delta}{2}, \frac{\Delta}{2}\right]^{d}$. We consider the case $d=2$ hereafter.

We construct a low-dimensional interpolating and translation-invariant approximation of this dictionary with
$K=2 L=4$ as described in Section IV. We refer to this approximation as "ITI" (interpolating translation-invariant) in what follows. In the rest of this section, we compare the accuracy of ITI to the two-dimensional version of the Taylor approximation considered in [7]. We focus on the Taylor approximation since the polar methodology introduced in [7] only tackles one-dimensional setups, and the SVD decomposition of [9] is not straightforwardly applicable to the "atom selection" problem considered below.

In Fig. 1, we evaluate the average square approximation error achieved by ITI and Taylor approximations (that is $\left.\int_{\Theta}\|\boldsymbol{a}(\boldsymbol{\theta})-\hat{\boldsymbol{a}}(\boldsymbol{\theta})\|^{2} d \boldsymbol{\theta}\right)$ as a function of $\Delta$. We see that both approximation methods improve their performance when $\Delta$ decreases since the range of functions to be approximated becomes smaller. Nevertheless, it can be noticed that the rate of decrease of the proposed ITI approximation $\left(\sim \mathcal{O}\left(\Delta^{4}\right)\right)$ is clearly superior to that of Taylor approximation $\left(\sim \mathcal{O}\left(\Delta^{2}\right)\right)$. This shows that accounting for the translation-invariance of the original dictionary into the low-rank approximation may be beneficial to improve the method accuracy.

In a second experiment, we assess the ability of the two approximations to solve accurately the "atom selection" problem (2). We consider the particular setup where $\boldsymbol{r}=\boldsymbol{a}(\boldsymbol{\theta})$ so that the solution of the problem simply reads $\boldsymbol{\theta}^{\star}=\boldsymbol{\theta}$. We then evaluate $\hat{\boldsymbol{\theta}}^{\star}$ by solving the following approximated "atom selection" problem as suggested in [10]

$$
\hat{\boldsymbol{\theta}}^{\star}=\underset{\boldsymbol{\theta}^{\prime} \in \Theta}{\arg \max }\left\langle\hat{\boldsymbol{a}}\left(\boldsymbol{\theta}^{\prime}\right), \boldsymbol{r}\right\rangle=\underset{\boldsymbol{\theta}^{\prime} \in \Theta}{\arg \max } \sum_{k=1}^{K}\left\langle\boldsymbol{v}_{k}, \boldsymbol{r}\right\rangle c_{k}\left(\boldsymbol{\theta}^{\prime}\right),
$$

and compute the bias $\mathbf{b}_{\boldsymbol{\theta}} \triangleq \hat{\boldsymbol{\theta}}^{\star}-\boldsymbol{\theta}$. Due to isotropy, the two components of the bias are identical and, due to separability, component $\mathbf{b}_{\boldsymbol{\theta}}(1)$ (resp. $\mathbf{b}_{\boldsymbol{\theta}}(2)$ ) is invariant with respect to $\boldsymbol{\theta}(2)$ (resp. $\boldsymbol{\theta}(1)$ ). Hence, we only represent the first component of the bias $\mathbf{b}_{\boldsymbol{\theta}}(1)$ as a function of $\boldsymbol{\theta}(1)$ in Fig. 2. We consider $\Delta=1$ and $\boldsymbol{\theta}(2)=0$ for this simulation.

We see that ITI and Taylor approximations have quite different behaviors: while the Taylor approximation is perfect at $\boldsymbol{\theta}=$ $\mathbf{0}$, it linearly drifts away from the exact location of $\boldsymbol{\theta}$ when the latter moves to the domain boundary. Conversely, the ITI approximation is tight (by construction) at $\boldsymbol{\theta}=( \pm \Delta / 2, \pm \Delta / 2)$, so that the bias vanishes at the boundaries. Due to central symmetry in the dictionary kernel it also vanishes at $\boldsymbol{\theta}=\mathbf{0}$ and reaches a maximal bias at $\boldsymbol{\theta}(1) \approx 0.3 \Delta$. The latter maximal bias is approximately seventeen times smaller than the maximal bias of the Taylor approximation. This shows that the good approximation performance emphasized in Fig. 1 has also a beneficial impact on the (approximated) resolution of the "atom selection" problem (2).

## VI. Conclusions

In this paper, we address the problem of finding a "good" low-rank approximation of a parametric dictionary $\mathcal{A}=$ $\{\boldsymbol{a}(\boldsymbol{\theta}): \boldsymbol{\theta} \in \Theta\}$. We focus on dictionaries satisfying a translation-invariance property and search for low-rank approximations preserving this feature. More specifically, we


Fig. 1. Averaged approximation error versus approximation scale $\Delta$.


Fig. 2. Location estimation bias with respect to location.
consider a family of translation-invariant approximations interpolating a subset of atoms $\left\{\boldsymbol{a}\left(\boldsymbol{\theta}_{j}\right)\right\}_{j=1}^{K}$ and investigate the two following questions: 1 ) is there some low-rank approximation $\hat{\mathcal{A}}=\{\hat{\boldsymbol{a}}(\boldsymbol{\theta}): \boldsymbol{\theta} \in \Theta\}$ verifying the desired interpolation and translation-invariance properties? 2) If such a dictionary exists, how to build it? Our main result is stated in Theorem 1. It provides a precise answer to these two questions. We show that the existence of $\hat{\mathcal{A}}$ is equivalent to the existence of some particular decomposition of the Gram matrix of the interpolated atoms. Upon the identification of such a decomposition, we provide closed-form expressions of the low-rank dictionary satisfying the desired interpolation and translation-invariance properties. We note that in the case of interpolated atoms on a regular grid, the Gram matrix problem decomposition is linked to the well-documented Vandermonde decomposition problem [14]. The Vandermonde decomposition is not fully resolved in the multi-dimensional case but we provide a solution to this problem in the particular case of a separable isotropic dictionary $\mathcal{A}$. Finally, we provide some numerical results showing that the proposed approximation exhibits better performance than its Taylor counterpart.
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## APPENDIX

In this appendix, we provide the technical details of the proof of Theorem 1. We denote

$$
\begin{equation*}
\hat{\rho}\left(\boldsymbol{\theta}-\boldsymbol{\theta}^{\prime}\right) \triangleq \lambda_{0}+\sum_{\ell=1}^{L} \lambda_{\ell} \cos \left(\boldsymbol{\omega}_{\ell}^{\mathrm{T}}\left(\boldsymbol{\theta}-\boldsymbol{\theta}^{\prime}\right)\right) \tag{16}
\end{equation*}
$$

and assume

$$
\begin{equation*}
\lambda_{\ell}>0, \quad \boldsymbol{\omega}_{\ell} \neq 0, \quad \boldsymbol{\omega}_{\ell} \neq \boldsymbol{\omega}_{\ell^{\prime}} \quad \forall \ell \neq \ell^{\prime} \quad \forall \ell, \ell^{\prime} \geq 1 \tag{17}
\end{equation*}
$$

We first introduce a remarkable identity which must be verified by kernels of the form (16).
Lemma 1. Let $\hat{\rho}\left(\boldsymbol{\theta}-\boldsymbol{\theta}^{\prime}\right)$ fulfil (16) and (17). Let $R \triangleq$ $1_{\left\{\lambda_{0}>0\right\}}+2 L$. Then, for any $\left\{\boldsymbol{\theta}_{j}\right\}_{j=1}^{R}$ such that

$$
\begin{equation*}
\mathbf{G}=\left[\hat{\rho}\left(\boldsymbol{\theta}_{i}-\boldsymbol{\theta}_{j}\right)\right]_{i, j} \in \mathbb{R}^{R \times R} \tag{18}
\end{equation*}
$$

is invertible, the following relation holds:

$$
\begin{equation*}
\hat{\rho}\left(\boldsymbol{\theta}-\boldsymbol{\theta}^{\prime}\right)=\sum_{i=1}^{R} \sum_{j=1}^{R} \mathbf{H}(i, j) c_{i}(\boldsymbol{\theta}) c_{j}\left(\boldsymbol{\theta}^{\prime}\right) \tag{19}
\end{equation*}
$$

where $c_{j}(\boldsymbol{\theta}) \triangleq \hat{\rho}\left(\boldsymbol{\theta}-\boldsymbol{\theta}_{j}\right)$ and $\mathbf{H}=\mathbf{G}^{-1}$.
Proof: From [12, Lemma 1], there exists a family of atoms $\hat{\mathcal{A}}=\{\hat{\boldsymbol{a}}(\boldsymbol{\theta}): \boldsymbol{\theta} \in \Theta\}$ verifying $\left\langle\hat{\boldsymbol{a}}(\boldsymbol{\theta}), \hat{\boldsymbol{a}}\left(\boldsymbol{\theta}^{\prime}\right)\right\rangle=\hat{\rho}\left(\boldsymbol{\theta}-\boldsymbol{\theta}^{\prime}\right)$ and, from [12, Lemma 2], $\operatorname{dim}(\operatorname{span}(\hat{\mathcal{A}}))=R$. Since $\left\{\boldsymbol{\theta}_{j}\right\}_{j=1}^{R}$ is such that $\mathbf{G}$ is invertible, the family $\left\{\hat{\boldsymbol{a}}\left(\boldsymbol{\theta}_{j}\right)\right\}_{j=1}^{R}$ is free. Therefore, any $\hat{\boldsymbol{a}}(\boldsymbol{\theta}) \in \hat{\mathcal{A}}$ can be expressed as

$$
\begin{equation*}
\hat{\boldsymbol{a}}(\boldsymbol{\theta})=\sum_{j=1}^{R} \hat{\boldsymbol{a}}\left(\boldsymbol{\theta}_{j}\right) \alpha_{j} \tag{20}
\end{equation*}
$$

where

$$
\begin{equation*}
\alpha_{j}=\sum_{i=1}^{R} \mathbf{H}(j, i)\left\langle\hat{\boldsymbol{a}}\left(\boldsymbol{\theta}_{i}\right), \hat{\boldsymbol{a}}(\boldsymbol{\theta})\right\rangle=\sum_{i=1}^{R} \mathbf{H}(j, i) c_{i}(\boldsymbol{\theta}) . \tag{21}
\end{equation*}
$$

Using (20)-(21), we have

$$
\left\langle\hat{\boldsymbol{a}}(\boldsymbol{\theta}), \hat{\boldsymbol{a}}\left(\boldsymbol{\theta}^{\prime}\right)\right\rangle=\sum_{i=1}^{R} \sum_{j=1}^{R} \mathbf{H}(i, j) c_{i}(\boldsymbol{\theta}) c_{j}\left(\boldsymbol{\theta}^{\prime}\right)
$$

We finally obtain (19) by noticing that $\left\langle\hat{\boldsymbol{a}}(\boldsymbol{\theta}), \hat{\boldsymbol{a}}\left(\boldsymbol{\theta}^{\prime}\right)\right\rangle=$ $\hat{\rho}\left(\boldsymbol{\theta}-\boldsymbol{\theta}^{\prime}\right)$ by definition.

We are now ready to prove our main result:
Proof of Theorem 1: The direct part of the theorem directly follows from (5)-(6) and the definition of matrix (8).

The converse part can be shown as follows. Assume that there exist $\left\{\lambda_{\ell}\right\}_{\ell=0}^{L}$ and $\left\{\boldsymbol{\omega}_{\ell}\right\}_{\ell=1}^{L}$ such that (8) holds. We then obtain from (8) and (9):

$$
\begin{equation*}
\mathbf{G}(i, j)=c_{j}\left(\boldsymbol{\theta}_{i}\right) \tag{22}
\end{equation*}
$$

We note that since $\left\{\boldsymbol{a}\left(\boldsymbol{\theta}_{j}\right)\right\}_{j=1}^{K}$ is assumed to be free, Gram matrix $\mathbf{G}$ is invertible. Using (22), we thus have

$$
\begin{equation*}
\sum_{k=1}^{K} \mathbf{G}^{-1}(k, j) c_{k}\left(\boldsymbol{\theta}_{i}\right)=\delta_{i-j} \tag{23}
\end{equation*}
$$

Combining (3) and (10) with this identity leads to

$$
\begin{align*}
\hat{\boldsymbol{a}}\left(\boldsymbol{\theta}_{i}\right) & =\sum_{k=1}^{K} \boldsymbol{v}_{k} c_{k}\left(\boldsymbol{\theta}_{i}\right) \\
& =\sum_{j=1}^{K} \boldsymbol{a}\left(\boldsymbol{\theta}_{j}\right) \sum_{k=1}^{K} \mathbf{G}^{-1}(k, j) c_{k}\left(\boldsymbol{\theta}_{i}\right) \\
& =\sum_{j=1}^{K} \boldsymbol{a}\left(\boldsymbol{\theta}_{j}\right) \delta_{i-j}=\boldsymbol{a}\left(\boldsymbol{\theta}_{i}\right) \tag{24}
\end{align*}
$$

This shows that (5) is verified.
Moreover, using (3) and (9)-(10) we have that

$$
\left\langle\hat{\boldsymbol{a}}(\boldsymbol{\theta}), \hat{\boldsymbol{a}}\left(\boldsymbol{\theta}^{\prime}\right)\right\rangle=\sum_{i=1}^{K} \sum_{j=1}^{K} \mathbf{G}^{-1}(i, j) c_{i}(\boldsymbol{\theta}) c_{j}\left(\boldsymbol{\theta}^{\prime}\right)
$$

(6) then directly follows from Lemma 1.
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