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ABSTRACT
Antisparse coding aims at spreading the information uni-
formly over representation coefficients and can be expressed
as the solution of an `∞-norm regularized problem. In this
paper, we propose a new methodology, coined “safe squeez-
ing”, accelerating the computation of antisparse represen-
tations. The idea consists in identifying saturated entries of
the solution via simple tests and compact their contribution
to achieve some form of dimensionality reduction. Numer-
ical experiments show that the proposed approach leads to
significant computational gain.

Index Terms— antisparse coding, safe squeezing, scaled
projected gradient, convex optimization

1. INTRODUCTION

Over the past decades, convexity has proven to be a powerful
tool for regularizing ill-posed inverse problems. For example,
the “`1-norm” penalty has been widely advocated for promot-
ing sparsity in the solution of an optmization problem. When
combined with a quadratic discrepancy, such a regularizing
function leads to the well-known LASSO problem. Two ele-
ments grounding the success of the LASSO are the existence
of guarantees ensuring the robust identification of sparse vec-
tors (see [1]) and the advent of numerical procedures able to
solve efficiently large-scale problems e.g.,[2].

Of particular interest in this paper is an acceleration
method first proposed by El Ghaoui et al. in the context of
sparsity-promoting convex problems, namely “safe screen-
ing” [3]. This acceleration procedure revolves around two
ingredients. First, the solutions of such optimization prob-
lems are known to contain many zeros, see e.g, [1, Th 3.1] for
the LASSO. Second, if the positions of (some of) the zeros
in the solution are known, the optimization problem can be
transformed into a problem of smaller dimension, potentially
resulting in huge memory and computational savings.

Over the past few years, safe screening has sparked a
surge of interest in the LASSO literature e.g., [4–7] and be-
yond `1 regularization [8–10]. However, up to our knowl-
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edge, all these contributions exclusively focus on the resolu-
tion of “sparsity-promoting” problems. In this paper, we show
that the principles ruling safe screening can be extended to a
family of convex optimization problems of different nature,
namely antisparse coding. More particularly, we address the
following problem:

x? ∈ arg min
x∈Rn

1
2‖y −Ax‖22 + λ‖x‖∞, (1)

where y ∈ Rm is an observation vector, A ∈ Rm×n a rep-
resentation matrix and λ > 0 a penalization parameter. In (1)
the admissible range of the coefficients x is penalized through
an `∞-norm. For this reason, the solutions of (1) are some-
times referred to as “antisparse” or “spread” since, contrary
to the LASSO problem, they are known to be dense with many
“saturated” entries satisfying

|x?(i)| = ‖x?‖∞. (2)

Spreading the information uniformly over the coefficients of a
representation is a desirable property in various applications,
see e.g., [11–16].

From a numerical point of view, although generic convex
optimization tools may be applied to problem (1), the design
of algorithms specifically dedicated to this problem has re-
ceived much less attention than its `1 counterpart. In this con-
tribution, we show that the main principles underlying “safe
screening” may be extended to problem (1). To be more pre-
cise, we first show that (1) can be reduced into a problem of
smaller dimension when some “saturated” components of the
solution x? are identified. We then propose a new method-
ology, coined “safe squeezing”, allowing to uncover some of
the saturated components of the solution

The rest of the paper is organized as follows. Section 2
describes the proposed safe squeezing methodology and the
problem’s dimensionality reduction it induces. In Section 3
we discuss an algorithmic solution to solve the equivalent “re-
duced” optimization problem. In Section 4, we illustrate the
performance of the proposed methodology in numerical ex-
periments. Concluding remarks are made in Section 5. For
sake of briefness, the proofs of our results are omitted in this
paper but can be found in [17].



2. SAFE SQUEEZING

Prior to presenting our proposed safe squeezing methodology,
we state two working hypotheses that are assumed to be met
along the paper. First, we assume that

0 < λ <
∥∥ATy

∥∥
1
. (3)

The left inequality prevents from removing the penalization
of problem (1); the right inequality ensures that the solution
of problem (1) is not the all-zero vector 0n. For future use,
we introduce the notation λmax ,

∥∥ATy
∥∥

1
. Second, we as-

sume that (1) admits one unique minimizer x?. The reader is
referred to [17] for a discussion on the case where the latter
condition is not met.

2.1. Dimensionality reduction via saturation detection

In this section, we illustrate how the knowledge of the posi-
tions of saturated entries in x? can lead to memory and com-
plexity savings in the resolution of (1). Let

I?+ , {i | x?(i) = +‖x?‖∞}, (4a)

I?− , {i | x?(i) = −‖x?‖∞}, (4b)

be the sets of positive and negative saturated components of
x?, and I? = I?− ∪ I?+. Then, for any I = I+ ∪ I− with
I+ ⊆ I?+ and I− ⊆ I?−, problem (1) can equivalently1 be
rewritten as

(w?,q?) ∈ arg min
(w,q)∈R×Rn−card(I)

1
2‖y −AĪq− sw‖22 + λw

subject to q ≤ w, −q ≤ w (5)

where AĪ denotes the submatrix of A whose columns in-
dexed by I have been removed, “q ≤ w” means “q(i) ≤ w
for all i” and

s ,
∑
i∈I+

ai −
∑
i∈I−

ai. (6)

Problem (5) has to be understood as follows: once the position
and the sign of (some of) the saturated entries are known, their
contribution in the reconstruction of y can be compacted into
a single vector. This is the meaning of vector s in (6), and w
is meant to be the absolute value of the saturation. Then, the
two constraints±q ≤ w ensures that the absolute value of the
coefficients weighting the elements of AĪ is no larger than w.

Note that although the two problems are equivalent, their
dimensionality can be quite different: whereas the initial
problem manipulates n-dimensional variables, problem (5)
only involves n − card(I) + 1 variables. We are particu-
larly interested in the limit case when I = I? where the
dimensionality reduction may be quantified by the following
lemma [17, Lemma 1]:

1that is, for all subset I ⊆ I?, there exists a bijection between the solu-
tion of (5) and the solution of (1).

Lemma 1. If kruskal(A) = m then card(I?) ≥ n−m+ 1.

Here, kruskal(A) denotes the Kruskal rank of A and corre-
sponds to the smallest number of columns of A that are lin-
early dependent. As a corollary of Lemma 1, when I = I?,
the size of problem (5) potentially drops down tom, resulting
in a dramatic dimensionality reduction. Hence, addressing (5)
instead of (1) is obviously of interest to save computational re-
sources. However, the relevance of problem (5) is conditioned
to the identification of a (large) subset of I?. This problem is
addressed in the next section.

2.2. Safe squeezing test

In this section, we present our proposed safe squeezing pro-
cedure. It consists in a test ensuring that an index i belongs to
I?, and relies on the following result [17, Theorem 1]:

Theorem 1. Let I ⊆ I? and

u? = arg max
u∈UI

1
2‖y‖

2
2 −

1
2‖y − u‖22 (7)

where
UI ,

{
u :
∥∥AT
Iu
∥∥

1
+ sTu ≤ λ

}
(8)

and s is defined as in (6). Then,

∀i :
∣∣aT
i u

?
∣∣ > 0⇒ i ∈ I?sign(aT

i u?). (9)

In other words, the left-hand-side of (9) ensures that the i-th
entry of x? — the solution of (1) — belongs to I? as soon the
i-th column of A is not orthogonal to some vector u? defined
in (7). We emphasize that when some i passes the test, the sign
of the saturation is also an output of the test. A proof of this
result can be found in [17, App. A]. In a few words, (9) results
from a complementary slackness condition. We also mention
that (7) corresponds to the dual problem of (5) while (8) de-
fines the dual feasible set. For this reason, any vector u ∈ UI
will be refer to as dual feasible.

Unfortunately, in practice, identifying a maximizer of (7)
turns out to be as difficult as solving the initial optimization
problem (5). To overcome this issue, we now device a relaxed
version of the test presented in (9) to identify subsets of I?
with a low computational burden. Given some c ∈ Rm and
r > 0, let

B(c, r) , {u ∈ Rm | ‖u− c‖2 ≤ r} (10)

be some spherical region such that

u? ∈ B(c, r). (11)

In the screening literature, such a subset is usually referred to
as “safe sphere” and the same convention is used hereafter.
Then, the following result holds true (see [17] for the proof)

Theorem 2 (Safe sphere squeezing test). If u? ∈ B(c, r),
then ∣∣aT

i c
∣∣ > r ‖ai‖2 ⇒ i ∈ I?sign(aT

i c). (12)



In other words, the squeezing test (12) provides a practical
way of testing whether i ∈ I? since it only requires to evalu-
ate a single inner product (as long as a safe sphere B(c, r) is
available). However, we emphasize that passing (12) is only
a sufficient condition for i ∈ I?. Obviously, the performance
of the safe sphere squeezing test depend on the choice of the
center and the radius of the safe sphere.

2.3. Construction of the GAP safe spheres

In this section, we elaborate on the construction of safe
spheres, i.e., regions B verifying (11). In this task, we can
benefit from the recent developments in the screening litera-
ture since several safe spheres derived in the context of safe
screening for LASSO can be reused for safe squeezing up
to minor modifications. The rationale behind this result is
that the LASSO dual problem shares the same cost function
as problem (7) but with a definition of the dual feasible set
different from (8), see e.g., [6, Eq. (2)]. In addition, many
safe spheres proposed in the context of safe screening does
not rely on the specific definition of the dual feasible set.

In this work, we focus on the “GAP” sphere proposed
in [4], which can be extended as follows in the context of
safe squeezing: for any I ⊆ I? and (w,q,u) verifying

q ≤ w, −q ≤ w, u ∈ UI , (13)

where UI has been defined in (8), the sphere B(c, r) with

c = u

r =
√

2 gap(w,q,u)
(14)

and

gap(w,q,u) = 1
2‖y −AĪq− sw‖22 + λw

− ( 1
2‖y‖

2
2 −

1
2‖y − u‖22) (15)

is safe for problem (7). The interest of the GAP sphere is
twofold. First, using [18, Proposition 5.2.1], one can show
that there is no duality gap between (5) and (7). Hence, par-
ticularizing the GAP sphere to w?,q?,u?, one obtains r = 0
and the GAP sphere squeezing test (12) boils down to (9).
Second, the duality gap is a standard stopping criterion in op-
timization. In this context, computing the radius of the GAP
sphere can thus be done at no extra computational cost.

The last computational difficulty in evaluating (14) stands
in the identification of a dual feasible point (that is u ∈ UI).
However, the “dual scaling” procedure proposed in [3, Sec-
tion 3.3] can be extended to the present setup. More precisely,
given any z ∈ Rm, straightforward calculations show that

u =

{
z if

∥∥AT
Ī z
∥∥

1
+ sTz ≤ 0,

λ

‖AT
Īz‖1+sTz

z otherwise. (16)

is dual feasible. Note that (16) only requires the computation
of card(Ī) + 1 inner products in Rm.

3. PROPOSED ALGORITHM

3.1. A projected gradient algorithm

The reduced problem (5) obtained after squeezing is struc-
turally different from (1). Therefore, numerical procedures
devised to solve (1) (e.g., [14]) cannot be re-used to ad-
dress (5). We notice, however, that (5) is a quadratic program
with linear constraints and the latter can therefore be solved
with standard convex optimization techniques. In [17], we
particularize a (rescaled) projected gradient algorithm [18,
Section 2.3] to solve (5). Starting from a current estimate
(q(t), w̃(t)), each iteration consists in repeating the three
following steps. First, during the gradient step, the current
iterate is updated in the direction of the negative gradient of
the cost function. Second, the projection step requires pro-
jecting the updated estimate onto the convex set defined by
the linear constraints of problem (5). Although this projection
does not admit any closed-form solution, we propose in [17]
a procedure that computes it exactly in a finite and upper-
bounded number of steps. Finally, the last step consists in a
convex combination of the current update of the iterate and
(q(t), w̃(t)). The interested reader is referred to [17, Section
4.B] for a fully-detailled explanation of the method.

3.2. Static versus dynamic squeezing

Similarly to screening methods, the proposed safe squeezing
procedure can be used either in a “static” or a “dynamic”
way. Static squeezing refers to the case where (12) is applied
once for all (with I = ∅) on the columns of matrix A be-
fore the application of a numerical optimization procedure. In
the numerical experiments presented in this paper, we will
rather focus on dynamic squeezing where the tests are inter-
leaved with the iterations of the projected gradient algorithm
described above. For this reason, our method will be referred
to as squeezing Projected Gradient (sPG) in what follows. In
such a setting, each test leverages the current estimate (at iter-
ation t) to gradually narrow the safe region and (hopefully) in-
crease the number of saturated entries detected by squeezing
test (12). Here, since the proposed projected gradient method
only produces a couple of primal iterates (w(t),q(t)) at each
iteration, we compute a dual feasible point by dual scaling of
z = y − w(t)s−AĪq

(t) (see (16)).

4. NUMERICAL EXPERIMENTS

In this section, we assess the performance of the squeezing
methodology presented in Section 2. For the two experiments,
our simulation setup is as follows. For each trial, new realiza-
tions of dictionary A and observation y are generated. The
observation y is drawn according to a standard normal dis-
tribution. The entries of matrix A are i.i.d. realizations of a
uniform distribution on [0, 1]. The columns of A are then nor-
malized such that ‖ai‖2 = 1 for all i. Note that we only con-
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Fig. 1. Proportion of saturated entries as a function of λ⁄λmax

and the number of iterations T .

sider one family of dictionaries due to space limitation. We
refer the reader to [17] for additional experiments. Finally,
for the two experiments, we set (m,n) = (100, 150) so that
A ∈ R100×150.

4.1. Proportion of saturated entries detected

We first explore the effectiveness of the squeezing procedure
for several values of the regularization parameter λ. In partic-
ular, we are interested in the number of iterations needed to
identify all the saturated entries.

Figure 1 presents the proportion of saturated entries
that passes the GAP sphere squeezing test (12) as a func-
tion of the number of iterations T of the projected gradi-
ent method. These results have been obtained by averaging
the following setup 20 times. For each couple of realiza-
tion (A,y), problem (1) is solved ∀λ such that λ⁄λmax ∈{

10−0.05`
}31

`=1
(recall that λmax has been defined in (3)) with

sPG. In particular, the solver is run until a duality gap of 10−9

is reached. The resulting “high accuracy solution” is used to
identified the total number of saturated entries.

One observes that a large proportion of saturated entries
is detected after a few iterations. We note that the proposed
GAP sphere squeezing test remains relevant even when the
ratio λ⁄λmax becomes small.

4.2. Gains in the computation of solution paths

The main interest of safe squeezing is to reduce computation
costs. Hence, in this second experiment, we investigate the
computational burden needed to compute solutions paths to
a prescribed accuracy with (resp. without) safe squeezing.
More precisely, the total number of operations2 needed to

2We restrict our attention to multiplications since they entail a much
higher computational burden than additions in floating-point arithmetic.
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Fig. 2. Number of operations needed to compute a solution
path as a function of the duality gap for FITRA [14] and sPG.

compute these paths with different solvers are compared. De-
pending on the type of implementation (sequential or paral-
lel), such a figure of merit can be interpreted as either com-
putational or energy savings. More precisely, we consider a
sequential implementation of antisparse coding where the so-
lution of (1) is computed for λ`/λmax = 10−0.025` for ` ∈
{1, . . . , 60} and up to different accuracy in terms of dual-
ity gap. For each λ`, we search for a solution of (1) with
each iterative procedures initialized with the solution obtained
for λ` − 1 (warm start). Finally, we compare sPG (see Sec-
tion 3) to FITRA [14] a accelerated proximal gradient algo-
rithm, which is currently the state of the art to solve (1).

Figure 2 illustrates the computational cost of each path
seen as a function of the target duality gap. The results are av-
eraged over 20 realizations. One observes that the proposed
safe squeezing methodology leads to substantial gains. For
example, sPG requires more than 2 times less operations than
FITRA as soon as the target duality gap is smaller than 10−2.
The gain of the proposed procedure increases for higher ac-
curacies: one can obtain savings of one order of magnitude
when the target duality gap is equal to 10−6.

5. CONCLUSIONS

In an effort to speed up the computation of antisparse rep-
resentations in the context of large-scale scenarios, we pro-
posed a new methodology, dubbed safe squeezing, to detect
saturated entries in the solution of the optimization problem.
The proposed procedure enables to transform the initial prob-
lem into another (equivalent) problem of smaller dimension,
allowing for potentially dramatic complexity reduction. Nu-
merical simulations demonstrated the practical benefits of our
methodology. Future work includes the design of squeezing
tests based on safe regions having more refined geometries
such as dome [19, 20].
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