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Computing a Lattice Basis Revisited

Jianwei Li† Phong Q. Nguyen†

Abstract

Given \((a, b) \in \mathbb{Z}^2\), Euclid’s algorithm outputs the generator \(gcd(a, b)\) of the ideal \(a\mathbb{Z} + b\mathbb{Z}\). Computing a lattice basis is a high-dimensional generalization: given \(a_1, \ldots, a_n \in \mathbb{Z}^n\), find a \(\mathbb{Z}\)-basis of the lattice \(L = \{ \sum_{i=1}^n x_i a_i : x_i \in \mathbb{Z} \}\) generated by the \(a_i\)’s. The fastest algorithms known are HNF algorithms, but are not adapted to all applications, such as when the output should not be much longer than the input. We present an algorithm which extracts such a short basis within the same time as an HNF, by reduction to HNF. We also present an HNF-less algorithm, which reduces to Euclid’s extended algorithm and can be generalized to quadratic forms. Both algorithms can extend primitive sets into bases.
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1 Introduction

Let \(a_1, \ldots, a_n \in \mathbb{Z}^n\) be integer vectors. They generate the set \(L = \{ \sum_{i=1}^n x_i a_i : x_i \in \mathbb{Z} \}\) formed by all integral linear combinations of the \(a_i\)’s: this set is a subgroup of \(\mathbb{Z}^m\), and is therefore an integer lattice. It follows that if there are \(d \leq \min(m, n)\) linearly independent vectors \(b_1, \ldots, b_d \in \mathbb{Z}^m\) such that \(L = \{ \sum_{i=1}^d x_i b_i : x_i \in \mathbb{Z} \}\): such vectors are called a basis of the lattice \(L\). Computing such a \(\mathbb{Z}\)-basis \(B = (b_1, \ldots, b_d)\) from \(A = (a_1, \ldots, a_n)\) is a classical problem:

- It is a high-dimensional generalization of the gcd problem, for which \((m, n) = (1, 2)\).
- It can be generalized to quadratic forms: transform a given positive semi-definite integral quadratic form into an equivalent positive definite integral quadratic form (see [Coh93, p. 79]). Namely, given a positive semi-definite integral matrix \(P \in \mathbb{Z}^{d \times d}\), find a unimodular matrix \(U \in \mathbb{Z}^{d \times d}\) such that \(U P U^t = \begin{pmatrix} 0_{(n-d) \times (n-d)} & 0_{(n-d) \times d} \\ 0_{d \times (n-d)} & Q \end{pmatrix}\), where \(Q \in \mathbb{Z}^{d \times d}\) is positive definite. In particular, \((x P x, x \in \mathbb{Z}^d) = (y Q y, y \in \mathbb{Z}^d)\).

It is often used as a subroutine [Poh87, BP87, Ajt96, GPV08]. This is because a basis is required by many tasks, yet many lattices arising in applications are not given by an explicit basis: for instance, given bases of two lattices \(L_1, L_2\), one might be interested in computing a basis of \(L_1 \cap L_2\), which can be reduced to the basis problem by duality [MG02].

It is well-known that computing a basis can be done in polynomial time. The fastest algorithms known do not run in time quasi-linear in the input size: instead, the time is polynomial in the dimension and quasi-linear w.r.t. the size of the entries of the input vectors. Until now, there has only been two kinds of “quasi-linear” algorithms:

- Canonical form algorithms such as Hermite normal form (HNF) and Smith normal form (SNF) algorithms. However, the HNF can be much bigger than the input generators: in fact, most HNFs have entries as large as the determinant (see [Maz11]). On the other hand, input generators might be arbitrarily smaller than the determinant. There is a similar issue with SNF algorithms (see App. A.2).
- Generalizations of LLL to linearly dependent vectors. LLL algorithms [LLL82] are the fastest lattice basis reduction algorithms: given any basis, they compute a so-called LLL-reduced basis [LLL82]. Most can be modified to take as input possibly linearly dependent vectors [Poh87], but are more expensive than HNF algorithms. However, several applications of basis algorithms further require that the output basis is not much longer than the input generators, making HNF unsuitable, without needing the full power of LLL reduction.

One example is when given a basis \(B = (b_1, \ldots, b_d)\) of a lattice \(L\), one would like to find a basis of \(L\) of the form \((p_1, \ldots, p_n)^t\), without basis vector after \(p\), much longer than those of \(B\) (see [Sie89, MvTW08]). A useful case is when \(L = \mathbb{Z}^n\) and \(B\) is the canonical basis, which appears in blockwise lattice reduction algorithms [Sch87, GN08]. In such applications, one cannot tolerate a too large increase, because one needs to call this subroutine many times.

Another example is the generation of random bases (crucial in pruned enumeration [GNR10]): although there is no natural distribution over bases, it is useful to generate bases in a random way within a prescribed length, which can be done by applying the basis algorithm to sufficiently many random lattice vectors with discrete Gaussian distribution (generated by a sampler [GPV08]). Here, the output basis only depends on the lattice, the Gaussian parameters and the randomness.
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In such applications, HNF algorithms do not work, and neither does a combination of HNF+LLL, because LLL’s output may still be much longer than the input generators.

Our results. We present fast algorithms to compute short bases. To do so, we first introduce weak notions of reduction:

- We define a partial order on matrices such that if a basis $B$ is lower than a generating set $A$, its Gram-Schmidt orthogonalization (GSO) $B'$ is never longer than that of $A$, which is useful in complexity reductions among lattice problems [CN97, MG02] and in lattice-based cryptographic constructions [GPV08].

- This partial order is not sufficient to force the output $B$ not to be much longer than the input $A$. To achieve this, it can be strengthened by LLL’s so-called size-reduction, in which case $|B| \leq \sqrt{d} \times |A|$ where $d$ is the rank of $B$ and $\| \cdot \|$ denotes the maximal Euclidean norm of the matrix vectors. We introduce a cheaper but weaker strengthening called loose reduction, which guarantees that $|B| \leq d \times |A|$. Our first basis algorithm is obtained by adapting and improving the Cai-Nerurkar/Micciancio-Goldwasser (CNMG) algorithm [CN97, MG02]: this is an algorithmic version of an elementary result proved by Siegel [Sie89, Theorem 18], stating that a linearly independent vectors of an $n$-rank lattice $L$ can be linearly transformed into a basis of $L$, using a triangular transformation with diagonal coefficients less than 1 in absolute value. A simple modification leads to a short basis algorithm requiring two HNF computations, but also relying on LLL’s size-reduction, therefore running in time $O(\max(m,n)^{4+\varepsilon} \log^{1+\varepsilon} |A|)$ for any $\varepsilon > 0$, where $A \in \mathbb{Z}^{n \times m}$ denotes the input generators. We present a faster variant, which computes a loosely-reduced basis in time $O(\max(m,n)^{\theta+1+\varepsilon} \log^{1+\varepsilon} |A|)$ where $\theta < 2.3728639$ [Gal14] is the matrix multiplication exponent, i.e. as fast as computing $A$’s GSO [Sto96a, Cor. 10] or HNF [Sto00, Chap. 6].

Historically, lattice algorithms were introduced in terms of quadratic forms. However, HNF-based algorithms usually cannot be generalized to quadratic forms because there is no HNF analogue for integral quadratic forms. Thus, we also present a direct “quasi-linear” basis algorithm which does not rely on the HNF, but has the same guarantees on the quality of the output basis: it has a worse running time, but is a simple generalization of Euclid’s extended algorithm (XGCD). Unlike the first algorithm, it only uses the inner products of the input vectors, and can therefore be generalized to quadratic forms: it transforms a positive semi-definite integral quadratic form into an equivalent positive definite integral quadratic form. Generalizations of LLL [Pol87] can also perform the latter task, but a proof that the corresponding unimodular transformation can be computed in polynomial time seems to be missing in the literature.

Both algorithms are reasonably simple to implement and do not require floating-point arithmetic.

Table 1 summarizes the worst-case bit-complexity of the fastest basis algorithms, with or without fast integer arithmetic and/or fast matrix multiplication. Without fast integer arithmetic and without fast matrix multiplication, the worst-case complexity of our first algorithm is essentially $O(mnd^3 \log^2 |A|)$, which is that of size reduction.

| Algorithm | Time complexity with/without fast integer arithmetic | Upper bound on $|B|$ |
|-----------|---------------------------------|------------------|
| Storjohann HNF algorithm [Sto00] | $(\theta + 1 + \varepsilon, 1 + \varepsilon)$ | $\|B\| \leq \|A\|$ |
| Storjohann SNF algorithm [Sto00] | $(\theta + 1 + \varepsilon, 1 + \varepsilon)$ | $\|B\| \leq \|A\|$ |
| LLL-variant [HPS11] with modification | $(8 + \varepsilon, 1 + \varepsilon)$ | $\|B\| \leq \|A\|$ |
| $L^*$ [NSV11] with floating-point arithmetic | $(5 + \varepsilon, 1 + \varepsilon)$ | $\|B\| \leq \|A\|$ |
| First HNF [Sto00] then NS-algorithm [NS16] | $(5 + \varepsilon, 1 + \varepsilon)$ | $\|B\| \leq \|A\|$ |
| Modified CNMG algorithm [CN09, MG02] | $(4 + \varepsilon, 1 + \varepsilon)$ | $\|B\| \leq \|A\|$ |
| Our XGCD-based basis algorithm | $(5 + \varepsilon, 1 + \varepsilon)$ | $\|B\| \leq \|A\|$ |
| Our HNF-based basis algorithm | $(\theta + 1 + \varepsilon, 1 + \varepsilon)$ | $\|B\| \leq \|A\|$ |

Overview. Let $A = (a_1, \ldots, a_n) \in \mathbb{Z}^{n \times m}$ of rank $d$ be the input generators to both basis algorithms. We use row-representation of both basis and matrices.

Our first algorithm is based on identifying a special class of short bases (“lower” than $A$) for lattices of the form $L(A) = \mathbb{Z}^r A$ and $\overline{L(A)} = \text{span}(L(A)) \cap \mathbb{Z}^m$. These bases are of the form $CA$, where $C$ is the dual basis of a well-chosen HNF. Because of the HNF structure, the integer matrix $CA$ can be efficiently computed without explicitly computing the rational matrix $C$, and further loosely reduced. We thus obtain short bases of $L(A)$ and $\overline{L(A)}$ in the same time as HNF. For $\overline{L(A)}$, a single HNF suffices but for $L(A)$ itself, we need two, because the required HNF cannot be computed directly from $A$.

Our second algorithm is a “quasi-linear” variant of the Li-Nguyen basis algorithm [LN14, Alg. B.1]. It is an incremental algorithm, which reduces the problem to the setting where all input vectors (barring the last one) are linearly independent. Then the projections of the last two vectors orthogonally to the first $n - 2$ vectors generate a one-rank lattice, whose basis can be found by Euclid’s XGCD algorithm. By repeating this process quadratically many times, one finally obtains a basis. We use LLL’s size reduction to guarantee that the final basis is “short” and that all intermediate entries remain polynomially bounded.
We use row-representation of both vectors and matrices throughout this paper: bold lower case letters and upper case letters denote row vectors and matrices, respectively. The ring of $n \times m$ matrices with coefficients in the ring $\mathbb{R}$ is denoted by $\mathbb{R}^{n \times m}$, and we identify $\mathbb{R}^n$ with $\mathbb{R}^{1 \times n}$. The $n \times n$ identity matrix and $s \times t$ zero matrix are denoted by $I_n$ and $0_{s \times t}$, respectively. For a matrix $A = (a_{ij}) = (a_1, \ldots, a_n)$ of $n$ rows, we let $\|A\|_\infty = \max_{1 \leq i \leq n} |a_{ij}|$ and $\|A\| = \max \{\|a_1\|, \ldots, \|a_n\|\}$, where $\|\|$ is the Euclidean norm. We denote the set $\mathbb{Z}[A] = \mathbb{Z}a_1 + \cdots + \mathbb{Z}a_n$ by $L(A)$ or $L(a_1, \ldots, a_n)$. The size of an object is the length of its binary representation. The notation $\log(\cdot)$ stands for the base 2. Let $\lceil \cdot \rceil$ denote the nearest integer rounding such that $[x] = x - \frac{1}{2}$ if $x \in \mathbb{Z} + \frac{1}{2}$.

**Complexity model.** Let $M(t)$ denote the number of bit operations required to multiply two $t$-bit integers. Following [HM91, SL96], let $\mathcal{B}(t)$ bound the number of bit operations both to execute Euclid’s extended algorithm (abbreviated XGCD) on two $t$-bit integers and to apply Chinese Remainder Theorem with all input integers including moduli less than $t$-bit.

With **fast integer arithmetic**, $M(t) = O(t \log(t) \log \log t)$ [HvdH19] and $\mathcal{B}(t) = O(M(t) \log t)$ [AHU74]. Without fast integer arithmetic, $M(t) = O(t^2)$ and $\mathcal{B}(t) = O(t^2)$.

Let $\theta$ denote the matrix multiplication exponent over rings. Standard matrix multiplication has $\theta = 3$, while fast matrix multiplication allows $\theta < 2.3728639$ [Gal14].

### 2.1 Lattices

A **lattice** is a discrete subgroup of $\mathbb{R}^n$, whose inner product is $\langle \cdot, \cdot \rangle$.

**Span and orthogonality.** We let span($\cdot$) denote the linear span of a set or row vectors in parentheses. If $L$ is a lattice, its rank $\text{rank}(L)$ is the dimension of span($L$). For any subspace $S$ of $\mathbb{R}^n$, its **orthogonal complement** is the subspace $S^\perp = \{x \in \mathbb{R}^n : \langle x, y \rangle = 0 \text{ for all } y \in S\}$. Then $(S^\perp)^\perp = S$.

**Sublattices and primitive set.** Let $\Lambda$ and $\Lambda'$ be lattices in $\mathbb{R}^n$. $\Lambda$ is a sublattice of $\Lambda'$ if $\text{rank}(\Lambda) \leq \text{rank}(\Lambda')$. A sublattice $\Lambda$ is full-rank if rank($\Lambda$) = rank($\Lambda$). It is pure if $\Lambda = \Lambda \cap \text{span}(\Lambda')$, or equivalently, any basis of $\Lambda$ can be extended to a basis of $\Lambda'$. Linearly independent vectors $p_1, \ldots, p_n \in L$ form a **primitive set** for $L$ if $L(p_1, \ldots, p_n)$ is a pure sublattice of $L$. In particular, $p_1, \ldots, p_n \in \mathbb{Z}^n$ form a primitive set for $\mathbb{Z}^n$ if they can be extended to a unimodular matrix.

**Special lattices.** For any set $S \subseteq \mathbb{R}^n$, we define the integer lattice spanned by $S$ as $\overline{S} = \mathbb{Z}^n \cap \text{span}(S)$.

For any lattice $L$ in $\mathbb{Z}^n$, its **orthogonal lattice** is $L^\perp = \{x \in \mathbb{Z}^n : \langle x, y \rangle = 0 \text{ for all } y \in L\} = \mathbb{Z}^n \cap \text{span}(L)^\perp$. It is an $(n - \text{rank}(L))$-rank pure sublattice of $\mathbb{Z}^n$. Note that $L \subseteq (L^\perp)^\perp = \overline{L}$. For any $n \times m$ real matrix $A$, its **kernel lattice** ker$_\mathbb{Z}(A) = \{x \in \mathbb{Z}^n : Ax = 0\} = \mathbb{Z}^n \cap \text{span}(A)^\perp$. It is a pure sublattice of $\mathbb{Z}^n$ and ker$_\mathbb{Z}(A)^\perp = \mathbb{Z}^n \cap \text{span}(A^\perp) = L(A^\perp)$.

**Lemma 2.1.** Let $A$ be an $n \times m$ real matrix of rank $d$. Then the set $L(A)$ is a lattice iff the kernel lattice ker$_\mathbb{Z}(A)$ has rank $(n - d)$.

**Proof.** Note that $L(A) \simeq \mathbb{Z}^n/\text{ker}_\mathbb{Z}(A)$ as groups. If $L(A)$ is a lattice, its rank is $d$, therefore the rank of ker$_\mathbb{Z}(A)$ is $n - d$. Reciprocally, if the pure sublattice ker$_\mathbb{Z}(A)$ of $\mathbb{Z}^n$ has rank $n - d$, there is a basis $B = (b_1, \ldots, b_n)$ of $\mathbb{Z}^n$ such that $(b_1, \ldots, b_{n-d})$ is a basis of ker$_\mathbb{Z}(A)$. $A$ has rank $d$, so $C = BA$ too: the first $n - d$ rows of $C$ are zero, so its last $d$ rows $c_{n-d+1}, \ldots, c_n$ are linearly independent. Hence, $L(A) = L(c_{n-d+1}, \ldots, c_n)$ is a lattice.

**Duality.** For any lattice $L$, its **dual lattice** is $L^\vee = \{x \in \text{span}(L) : \langle x, y \rangle \in \mathbb{Z} \text{ for all } y \in L\}$. If $B$ is a basis of $L$, then $L^\vee$ has basis $B^\vee = (B^T)^{-1}B$, called the **dual basis** of $B$.

**Lemma 2.2 (Integral dual).** Let $B \in \mathbb{Z}^{d \times m}$ be a lattice basis and $W = (w_1, \ldots, w_d) = \det(BB^T)B^T$. Then $W$ is a $d \times m$ integer matrix of rank $d$ such that $\|w_i\| \leq 2^d - 1 \times \|B\|^{d-1}$ for $i = 1, \ldots, d$. Moreover, $W$ can be computed deterministically in $O(md^{d-1} \cdot B(d \log \|B\|))$ bit operations with operands of size $O(d \log \|B\|)$.

**HNF.** An $n \times m$ integer matrix $H = (h_{ij})$ of rank $d$ is in row-Hermite normal form (abbr. HNF) if

- there exist indices $1 \leq i_1 < i_2 < \cdots < i_d \leq m$ s.t. for $j = 1, \ldots, d$, $h_{ij} > 0$, $h_{jk} = 0$ if $k < i_j$ and $0 \leq h_{k,i_j} < h_{jj}$ if $j < i_j$
- the bottom $n - d$ rows of $H$ are zero.

For any $n \times m$ integer matrix $A$, there is an $n \times n$ unimodular matrix $U$ such that $UA$ is in HNF; $UA$ is called the HNF of $A$. The nonzero rows of $UA$ form the HNF-basis of the lattice $L(A)$, which is uniquely determined by $L(A)$. If $H$ is the HNF of an integer lattice $L$, then $\|H\| \leq \det(L)$.

**Rounding matrices.** We call 1-matrix any lower-triangular matrix $T = (t_{ij}) \in \mathbb{R}^{d \times d}$ s.t. $0 < |t_{ii}| \leq 1$ for $i = 1, \ldots, d$. We round such a matrix as follows: $\text{Round}(T) = (r_{ij}) \in \mathbb{R}^{d \times d}$ such that for all $1 \leq i, j \leq d$, $r_{ij} = 0$ if $i = j$ and $r_{ij} = \lfloor t_{ij} \rfloor$ otherwise. Then $\text{Round}(T)$ is a strictly lower triangular matrix s.t. $\|T - \text{Round}(T)\|_\infty \leq 1$. 

Integral quadratic forms. Two integral quadratic forms $f$ and $g$ represented by symmetric matrices $P \in \mathbb{Z}^{n \times n}$ and $Q \in \mathbb{Z}^{d \times d}$ for $n \geq d$ are equivalent if there exists a unimodular matrix $U \in \mathbb{Z}^{n \times n}$ such that $U P U^T = \begin{pmatrix} 0_{n-d \times n-d} & 0_{n-d \times d} \\ 0_{d \times n-d} & Q \end{pmatrix}$.

2.2 Gram-Schmidt orthogonalization

Let $B = (b_1, \ldots, b_n) \in \mathbb{R}^{n \times n}$. Lattice algorithms usually consider the orthogonal projections $\pi_i : \mathbb{R}^m \rightarrow \text{span}(b_1, \ldots, b_{i-1})^\perp$ for $i = 1, \ldots, n$. The Gram-Schmidt orthogonalization (GSO) of $B$ is $B' = (b'_1, \ldots, b'_n)$ where $b'_i = \pi_i(b_i)$. Then: $b'_i = b_i$ and $b'_j = b_j - \sum_{j=1}^{i-1} \mu_{ij} b'_j$ for $i = 2, \ldots, n$, where $\mu_{ij} = \langle b_i, b'_j \rangle / \|b'_j\|^2$ if $b'_j \neq 0$ and 0 otherwise. For completeness, let $\mu_{ij} = 1$ and $\mu_{ij} = 0$ for $i < j$.

We call fingerprint of $B$ the binary string $\epsilon_1 \epsilon_2 \cdots \epsilon_n \in \{0,1\}^n$ which we write as $(\epsilon_1 \epsilon_2 \cdots \epsilon_n)B$, where $\epsilon_i = 1$ iff $b'_i \neq 0$. If $d$ is the rank of $B$, there are exactly $d$ indices $i_1 < i_2 < \cdots < i_d$ such that $\epsilon_{i_j} = 1$. Then $B = (b_{i_1}, b_{i_2}, \ldots, b_{i_d})$ is the support of $B$. The $\mu_{ij}$'s and $\|b'_i\|^2$'s actually only depend on the Gram matrix $\text{Gram}(B) \equiv B'B'$, and thus define the GSO of a positive semi-definite symmetric matrix $P$, giving a decomposition $P = \mu \Delta \mu^T$, where $\mu = (\mu_{ij})_{1 \leq i,j \leq n}$ is unit lower triangular and $\Delta = \text{Diag}(\|b'_1\|^2, \ldots, \|b'_n\|^2)$ is non-negative diagonal. Accordingly, we can define the fingerprint of $P$.

Integral GSO. If Gram($B$) is integral, then the $\mu_{ij}$'s and $\|b'_i\|^2$'s are rational by [LLL82, (1.27) and (1.29)]. To avoid rational arithmetic, one uses the so-called integral GSO [dW87, Coh93]. Let $d_0 = 1$ and:

$$d_i = \begin{cases} d_{i-1} \|b'_i\|^2 & \text{if } b'_i \neq 0, \\ d_{i-1}, & \text{if } b'_i = 0, \end{cases} \quad \lambda_{ij} = d_1 \mu_{ij} \quad \text{for } i = 1, \ldots, n \text{ and } j = 1, \ldots, i-1.$$

Let $L_i = L(\epsilon_1 b_1, \ldots, \epsilon_i b_i)$ for $i = 1, \ldots, n$, then $d_1 = 1$ if $L_1 = \{0\}$ and $d_i = \prod_{1 \leq j < i \leq n} \|b'_i\|^2 = \det(L_i)^2 \in \mathbb{Z}$ otherwise.

For $1 \leq j < i \leq n$, we have $\lambda_{ij} = \langle b_i, d_{i,j} b_j \rangle \in \mathbb{Z}$, since $d_{i-1} b_i \in L_j$ (see [LLL82, (2.8)] and [Coh93, §2.6.3]).

The integral GSO and fingerprint of a positive semi-definite integral quadratic form can be computed using Algorithm 9 in Appendix A.1.

Size reduction. $B$ is size-reduced if $|\mu_{ij}| \leq \frac{1}{\sqrt{d}}$ for all $1 \leq j < i \leq n$. The single vector $b_i$ is size-reduced (w.r.t. $B$) if $|\mu_{ij}| \leq \frac{1}{\sqrt{d}}$ for $1 \leq j < i$. Then $\|b_i\| \leq \sqrt{i} \times \|B'_i\|$. Clearly, this definition can be extended to a positive semi-definite quadratic form. It is known that one can size-reduce an integer matrix $B \in \mathbb{Z}^{n \times n}$ in time $O(mn^{1.5} \log^{1+x} \|B\|)$.

Partial order. It will be convenient to compare two integer matrices $A = (a_1, \ldots, a_n) \in \mathbb{Z}^{n \times m}$ and $B = (b_1, \ldots, b_n) \in \mathbb{Z}^{n \times m}$ with the same number of columns $m$ and rank $d$: often, $B$ is a transformation of $A$ based on elementary operations.

We say that $B$ is lower than $A$ (abbreviated $B \leq A$) if the following conditions hold:

1. Shifted supports: $n' - j_k \leq n - i_k$ for all $k = 1, \ldots, d$, where $A = (a_1, a_2, \ldots, a_n)$ and $B = (b_1, b_2, \ldots, b_n)$.
2. Sublattice inclusion: $L(A) \subseteq L(B)$ and $L(a_1, a_2, \ldots, a_n) \subseteq L(b_1, b_2, \ldots, b_n)$ for $k = 1, \ldots, d$.
3. Distance decrease: $\|b'_i\| \leq \|a'_i\|$ for $k = 1, \ldots, d$.

The partial order is clearly reflexive ($B \leq B$) and transitive: if $C \leq B$ and $B \leq A$, then $C \leq A$. If $B \leq A$, then obviously $\|B'\| \leq \|A'\|$.

Sect. 3 will use the following properties of the HNF:

Lemma 2.3. Let $L$ be an integer lattice with HNF-basis $H \in \mathbb{Z}^{d \times n}$ and $A \in \mathbb{Z}^{n \times n}$ be an integer matrix such that $L(A')$ is a full-rank sublattice of $L$. Then

1. $H' \in \mathbb{Z}^{d \times n}$ has rank $d$ and $A = H'(H'A)$;
2. $A$ and $H'$ have the same fingerprint;
3. $H' \in \mathbb{Z}^{d \times d}$ is lower-triangular with strictly positive diagonal s.t. $H'A = (H')^{-1} A$ and $H' A \leq A$.
4. $\|H'\|_{\infty} \leq \sqrt{d-1} \times \|A\|_{\infty}$ and $\|H'\|_{\infty} \leq \|A\|_{\infty}$.

3 Fast HNF-based basis algorithms

We show how to efficiently reduce the basis problem to two well-chosen HNF computations: given as input an $n \times m$ integer matrix $A$ of rank $d$, one can output a basis $B$ of $L(A)$ within $O(mn^{2d-2} + \log d) \cdot B(d \log n + \log |A|)$ bit operations (i.e. $O(mn^{2d-2} + \log d) \cdot B(d \log n + \log |A|)$) with fast integer arithmetic such that $\|B\| \leq |A|$ and $\|B\| \leq d \times |A|$.

This algorithm is an optimization of the algorithmic version of Siegel’s basis result [Sie89], namely the Cai-Nerurkar/Micciancio-Goldwasser algorithm [CN97, MG02]. We observe in Sect. 3.1 that one can transform it into a basis algorithm running in $O(mn^{1.5 \log d/(\log |A|)} \cdot B(d \log |A|))$ bit operations: it requires two HNF computations, solving two triangular systems, two GSO and a full size-reduction. We speed up this basis algorithm using two ideas:

- Loose reduction (Sect. 3.2), a cheaper variant of size-reduction, tailored to basis computations and not relying on GSO: roughly speaking, it replaces Babai’s nearest plane algorithm [Bab86] by Babai’s rounding-off.
- Th. 3.5, which provides special bases in lattices of the form $L(A)$ and $L(A^c)$: these bases are lower than $A$, and are of the CA where $C^c$ is some well-chosen HNF.
Sect. 3.4 is devoted to our HNF-based basis algorithm, which finds a loosely-reduced basis of \( L(A) \) using its HNF and duality. An extended version in Sect. 3.5 recovers a unimodular transformation.

### 3.1 The CNMG algorithm

Cai-Nerurkar [CN97] and Micciancio-Goldwasser [MG02] independently showed that any set of linearly independent lattice vectors can be efficiently transformed into a "short" basis:

**Theorem 3.1** ([CN97, Lemma 3] and [MG02, Lemma 7.1]). There is a poly-time algorithm which given as input a basis \( B_0 \) of a \( d \)-rank lattice \( L \) and a linear independent set \( S = \{s_1, \ldots, s_n\} \subseteq L \) s.t. \( \|s_1\| \leq \|s_2\| \leq \cdots \leq \|s_n\| \), outputs a basis \( B = (b_1, \ldots, b_d) \) of \( L \) such that for \( i = 1, \ldots, d \), \( \|b_i\| \leq \|s_i\| \), \( \|b_i\| \leq \sqrt{d} \times \|s_i\| \) and \( \text{span}(b_1, \ldots, b_d) = \text{span}(s_1, \ldots, s_d) \).

**Proof.** We recall the algorithmic proof in [CN97, MG02]. There is a unique nonsingular matrix \( M \in \mathbb{Z}^{d \times d} \) such that \( S = MB_0 \). Let \( U \in \mathbb{Z}^{d \times d} \) be a unimodular matrix such that \( T = UM^{-1} \) is a \( t \)-matrix. Then \( C = UB_0 = (c_1, \ldots, c_d) \) is a basis of \( L \) such that \( C = TS \), \( \|c_i\| \leq \|s_i\| \) and \( \text{span}(c_1, \ldots, c_d) = \text{span}(s_1, \ldots, s_d) \) for \( i = 1, \ldots, d \). \( C \) can be size-reduced into another basis \( B = VC \) of \( L \) where \( V \in \mathbb{Z}^{d \times d} \) is unit lower triangular. \( \square \)

An earlier version of Th. 3.1 appeared in [Aji96, Lemma 1]. We observe that a simple modification of the proof implies a basis algorithm, namely Alg. 1:

**Algorithm 1** A CNMG-based basis algorithm

**Input:** A matrix \( A \in \mathbb{Z}^{m \times n} \) whose rows might be linearly dependent.

**Output:** A size-reduced basis of the lattice \( L(A) \) generated by the rows of \( A \).

1. Find the support \( S \in \mathbb{Z}^{d \times n} \) of \( A \) using its GSO.
2. Compute the HNF-basis \( E \in \mathbb{Z}^{d \times n} \) of \( L(A) \) by applying Storjohann's HNF Algorithm [Sto00, Chap. 6] to \( A \).
3. Find a nonsingular matrix \( M \in \mathbb{Z}^{d \times d} \) s.t. \( S = ME \). Since \( S = EM, \det(M) \) divides \( \det(S) \).
4. Compute the HNF \( F \) of \( M' \) using Storjohann-Labahn's HNF algorithm with \( \text{mod}\{\det(S)\} \) arithmetic [SL96] \( (F')^{-1} = UM^{-1} \) is a \( t \)-matrix for some unimodular matrix \( U \in \mathbb{Z}^{d \times d} \) of \( \mathbb{Z}^{d \times d} \) is a basis of \( L(A) \).
5. Find a matrix \( B \) s.t. \( S = F'B \). \( B = UE \in \mathbb{Z}^{d \times d} \) is a basis of \( L(A) \).
6. Compute the internal GSO of Gram(\( B \)) using Alg. 9.
7. Size-reduce \( B \).
8. Return \( B \).

**Theorem 3.2.** Given as input an \( n \times m \) integer matrix \( A \), Alg. 1 outputs a size-reduced basis \( B = (b_1, \ldots, b_d) \) of the lattice \( L(A) \) such that for \( i = 1, \ldots, d \), \( \|b_i\| \leq \|s_i\| \), \( \|b_i\| \leq \sqrt{d} \times \|s_i\| \) and \( \text{span}(b_1, \ldots, b_d) = \text{span}(s_1, \ldots, s_d) \), where \( S = (s_1, \ldots, s_d) \) is the support of \( A \). It requires \( O(\text{mdn}(\log \|A\|) \cdot 2(\log \|A\|)) \) bit operations and runs on integers of size \( O(d \log d + \log \|A\|) \) during execution.

The execution of size-reduction at Step 7 dominates the global cost of Alg. 1. Our basis algorithm replaces it by a rounding-off operation “\( B \leftarrow B - \text{Round}(F')^{-1} \times S \)”, which allows to output a similarly good basis in time \( O(\text{mdn}(\log \|A\|)^{d+1} \log \|A\|) \). Since the HNF \( F \) has provable magnitude: \( \|F\| \leq \|A\| \), the main issue is to cheaply round the inverse \( (F')^{-1} \) from \( F \). This is the goal of the following loose reduction.

### 3.2 Loose reduction

If \( B \) is a lattice basis \( \leq A \), \( \|B\| \) can still be arbitrarily larger than \( \|A\| \). To prevent this problem, one can use size-reduction. We introduce loose reduction, a cheaper alternative: we say that a basis \( B \) of a \( d \)-rank lattice is \( A \)-reduced if \( B \leq A \) and there exists a \( t \)-matrix \( T = (t_{i,j}) \in \mathbb{Q}^{d \times d} \) s.t. \( B = TA \) and \( |t_{i,j}| \leq 1/2 \) for all \( 1 \leq i < k \leq d \). Geometrically, this means that for each \( k, b_i = t_{i,k}a_k \) is inside the parallelepiped \( P = \{\sum_{i=1}^{d} x_i a_i \mid |x_i| \leq 1/2 \} \) spanned by \( a_i \), \( a_j \), \ldots, \( a_d \), which is reminiscent of Babai’s rounding-off algorithm [Bab86]. Loose reduction guarantees that \( \|B\| \leq \delta \times \|A\| \):

**Lemma 3.3.** Let \( B \) be an \( A \)-reduced basis of a \( d \)-rank lattice \( L \).

1. \( \text{span}(b_1, b_2, \ldots, b_d) = \text{span}(a_1, a_2, \ldots, a_d) \) and \( \|b_i\| \leq \|a_i\| \) for \( k = 1, \ldots, d \);
2. \( \|b_k\| \leq k \times \|A\| \) and \( \|b_k\| \leq k \times \|A\| \) for \( k = 1, \ldots, d \);
3. If \( 1 \leq r \leq d \) and \( (a_1, \ldots, a_r) \) is a primitive set of \( L \), then \( (a_1, \ldots, a_r, b_{r+1}, \ldots, b_d) \) is also an \( A \)-reduced basis of \( L \).

**Proof.** Items 1 and 2 are straightforward. For Item 3, let \( (a_1, \ldots, a_r) \) be a primitive set of \( L \). Then \( (a_1, \ldots, a_r) \) is a basis of the pure sublattice \( A = \text{span}(a_1, \ldots, a_r) \cap L \) of \( L \) and \( |t_{i,k}| = 1 \leq k \leq r \). By Item 1, \( \text{span}(b_1, b_2, \ldots, b_d) = \text{span}(a_1, a_2, \ldots, a_r) \) for \( 1 \leq k \leq r \). Thus, \( (a_1, \ldots, a_r) \) and \( (b_1, \ldots, b_d) \) are two bases of \( L \). Therefore, \( C = (a_1, \ldots, a_r, b_{r+1}, \ldots, b_d) \) is a basis of \( L \) because \( B \). It can be checked that \( C \) is an \( A \)-reduced basis of \( L(B) \), because \( B \) is. \( \square \)
The definition of loose reduction can easily be explained. If \( B \preceq A \) and \( B \) has full-rank \( d \), there exists a unique \( t \)-matrix \( T \in \mathbb{Q}^{d \times d} \) such that \( B = TA \). For any strictly lower triangular matrix \( R \) in \( \mathbb{Z}^{d \times d} \), then \( B - RA = (T - R)A \) is \( \preceq B \) and is a basis of \( L(B) \). By taking \( R = \text{Round}(T) \), \( B - RA = (T - R)A \) gives an \( A \)-reduced basis.

We thus obtain Alg. 2, which loosely reduces a basis \( B \preceq A \) without GSO (unlike size-reduction). The main difficulty is to cheaply find the triangular representation \( B = TA \), which is done using the integral dual basis of \( A \). Then \( (T - \text{Round}(T))A \) is \( A \)-reduced.

**Algorithm 2** Integral loose-reduction procedure

**Input:** The support \( A \in \mathbb{Z}^{d \times m} \) of an integer matrix \( A \in \mathbb{Z}^{d \times m} \) and a lattice basis \( B \in \mathbb{Z}^{d \times m} \) where \( B \preceq A \).

**Output:** \( B \) becomes \( A \)-reduced without changing \( L(B) \).

1. \( \delta \leftarrow \det(A^t \cdot A) \)
2. \( W \leftarrow \delta(A \cdot A^t)^{-1}A \) \( W \) is the integral dual basis of \( A \)
3. \( S \leftarrow BW^t \) \( B = S \cdot A \) and \( S \in \mathbb{Z}^{d \times d} \) s.t. \( S/\delta \) is a \( t \)-matrix.
4. \( R \leftarrow \text{Round}(S/\delta) \)
5. \( B \leftarrow B - RA \) // We \( A \)-reduce \( B \) into \((S/\delta - \text{Round}(S/\delta))A\)
6. **return** \( B \)

**Theorem 3.4.** Let \( A \in \mathbb{Z}^{d \times m} \) and \( B \in \mathbb{Z}^{d \times m} \) be two integer matrices of rank \( d \) such that \( B \preceq A \). Given as input \( A \) and \( B \), Alg. 2 outputs an \( A \)-reduced basis \( C \) of the lattice \( L(B) \) such that \( C \preceq B \) and \( C^* = B^* \). It requires \( O(md^2 \cdot \delta) \) bit operations and uses integers of size \( O(\log a) \) where \( a = \max(\|A\|_F, \|B\|_F) \).

It is known that size-reducing \( B \) requires \( O(md^2 \cdot Md(\log \|B\|)) \) bit operations [NV10, p. 43]. With fast matrix multiplication, our loose-reduction is asymptotically faster than size reduction in the typical case \( \|A\| = O(\|B\|) \).

### 3.3 Short bases of special lattices

The key result underlying our first basis algorithm gives special bases of \( L(A) \) and \( \overline{L(A)} \) which are both lower than \( A \), as follows:

**Theorem 3.5.** Let \( A \) be an integer matrix. Let \( E \) and \( F \) be respectively the HNF-bases of \( L(A^*) \) and \( \text{ker}_Z(A^*) \)

Then:

1. \( E^*A \) is a basis of \( \text{ker}_Z(A^*) = \overline{L(A)} \) such that \( E^*A \preceq A \).
2. \( F^*A \) is a basis of \( L(A) \) such that \( F^*A \preceq A \).

**Th. 3.5** is just a corollary of Lemma 2.3 with the following result, which shows how to map any generating set onto a lattice basis, by generalizing unimodular matrices:

**Lemma 3.6.** Let \( A \) be an \( n \times m \) real matrix whose rows generate a lattice of rank \( d \). Let \( L_a \) denote the orthogonal projection of \( \mathbb{Z}^n \) onto the space spanned by the rows of \( A \).

1. \( L_a \) is a lattice of rank \( d \) in \( \mathbb{Q} \) such that \( L_a = (\text{ker}_Z(A^*)^{-1})^\perp \).
2. If \( B \) is a basis of \( L(A) \), then \( B^*A \) is a basis of \( \text{ker}_Z(A^*) \), equivalently, \( (B^*A)^* = \text{basis of } L_{B^*A} \).
3. If \( C \) is a basis of \( L_a \), then \( CA \) is a basis of \( L(A) \). Equivalently, \( \mathbb{Z}^nA = L_aA \).

**Proof.** We show Item 1. Since \( \text{ker}_Z(A^*) \) is a \( d \)-rank pure sublattice of \( \mathbb{Z}^n \) (by Lemma 2.1.), \( (\text{ker}_Z(A^*)^{-1})^\perp \) is a \( d \)-rank lattice in \( \mathbb{Q}^n \). It suffices to prove \( L_a = (\text{ker}_Z(A^*)^{-1})^\perp \): since \( \text{ker}_Z(A^*) = \mathbb{Z}^n \cap \text{span}(A') \) and \( (\mathbb{Z}^n)^* = \mathbb{Z}^m \), it follows from [Mart02, Prop. 1.3.4] that \( (\text{ker}_Z(A^*)^{-1})^\perp \) is the projection of \( \mathbb{Z}^m \) onto the space \( \text{span}(A') \), namely \( L_a \).

We show Item 2. There is a unimodular matrix \( U \in \mathbb{Z}^{d \times d} \) s.t. \( UA = \left( \begin{array}{c} 0_{n-d \times d} \\ B \end{array} \right) \). Let \( P \in \mathbb{Z}^{d \times d} \) denote the last \( d \) rows of \( U^\perp \). Then \( P \) is a primitive set for \( \mathbb{Z}^d \) s.t. \( A = PB \). Thus, \( P = B^*A \). This implies \( \text{span}(A') = \text{span}(P) \) and hence \( \text{ker}_Z(A^*) = \mathbb{Z}^n \cap \text{span}(P) = L(P) \). Then \( P \) is a basis of \( \text{ker}_Z(A^*) \). This proves Item 2.

To show Item 3, we prove \( \mathbb{Z}^dA = L_{CA}A \). For any \( x \in \mathbb{Z}^n \), we can decompose it into \( x = y + z \) s.t. \( y \in L_a \) and \( z \in \text{span}(A') \). Conversely, for any \( y \in L_a \), there exist \( x \in \mathbb{Z}^n \) and \( z \in \text{span}(A') \) s.t. \( x = y + z \). Since \( \mathbb{Z}U = 0 \) implies \( xA = 0 \), it follows that \( \mathbb{Z}^dA = L_{CA}A \).

It remains to explain the equivalence in Item 3. Since \( CA \) is full row rank and \( L_a = \mathbb{Z}^dC \) implies \( L_aA = \mathbb{Z}^d(CA) \), it follows that \( \mathbb{Z}^dA = \mathbb{Z}^d(CA) \) i.e. \( CA \) is a basis of \( L(A) \). This proves Item 3.

Note that if \( A \) is a lattice basis, \( L_a = \mathbb{Z}^n \): any basis of \( L_a \) is indeed a unimodular matrix. However, Item 3 is not a characterization of \( L(A) \)'s bases: for instance, if \( A = (2,4)^T \) and \( C = (1,0) \), then \( CA \) is a basis of \( L(A) \) but \( C \) is not a basis of \( L_a = \mathbb{L}(15/2) \).

From a computational point of view, the integer lattice \( \text{ker}_Z(A^*) \) is more convenient than the rational lattice \( L_a \). To use Th. 3.5 algorithmically, we need to \( A \)-reduce bases of the form \( H^*A \), given an integer matrix \( A \) and the HNF \( H \) of a lattice such that \( H^*A \preceq A \). This is done by Alg. 3 (analyzed in Th. 3.7), which computes \( H^*A \) without explicitly
computing \( H^\perp \): compute \( H^\perp A \) by solving a triangular system \( \hat{A} = H^\perp X \) (because \( \hat{A} = H^\perp (H^\perp A) \) by Lemma 2.3.3) and then \( A \)-reduce \( H^\perp A \).

**Algorithm 3** Computing an \( A \)-reduced basis of \( L(H^\perp A) \)

**Input:** The HNF-basis \( H \in \mathbb{Z}^{d \times n} \) of an integer lattice \( L \) and an integer matrix \( A \in \mathbb{Z}^{m \times n} \) such that \( L(A') \) is a full-rank sublattice of \( L \).

**Output:** An \( A \)-reduced basis of the lattice \( L(H^\perp A) \).

1. Find the indices \( i_1 < \cdots < i_d \) corresponding to \( H^\perp \)'s support. By Lemma 2.3, they also define the support \( \hat{A} \).
2. Find a matrix \( B \) such that \( \hat{A} = H^\perp B \), using the fact that \( H^\perp \) is square lower-triangular. // By Lemma 2.3, \( \hat{B} = H^\perp A \in \mathbb{Z}^{d \times m} \) has rank \( d \) and \( B \preceq \hat{A} \).
3. \( A \)-reduce \( B \) using Alg. 2.
4. return \( B \)

**Theorem 3.7.** Let \( L \) be an integer lattice with HNF-basis \( H \in \mathbb{Z}^{d \times n} \) and \( A \in \mathbb{Z}^{m \times n} \) be an integer matrix such that \( L(A') \) is a full-rank sublattice of \( L \). Given as input \( H \) and \( A \), Alg. 3 outputs an \( A \)-reduced basis \( B \in \mathbb{Z}^{d \times m} \) of the lattice \( L(H^\perp A) \) such that \( B \preceq H^\perp A \). It requires \( O(m d^{d-1} (\log \| d A \|) \cdot B(d (\log \| A \|))) \) bit operations and runs on integers of size \( O(d \log \| A \|) \) during execution.

### 3.4 An HNF-based basis algorithm

The main result is the following:

**Theorem 3.8.** Given as input an \( n \times m \) integer matrix \( A \) of rank \( d \), one can compute \( A \)-reduced bases of \( L(A) \) and \( L(A) \) in \( O(m n (d^2 - 2 + \log d) \cdot B(d (\log n + \log \| A \|))) \) bit operations, using operands of size \( O(d (\log n + \log \| A \|)) \). For \( L(A) \), this is done by Alg. 4.

For \( L(A) \), this follows directly from Th. 3.5 and Th. 3.7 (Alg. 3), by calling once Storjohann’s HNF algorithm \([Sto00, \text{Chap. 6}] \) and Alg. 3. For \( L(A) \), Th. 3.5 requires the HNF of \( \ker_2(A)^+ = L(A) \). But that HNF can be efficiently computed from any short basis of \( L(A) \). Thus, Alg. 4 first computes the HNF of \( L(A) \), which is used to find an \( A \)-reduced basis of \( \ker_2(A)^+ \) and therefore the HNF of \( \ker_2(A)^+ \), which is eventually used to find an \( A \)-reduced basis of \( L(A) \).

**Algorithm 4** An HNF-based basis algorithm

**Input:** A \( n \times m \) matrix \( A \in \mathbb{Z}^{m \times n} \) whose rows might be linearly dependent.

**Output:** An \( A \)-reduced basis of the lattice \( L(A) \) generated by the rows of \( A \).

1. Compute the HNF-basis \( E \in \mathbb{Z}^{d \times n} \) of \( L(A) \) by applying Storjohann’s HNF algorithm \([Sto00, \text{Chap. 6}] \) to \( A \).
2. Find an \( A \)-reduced basis \( C \in \mathbb{Z}^{d \times m} \) of \( \ker_2(A)^+ \) by applying Alg. 3 to \( E \) and \( A' \). // Here \( C \preceq E A' \preceq A' \).
3. Compute the HNF-basis \( F \in \mathbb{Z}^{d \times m} \) of \( \ker_2(A)^+ \) by applying Storjohann’s HNF algorithm \([Sto00, \text{Chap. 6}] \) to \( C \).
4. Find an \( A \)-reduced basis \( B \in \mathbb{Z}^{d \times m} \) of \( L(A) \) by applying Alg. 3 to \( F \) and \( A \). // Here \( B \preceq F A \preceq A \).
5. return \( B \)

The output basis is \( A \)-reduced and therefore has all the properties of Lemma 3.3.

Alg. 4 is a variant of Alg. 1, with the following differences:

- Unlike Alg. 1, Alg. 4 does not rely on GSO.
- The HNF \( F \) of Alg. 4 is a basis of \( \ker_2(A)^+ = L(E A') \subseteq \mathbb{Z}^n \), but the HNF \( F \) of Alg. 1 is a basis of \( L(M') = L(E^\perp S') \subseteq \mathbb{Z}^d \).
- Alg. 4 runs Storjohann’s HNF algorithm \([Sto00] \) on a “loosely-reduced” basis \( C \) of \( \ker_2(A)^+ \), but Alg. 1 calls Storjohann-Labahn’s HNF algorithm “with mod determinant arithmetic” \([SL96] \) on \( M' \).

As an application, Alg. 4 can extend a primitive set into a lattice basis:

**Corollary 3.9.** Let \( B_0 \in \mathbb{Z}^{d \times m} \) be a basis of a lattice \( L \) and \( S = (s_1, \ldots, s_r) \) be a linear independent set such that \( L(S) \subseteq L \). Given as input the row-concatenation \( A \) of \( S \) and \( B_0 \), Alg. 4 outputs an \( A \)-reduced basis \( (b_1, \ldots, b_d) \) of \( L \) within \( O(m d (d^2 - 2 + \log d) \cdot B(d (\log d + \log \| A \|))) \) bit operations. Moreover, if \( S \) is a primitive set for \( L \), then \( (s_1, \ldots, s_r, b_{r+1}, \ldots, b_d) \) is also an \( A \)-reduced basis of \( L \).

If the input \( S \) is the same as in Th. 3.1, then Cor. 3.9 provides a basis \( B \) with the same properties as Th. 3.1, with a better bit-complexity upper bound, except that \( \| b \| \leq i \times \| s \| \) instead of \( \| b \| \leq \sqrt{i} \times \| s \| \).

### 3.5 The extended version

Some applications (such as integer programming \([AvH14] \), linear Diophantine equations \([Ili99] \) and matrix gcds \([SL95] \)) require a unimodular transform corresponding to the output basis. Alg. 5 efficiently computes a unimodular transformation for any basis algorithm. It calls Storjohann’s HNF algorithm \([Sto00, \text{Chap. 6}] \) as a subroutine, which recovers a unimodular transformation for the HNF computation.
Algorithm 5 Computing a unimodular transformation

Input: A matrix \( A \in \mathbb{Z}^{n \times m} \) and a basis \( B \in \mathbb{Z}^{2 \times m} \) of the lattice \( L(A) \).
Output: A unimodular transformation between \( A \) and \( B \).

1. Compute the HNF-basis \( E \in \mathbb{Z}^{2 \times m} \) of \( A \) and a unimodular matrix \( V \in \mathbb{Z}^{m \times m} \) such that \( VA = \begin{pmatrix} 0_{n \times d_{j\text{non}}} & E \end{pmatrix} \) using Storjohann’s HNF algorithm [Sto00, Chap. 6]
2. Find the unimodular matrix \( W \in \mathbb{Z}^{2 \times d} \) such that \( B = WE \) by solving a triangular system \( \begin{pmatrix} I_{d \times d} & W \end{pmatrix} V \) //Note that \( UA = \begin{pmatrix} 0_{n \times d_{j\text{non}}} \end{pmatrix} E \)
3. \( U \leftarrow \begin{pmatrix} I_{d \times d} & W \end{pmatrix} V \)
4. return \( U \)

Combining Alg. 4 with Alg. 5, we obtain the following:

Theorem 3.10. There is a deterministic algorithm which, given as input an \( n \times m \) integer matrix \( A \), outputs an \( A \)-reduced basis \( B \) of the lattice \( L(A) \) and a unimodular matrix \( U = (u_1, \ldots, u_n) \in \mathbb{Z}^{n \times n} \) s.t.:

1. \( \|u_i\|_\infty \leq d^{i+1} \|A\|_\infty^2 \) for \( i = 1, \ldots, n-d \) and \( \|u_i\|_\infty \leq 2^d d^{(i+1)\|A\|_\infty} \) for \( j = n-d+1, \ldots, n \), where \( d \) is the rank of \( A \).
2. \( |\langle u_i, b_j \rangle| \leq \sqrt{2^d} \times \|A\|_\infty \). This algorithm has quasi-linear complexity \( O(n(n-d+1)d^{2d}(\log d + \log |A|)) \) bit operations and uses integers of size \( O(d(\log n + \log |A|)) \).

4 An XGCD-based basis algorithm

Sect. 3 showed that the basis problem can be reduced to HNF computations, which classically reduces to XGCD (see, e.g., [KB79, HM91]). Here, we directly reduce the basis problem to XGCD using the GSO: given as input an \( n \times m \) integer matrix \( A \) of rank \( d \), we output a basis \( B \) of \( L(A) \) within \( O((n+m)(n-d+1)d^{2d}(\log d + \log |A|)) \) bit operations such that \( B \leq A \) and \( |B| \leq \sqrt{2^d} \times |A| \). This algorithm has quasi-linear complexity \( O(n(n-d+1)d^{2d}(\log |A|)(\log d + \log |A|)) \) with fast integer arithmetic.

It can be generalized to quadratic forms: given as input a positive semi-definite integral matrix \( P \in \mathbb{Z}^{n \times n} \), it outputs a unimodular matrix \( U \in \mathbb{Z}^{n \times n} \) such that \( UPU^T = \begin{pmatrix} 0_{d \times d} & \hat{Q} \\ \hat{Q} \end{pmatrix} \) and \( |\hat{Q}| \leq (2d^2 \times |P|_\infty^{2d}(\log d + \log |P|_\infty)) \) where \( Q \in \mathbb{Z}^{d \times d} \) is positive definite and \( \|\hat{Q}\|_\infty \leq d \times |P|_\infty \).

Both algorithms can be viewed as a quasi-linear variant of the Li-Nguyen basis algorithm presented as a subroutine in [LN14], which has super-quadratic complexity (see Appendix A.3). Its main idea is to iteratively transform the fingerprint of the input matrix into \( (0^{r-d}1^d)^T \), in which case the first \( n-d \) vectors are zero, and the remaining \( d \) vectors necessarily form a basis of the lattice. To do so, it moves all the \( 0 \)'s of the fingerprint to the front, by applying sufficiently many times an elementary operation. To make the algorithm quasi-linear, we regroup many consecutive elementary operations using a single XGCD which we call Euclid-swap.

4.1 Euclid-swap

We introduce the Euclid-swap operation (Alg. 6), which transforms any occurrence of 10 in the fingerprint into 01 in one shot using an XGCD on suitable integers related to the GSO: the output matrix is lower than the input matrix, so it never increases the lengths of the Gram-Schmidt vectors. If 10 occurs at indice \( (i-1, i) \), then \( \pi_{i-1}(b_{i-1}) = b_{i-1}^* \) and \( \lambda_i(b_i) \) generate a one-rank lattice, for which Euclid’s algorithm can compute a basis. More precisely, \( \pi_{i-1}(b_i) = \sum_{j \neq i} \lambda_{ij-1} b_j^* b_{i-1}^+ = (\lambda_{ij-1}/d_{ij-1}) b_{i-1}^* b_{i-1}^+ = 0 \). So if we replace \( b_{i-1} \) by \( d_{ij-1} b_{i-1} - \lambda_{ij-1} b_{i-1} \), we make \( b_{i-1}^* = 0 \). To update \( b_{i-1} \) and preserve the lattice, we use XGCD on \( \lambda_{ij-1} \) and \( d_{ij-1} \) to obtain a suitable unimodular transformation (see Alg. 6) replacing 10 in the fingerprint into 01.

Theorem 4.1. Given as input an index \( i \) and an integer matrix \( B = (b_1, \ldots, b_n) \in \mathbb{Z}^{n \times n} \) of rank \( d \) whose fingerprint satisfies \( e_{i-1} e_i = 10 \), Alg. 6 outputs a matrix \( \hat{C} = (b_1, \ldots, b_{i-2}, c_{i-1}, c_i, b_{i+1}, \ldots, c_n) \in \mathbb{Z}^{n \times n} \) such that \( \hat{C} \leq L(B) \), the fingerprint of \( \hat{C} \) is such that \( e_{i-1} e_i = 01 \). It requires \( O(nd \cdot |B| + (d \cdot M(\log |B|)) \) bit operations and runs on integers of size \( O(d \log |B|) \).

The Euclid-swap operation can be adapted to integral quadratic forms. The only difference is Step 2: instead of performing operations directly on vectors, we apply the corresponding unimodular transform to the quadratic form:

First, extract the unimodular transformation: \( U \leftarrow \begin{pmatrix} I_{d-2} &\begin{pmatrix} -\frac{d_{i-1}/g}{s} \\ \frac{d_{i-1}/g}{t} \end{pmatrix} \\ l_{i-1} \end{pmatrix} \); Secondly, transform the associated matrix: \( P \leftarrow UPU^T \). This adapted Euclid-swap procedure requires \( O(nd \cdot |B|) \) bit operations and uses integers of size \( O(d \log |P|_\infty) \), where \( d \) is the rank of \( P \in \mathbb{Z}^{n \times n} \).
HNF-based basis algorithms are not trivial to generalize to integral quadratic forms, since quadratic forms have no algorithms for this natural problem are known: perhaps the most famous solution is a generalization of LLL [Poh87], e.g.

An XGCD-based basis algorithm

Our XGCD-based basis algorithm is Alg. 7, whose technical ideas are summarized below:

- A single Euclid-swap replaces many consecutive swaps of the Li-Nguyen basis algorithm [LN14].
- To avoid “intermediate entries explosion”, we use size reduction like LLL [LLL82].

\[ \frac{d_1}{\gcd(d_1,\ldots,d_n)} \]

Our main result on Alg. 7 is the following:

**Theorem 4.2.** Given as input an \( n \times m \) integer matrix \( A \) of rank \( d \), Alg. 7 outputs a basis \( B \) of the lattice \( L(A) \) such that \( B \leq A \) and \( \|B\| \leq \sqrt{d} \times \|A\| \). It requires \( O(m + n(n - d + 1)d^2\log d^2 \log \|A\| + B(d \log d \log \|A\|)) \) bit operations and its operands have size \( O(d \log d + \log \|A\|) \).

We have \( B \leq A \) by transitivity: each Euclid-swap can only lower the matrix, and the final Step 14 too, because it removes front zero vectors.

Generalization to quadratic forms

The quadratic-form analogue of the basis problem is to transform a positive semi-definite integral quadratic form into an equivalent positive definite integral quadratic form (see, e.g., [Kit93, Coh93, Sch09]). However, very few algorithms for this natural problem are known: perhaps the most famous solution is a generalization of LLL [Poh87], but the full complexity analysis of the variant with unimodular transformation seems to be missing in the literature. HNF-based basis algorithms are not trivial to generalize to integral quadratic forms, since quadratic forms have no HNF analogue.

- Any positive semi-definite integral matrix \( P \in \mathbb{Z}^{n \times n} \) has a Cholesky decomposition \( P = RR^t \), but the matrix \( R \) is in general real, so may not have an HNF-basis.
• Even if there exists an integral decomposition \( P = MM' \) for some integer matrix \( M \), it may not be possible to extract such an \( M \) in polynomial time.

Our XGCD-based basis algorithm can tackle this problem, because it only uses the inner products of the input vectors, which gives rise to Alg. 8. However, its polynomial-time complexity is not straightforward: we prove it by analyzing consecutive Euclid-swaps at Steps 7-9.

Algorithm 8: An XGCD-based quadratic form algorithm

**Input:** A positive semi-definite integral matrix \( P \in \mathbb{Z}^{n \times n} \).

**Output:** A unimodular matrix \( U \in \mathbb{Z}^{n \times n} \) such that \( UPU' = \begin{pmatrix} 0_{(n-d)(n-d)} & 0_{(n-d)\times d} \\ 0_{d \times (n-d)} & Q \end{pmatrix} \), where \( Q \in \mathbb{Z}^{d \times d} \) is positive definite.

1. Compute the integral GSO and the fingerprints \( e_i \)'s of \( P \).
2. \( z \leftarrow 0; \ j \leftarrow 2; \ U \leftarrow \text{the } n \times n \text{ identity matrix} \).
3. while \( j \leq n \) do
4.   if \( e_j = 1 \) then
5.     \( j \leftarrow j + 1 \).
6.   else
7.     for \( i = j \) downto \( z + 2 \) do
8.       Euclid-swap \( P \) w.r.t. \( (i-1, i) \) using the quadratic form version of Alg. 6, and update \( U \) accordingly.
9.     end for
10.   for \( i = z + 2 \) to \( j \) do
11.    Size-reduce \( P \) w.r.t. index \( i \) using the quadratic form version of Alg. 10, and update \( U \) accordingly.
12.   end for
13.   \( j \leftarrow j + 1; \ z \leftarrow z + 1 \).
14. end if
15. end while
16. return \( U \).

Our main result on Alg. 8 is as follows:

**Theorem 4.3.** Given as input a positive semi-definite integral quadratic form \( f(x) = xPx^t \) with matrix \( P \in \mathbb{Z}^{n \times n} \), Alg. 8 outputs a unimodular matrix \( U \in \mathbb{Z}^{n \times n} \) such that

\[
UPU' = \begin{pmatrix} 0_{(n-d)(n-d)} & 0_{(n-d)\times d} \\ 0_{d \times (n-d)} & Q \end{pmatrix} \text{ and } \|U\|_{\infty} \leq (2d^2 \times \|P\|_{\infty}^{2.5})^d(n-d),
\]

where \( Q \in \mathbb{Z}^{d \times d} \) is positive definite and \( \|Q\|_{\infty} \leq d \times \|P\|_{\infty} \). It requires \( O(n^2(n-d+1)d^{\theta-1} \cdot 2(d(\log d + \log \|P\|_{\infty}))) \) bit operations and runs on integers of size \( O(n \cdot d + (\log d + \log \|P\|_{\infty})) \) during execution.

As an application, Alg. 8 can be used to compute a short basis of any associated lattice of integral quadratic forms: given as input a generator matrix \( A \in \mathbb{R}^{n \times m} \) of a real lattice \( L \) satisfying \( \langle u, \nu \rangle \in \mathbb{Z} \) for any \( u, \nu \in L \), one can run Alg. 8 on \( AA' \) to output a unimodular transformation \( U \), then the nonzero rows of \( UA \) form a basis \( B \) of \( L \) such that \( \|B^*\| \leq \|A^*\| \) and \( \|B\| \leq \sqrt{\text{rank}(L)} \times \|A\| \).
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### A Previous basis algorithms

#### A.1 Preliminaries

Our time complexity analysis for basis algorithms often uses an elementary fact for integer multiplication:

**Fact A.1** (See, e.g., [Knuth, §4.3.3]). For $s, t \in \mathbb{Z}^+$, $M(s) = O(s^2 M(t))$ via truncations. If $s > t$, an $s$-bit integer and a $t$-bit integer can be multiplied in $O\left(\frac{s}{t} M(t)\right)$ bit operations.

**SNF.** An $n \times m$ integer matrix $S$ of rank $d$ is in *Smith normal form* (abbreviated SNF) if it is of the form $S = \text{diag}(s_1, \ldots, s_d, 0, \ldots, 0)$ such that $s_i$ divides $s_{i+1}$ for $i = 1, \ldots, d - 1$.

**Computing GSO.** An elementary procedure can compute the integral GSO and fingerprint of a positive semi-definite integral quadratic form, namely Algorithm 9. Let $P \in \mathbb{Z}^{n \times n}$ be the input quadratic form, which can be thought as $\text{Gram}(B)$ for some matrix $B = (b_1, \ldots, b_n)$.

We additionally let $\lambda_{i,j} = d_{i,j} \langle b_i, b_j \rangle$ for $i = 1, \ldots, n$, then $\lambda_{i,j} = d_i$ if $e_i = 1$ and $\lambda_{i,j} = 0$ otherwise.

We explain the recursive formulae on $S$ at Step 7 for indices $(i, j)$. For $k = 1, \ldots, j - 1$, let $S_k = d_i \langle b_i, \sum_{j=1}^j \lambda_{i,j} b_j \rangle$ and then $S_k \in \mathbb{Z}$ (see [LLL82, p. 523] and [Cohn93, §2.6.3]). Then $S_1 = \lambda_{1,1}$ and $S_k = (d_k S_{k-1} + \lambda_{k,1} b_1)/d_{k-1}$ for $k = 2, \ldots, j - 1$, in particular, $S_k = S_{k-1}$ if $e_k = 0$. We have $\lambda_{i,j} = d_{j-1} \langle b_i, b_j \rangle = \langle b_i, b_j \rangle d_{j-1} - S_{j-1}$ for all $1 \leq j \leq i \leq n$.

The main properties of Algorithm 9 which we use in this paper are as follows:

- Given as input a positive semi-definite integral matrix $P \in \mathbb{Z}^{n \times n}$ of rank $d$, Algorithm 9 computes the integral GSO and fingerprint of $P$ within $O(nd^2 \cdot M(d \log \|P\|_\infty))$ bit operations and runs on integers of size $O(d \log \|P\|_\infty)$.
- Given as input an integer matrix $B \in \mathbb{Z}^{n \times n}$ of rank $d$, Algorithm 9 computes the integral GSO and fingerprint of $\text{Gram}(B)$ within $O(md \cdot M(d \log \|B\|) + nd^2 \cdot M(d \log \|B\|))$ bit operations and runs on integers of size $O(d \log \|B\|)$.
Algorithm 9 Computing the integral GSO and fingerprint of an integral quadratic form (adapted from [GHGN06, Alg. 1])

**Input:** A positive semi-definite integral matrix \( P = (p_{ij}) \in \mathbb{Z}^{n \times n} \), such as the Gram matrix \( (\langle \mathbf{b}_i, \mathbf{b}_j \rangle)_{1 \leq i,j \leq k} \) of \( \mathbf{b}_1, \ldots, \mathbf{b}_k \in \mathbb{Z}^{n \times m} \).

**Output:** The integral GSO \( d_i \)'s and \( \lambda_{ij} \)'s, the fingerprints \( e_i \)'s, and the rank \( d \) of \( P \).

1. \( d_0 \leftarrow 1 \)
2. for \( i = 1 \) to \( n \) do
3. \( \lambda_{i1} \leftarrow p_{i1} \)
4. for \( j = 2 \) to \( i \) do
5. if \( j < i \) and \( e_j = 0 \) then
6. \( \lambda_{ij} \leftarrow 0 \)
7. else
8. \( S \leftarrow \lambda_{i1} \lambda_{1j} \)
9. for \( k = 2 \) to \( j - 1 \) do
10. if \( e_k = 1 \) then \( S \leftarrow (d_k S + \lambda_{i1} \lambda_{jk})/d_{k-1} \)
11. end for
12. \( \lambda_{ij} \leftarrow p_{ij} d_{j-1} - S \)
13. end if
14. end for
15. if \( \lambda_{ij} = 0 \) then \( d_i \leftarrow d_{i-1}, e_i \leftarrow 0 \); else \( d_i \leftarrow \lambda_{ij}, e_i \leftarrow 1 \)
16. end for
17. \( d \leftarrow \sum_{i=1}^{n} e_i \)
18. return all the \( d_i \)'s, \( \lambda_{ij} \)'s, \( e_i \)'s and \( d \).

- The integral GSO \( d_i \)'s and \( \lambda_{ij} \)'s of \( \text{Gram}(B) \) satisfy: \( d_i \leq \|B^j\|^{2\text{min}(i,d)} \) and \( |\lambda_{ij}| \leq \|B\| \cdot \|B^j\|^{2\text{min}(j,d)-1} \) for \( i = 1, \ldots, n \) and \( j = 1, \ldots, i-1 \).

**Size-reduction procedures.** Algorithm 10 is a procedure for size-reducing a single vector in terms of integral GSO, since \( \mu_{ij} = \lambda_{ij}/d_j \) for all \( j < i \). It has a quadratic form version. The only difference is Step 6: instead of performing operations directly on vectors, we apply the corresponding unimodular transform to the quadratic form:

- First, extract the unimodular transformation: \( U \leftarrow \begin{pmatrix} I_{i-1} & -\mathbf{c} \vline & 1 \\ \hline & I_{n-i} \end{pmatrix} \), where \( \mathbf{c} = (x_1, \ldots, x_{i-1}) \);

- Secondly, transform the associated matrix: \( P \leftarrow UPU^\top \).

Algorithm 10 Integral size-reduction procedure (adapted from [dW87, Table 1, Step (C)])

**Input:** An index \( i \) and an integer matrix \( B = (\mathbf{b}_1, \ldots, \mathbf{b}_k) \in \mathbb{Z}^{n \times m} \) with integral GSO \( d_j \)'s and \( \lambda_{ij} \)'s.

**Output:** The vector \( \mathbf{b}_i \) becomes size-reduced w.r.t. \( B \), and update \( (\lambda_{ij})_{1 \leq j \leq k} \) accordingly.

1. for \( j = i - 1 \) downto 1 do
2. \( x_j \leftarrow \lfloor \frac{\lambda_{ij}}{d_j} \rfloor \)
3. for \( k = 1 \) to \( j - 1 \) do \( \lambda_{jk} \leftarrow \lambda_{jk} - x_j \lambda_{jk} \)
4. \( \lambda_{ij} \leftarrow \lambda_{ij} - x_j d_j \)
5. end for
6. \( \mathbf{b}_i \leftarrow \mathbf{b}_i - \sum_{j=1}^{i-1} x_j \mathbf{b}_j \)
7. return \( (\mathbf{b}_1, \ldots, \mathbf{b}_k) \), the \( d_j \)'s and \( \lambda_{ij} \)'s

When the size-reduction process occurs in the basis algorithms, the quantities \( \|\mathbf{b}_i\|, \max_{1 \leq j \leq i} \|\mathbf{b}_j\| \) and \( \max_{1 \leq k \leq i} \|\mathbf{b}_k^*\| \) have different magnitudes. This inspires the following useful lemma.

**Lemma A.2.** Let \( B = (\mathbf{b}_1, \ldots, \mathbf{b}_k) \in \mathbb{Z}^{n \times m} \) and \( i \in [2, n] \). Let \( \alpha = \max_{1 \leq j \leq i} \|\mathbf{b}_j\| \) and \( \beta = \max_{1 \leq k \leq i} \|\mathbf{b}_k^*\| \).

Given as input \( i \) and \( B \) with integral GSO \( d_j \)'s and \( \lambda_{ij} \)'s, Algorithm 10 satisfies the following:

1. Algorithm 10 takes \( O((n + i)) \) arithmetic operations, in which only integers occur.
2. The integers \( x_j \)'s at Step 2 satisfy \( |x_j| \leq (2\alpha)^{j-1}(\alpha + \beta)\frac{d_{j-1}}{d_j} \) for \( j = 1, \ldots, i-1 \).
3. Let \( \lambda_{ij}^{(j)} \) denote \( \lambda_{ij} \) right after Step 3 for index \( j \). Then \( |\lambda_{ij}^{(j)}| \leq d_{i-1}(\beta + \alpha(i-j)) \max_{j \leq k \leq i} \|\mathbf{b}_k\| \) for \( 1 \leq k < j \).

**Proof.** Item 1 is obvious. If some \( \mathbf{b}_j^* \) is zero, then \( \lambda_{ij} = d_{j-1}(\mathbf{b}_i, \mathbf{b}_j)^* = 0 \) implies \( x_j = 0 \). Without loss of generality, assume that \( \mathbf{b}_1, \ldots, \mathbf{b}_{i-1} \) are linearly independent throughout the proof below.

To show Item 2, let \( \mathbf{b}_i^{(j)} = \mathbf{b}_i \) and \( \mathbf{b}_j^{(j)} = \mathbf{b}_j - \sum_{x_j} x_j \mathbf{b}_j \) for \( j = 1, \ldots, i-1 \). Then \( x_j = \left[ \frac{\langle \mathbf{b}_i^{(j+1)}, \mathbf{b}_j^{(j)} \rangle}{\langle \mathbf{b}_j^{(j)}, \mathbf{b}_j^{(j)} \rangle} \right] + \frac{1}{2} \frac{\|\mathbf{b}_i^{(j+1)}\|^2}{\|\mathbf{b}_j^{(j)}\|^2} + \frac{1}{2} \) for \( j = i - 1, \ldots, 1 \).

\[ (A.1) \]
Note that \((b_j, b_j') = (b_j, b_j') - \sum_{i=1}^{j-1} x_i (b_i, b_i')\) implies \(|(b_j, b_j')| \leq \beta + \alpha \sum_{i=1}^{j-1} |x_i|\), then (A.1) yields
\[
|x_j| \leq \frac{\beta + \alpha \sum_{i=1}^{j-1} |x_i|}{\|b_j\|^2} + \frac{1}{2} \text{ for } j = i - 1, \ldots, 1.
\] (A.2)

We now prove Item 2 by backward induction on \(j\). Initially, (A.1) implies \(|x_{i-1}| \leq \frac{\beta}{\|b_i\|^2} + \frac{1}{2} \leq (\alpha + \beta)\frac{d_{i-1}}{d_i}.\) Assume that \(x_{i-1}, x_{i-2}, \ldots, x_{j+1}\) have the desired bounds for some \(j \in [1, i-2]\). Since \(a^{i-j-1}d_{j+1} \leq a^{i-j-2}d_j\) for \(j + 1 \leq s \leq i - 1\), by the induction hypothesis, we have
\[
\sum_{i=1}^{j-1} |x_i| \leq \frac{\beta}{\|b_j\|^2} + \frac{1}{2} \leq (\alpha + \beta) \frac{d_{i-1}}{d_i}.
\] (A.3)

Since \(\frac{\beta}{\|b_j\|^2} + \frac{1}{2} \leq a^{i-j-1}(\alpha + \beta) \frac{d_{i-1}}{d_i}\), (A.2) and (A.3) imply \(|x_j| \leq (2\alpha)^{i-j-1}(\alpha + \beta) \frac{d_{i-1}}{d_i}\). This proves Item 2.

It remains to show Item 3. Note that \(\theta_{i,j} = d_{k-1}(b_j, b_j') = d_{k-1}(b_j, b_j') - \sum_{i=1}^{j-1} x_i (b_i, b_i')\), this implies \(|\theta_{i,j}| \leq d_{k-1}(\alpha + \beta) \sum_{i=1}^{j-1} |x_i|\). This proves Item 3 and hence the lemma. \(\square\)

**Solving triangular systems.** Basis algorithms relying on HNF need to solve triangular systems.

Under the notation of Lemma 2.3, both triangular systems \(A = H^T X\) and \(A = H^T X\) have the same solution \(H^T A\): but \(H^T A\) is easier to compute from the latter system by divide-and-conquer (see the lemma below), because \(H^T\) is square lower-triangular with non-zero diagonal.

**Lemma A.3.** Let \(A \in \mathbb{Z}^{dxm}\) and \(T \in \mathbb{Z}^{dxd}\) be two integer matrices of rank \(d\) where \(T\) is lower-triangular such that \(T^{-1} A\) is an integer matrix. Assume \(\alpha = \lceil \log \|T^{-1} A\|_\infty \rceil + 1 \leq \lceil \log \|T\|_\infty \rceil + 1 = \beta\). Then the system \(A = TX\) can be solved within \(O(dm \cdot M(\beta) + md^{\beta-1}(\log d)/\alpha - M(\alpha))\) bit operations with integer arithmetic.

**Proof.** We recall the classical divide-and-conquer approach for solving \(A = TX\) (see, e.g., [CLRS09, GL96]). Since \(A = TX\) is equivalent to \(\begin{pmatrix} A \\ 0_{xmx} \end{pmatrix} = \begin{pmatrix} T \\ I_i \end{pmatrix} \begin{pmatrix} X \\ 0_{xmx} \end{pmatrix}\) for \(\forall i \geq 0\), we may assume that \(d = 2k\) for some positive integer \(k\).

We show how to reduce the system \(A = TX\) to two subsystems of half the size using a block decomposition. Indeed, we partition \(T\) into four \(d/2 \times d/2\) subblocks and partition each of \(A\) and \(X\) into two \(d/2 \times m\) subblocks:
\[
T = \begin{pmatrix} T_1 & T_2 \\ T_3 & T_4 \end{pmatrix}, \quad A = \begin{pmatrix} A_1 \\ B_1 \end{pmatrix} \quad \text{and} \quad X = \begin{pmatrix} X_1 \\ X_2 \end{pmatrix}.
\]
Then \(A = TX\) implies \(A_1 = T_1 X_1\) and \(B_1 = T_3 X_1 - T_2 X_2\). We can solve \(A = TX\) as follows:
- Step 1: solve the subsystem \(A_1 = T_1 X_1\);
- Step 2: compute \(A_2 \leftarrow B_1 - T_3 X_1\);
- Step 3: solve the subsystem \(A_2 = T_2 X_2\).

We continue to partition each of systems \(A_1 = T_1 X_1\) and \(A_2 = T_2 X_2\) into two smaller subsystems, until the solutions to subsystems are vectors instead of matrices. This recurrence derives a recursive divide-and-conquer procedure for solving \(A = TX\) with integer arithmetic.

Let \(T(d)\) denote the number of bit operations for solving \(A = TX\) using this procedure. We claim that
\[
T(d) \leq 2T(d/2) + cm(d/2)\theta^{-1}t \quad \text{(A.4)}
\]
for some absolute constant \(c > 0\), where \(t = \frac{\beta}{\alpha} \cdot M(\alpha)\). Indeed, the total cost for Step 1 and Step 3 is \(2T(d/2)\), and Step 2 takes \(O(m(d/2)\theta^{-1}t)\) bit operations, which imply (A.4). Iterating (A.4), we have
\[
T(d) \leq 2T(d/2) + cm(d/2)\theta^{-1}t \\
\leq 2^2T(d/2^2) + 2cm(d/2^2)\theta^{-1}t + cm(d/2)\theta^{-1}t \\
\vdots \\
\leq 2^kT(d/2^k) + \sum_{j=1}^{k} 2^j \cdot cm(d/2^j)\theta^{-1}t = dm \cdot M(\beta) + \frac{1}{2}md^{\theta-1}\sum_{j=1}^{k} 2^{j(\theta-\theta)}.
\]
Since \(\theta \geq 2\) implies \(\sum_{j=1}^{k} 2^{j(\theta-\theta)} \leq k\), we have \(T(d) \in O(dm \cdot M(\beta) + md^{\theta-1}t \log d)\). This completes the proof. \(\square\)
A.2 Basis algorithms based on the HNF, SNF and LLL computations

Consider an integer matrix \( A \in \mathbb{Z}^{m \times n} \) of rank \( d \) with \( \alpha = (\sqrt[d]{|A|_{\infty}})^d \) and \( \beta = \log |A| \). Many algorithms for HNF, SNF and LLL can be used or adapted as basis algorithms which, given as input \( A \), output a basis \( B \) of the lattice \( L(A) \).

**Basis algorithms related to HNF or SNF.** Storjohann’s HNF algorithm [Sto00, Chap. 6] is the best one in terms of both the output guarantees and the runtime among the known algorithms for HNF and SNF: given \( A \), it outputs the HNF-basis \( H \) of \( L(A) \) such that \( |H| \leq \det(L(A)) \), in time \( O(mnd^{d-1} \log |A|_{\infty} \cdot M(\log \log \alpha + mn \log d \cdot \mathcal{B}(\log \alpha)) \).

No SNF-based basis algorithm known outperforms Storjohann’s HNF algorithm. Indeed, there exist two unimodular matrices \( U \in \mathbb{Z}^{m \times m} \) and \( V \in \mathbb{Z}^{n \times n} \) such that \( UAV \) is in SNF. Let \( W \) be the first \( d \) rows of \( U \). Then \( WA \) is a basis of \( L(A) \). The best Storjohann’s SNF algorithm [Sto00, Chapter 8] known can find \( W \) in time \( O(mnd^{d-1} \cdot (\log mn) \log |A|_{\infty} \cdot M(\log \log \alpha + mn \log mn \cdot \mathcal{B}(\log \alpha)) \) such that \( |W|_{\infty} \leq d^{2d^2 + 5} \alpha^4 |A|_{\infty} \).

Besides, most of the known HNF and SNF algorithms work with input matrices which have full column rank or even are nonsingular (e.g., [KB79, SL96]). Some of them can be adapted as basis algorithms. For instance, let \( M \) be a maximal column independent system of \( A \). Let \( U \) be an \( n \times n \) unimodular matrix such that \( UM \) is in HNF of rank \( d \). Then the first \( d \) rows of \( UA \) form a basis of \( L(A) \), because the bottom \( n - d \) rows of \( UA \) are zero.

**LLL-based basis algorithms.** The asymptotically fastest basis algorithm among the known LLL-type algorithms is a modified version of the Hanrot et al. \( \tilde{L}^1 \) algorithm whose Step 1 performs an HNF computation (see [NSV11, Fig. 2]): it outputs a basis \( B \) of \( L(A) \) such that \( |B^*| \leq |A^*| \) and \( |B| \leq \sqrt{d} \times |A| \), but requires \( O(mn^d \log n + \log \gamma (n^2 + \log \beta) \cdot M(n\beta) \) bit operations.

There is another quasi-linear LLL-type algorithm devised by Neumaier and Stéhlé [NS16] (abbreviated \( \tilde{L} \)): it reduces a basis \( B \in \mathbb{Z}^{m \times d} \) into a size-reduced basis \( (c_1, \ldots, c_d) \) of \( L(B) \) such that \( |c_i| \leq \xi(4/3)^{(d-1)/4} \det(L(B))^1/d \) for some constant \( \xi > 1 \), within time \( O(\rho \log d \gamma)^{4d^3} \cdot \tilde{M}(d\gamma) \) where \( \rho = \sqrt{\frac{\ln d}{\ln (\ln 8d)}} \) for some constant \( \phi > 0 \) and \( \gamma = \log |B| \). The \( \tilde{L} \) algorithm can work as a basis algorithm using the standard modification: first call an HNF algorithm on \( A \) to output the HNF-basis \( H \) of \( L(A) \) such that \( |H| \leq \det(L(A)) \) and then run the \( \tilde{L} \)-reduction on \( H \). The resulting basis algorithm outputs a size-reduced basis \( B \) of \( L(A) \) such that \( |B^*| \leq |H| \) and \( |B| \leq \sqrt{d} \times |H| \). The \( \tilde{L} \)-reduction process requires \( O(\rho' \log d \gamma)^{4d^3} m^d \cdot \tilde{M}(d\gamma) \) bit operations. Here, \( \rho' = \sqrt{\frac{\ln d}{\ln (\ln 8d\gamma^2)}} \) for some constant \( \phi' > 0 \) and \( \gamma' = \log \det(L(A)) \).

Finally, we remind of that Pohst’s \( \tilde{M} \)LL algorithm [Poh87] is the first modification of LLL [LLL82] for computing a basis \( B \) from the input generators \( A \) such that \( |B^*| \leq |A^*| \) and \( |B| \leq \sqrt{d} \times |A| \). A similar algorithm appeared in [HILS89, p. 864]. Both algorithms run in time \( O(mn^d \beta \cdot \tilde{M}(d\beta)) \) [HILS89, Theorem 2.1]. Their floating-point variant has quadratic complexity \( O(m(d+\beta)(d^2\beta + n(n-d)) \cdot M(d)) \) (see [NS09, §6]).

A.3 The Li-Nguyen basis algorithm

Li and Nguyen [LN14] simplified Pohst’s \( \tilde{M} \)LL algorithm [Poh87] into Alg. 11 by ignoring Lovász’s conditions.

**Algorithm 11** The Li-Nguyen basis algorithm [LN14, Algorithm B.1]

**Input:** An integer matrix \( A = (b_1, \ldots, b_n) \in \mathbb{Z}^{m \times n} \) such that \( b_i \neq 0 \). The rows of \( B \) might be linearly dependent.

**Output:** A basis of the lattice \( L(B) \) generated by the rows of \( B \).

1. \( z \leftarrow 0; \ j \leftarrow 2 \)
2. **while** \( j \leq n \) **do**
3. **if** \( b_j \neq 0 \) **then**
   4. \( j \leftarrow j + 1 \)
5. **else**
6. Size-reduce \( b_j \) w.r.t. the previous vectors \( (b_{j+1}, \ldots, b_{j-1}) \)
7. **if** \( b_j = 0 \) **then**
   8. \( (b_{j+1}, b_{j+2}, \ldots, b_n) \leftarrow (b_j, b_{j+1}, b_{j+2}, \ldots, b_{j-1}) \)  
   /*We move one more zero-vector \( b_j \) to the front and shift the rest*/
   9. \( j \leftarrow j + 1; \ z \leftarrow z + 1 \)
10. **else**
11. Swap \( b_{j-1} \) and \( b_j \)
12. \( j \leftarrow \max(z + 2, j - 1) \)
13. **end if**
14. **end if**
15. **end while**
16. **return** \( (b_{j+1}, \ldots, b_n) \)
Algorithm 11 has super-quadratic complexity. Theorem A.5.

To estimate the runtime, we refine Algorithm 11 as follows: call Algorithm 9 to compute initially the integral GSO; apply Algorithm 10 to Step 6; call the swap step in the integral LL algorithm [dW87, Table 1] to do Step 11, including updating the integral GSO; it is trivial to update the integral GSO at Step 8. To check whether \( \mathbf{b}_j \) is zero or not, it needs to update the fingerprints.

**Theorem A.5.** Assume that Algorithm 11 is refined as above. Given as input an \( n \times m \) integer matrix \( A \), Algorithm 11 requires \( O(md + n(d + \log \|A\|) \log \log \|A\|) \) bit operations and runs on integers of size \( O(d \log d + \log \|A\|) \) during execution, where \( d \) is the rank of \( A \).

**Proof.** We first improve previous estimate on the number of while loop iterations. Consider a simpler potential

\[
D = d_n \times D_R \text{ where } d_n = \prod_{i=0}^{n} \| \mathbf{b}_i \|^2 \in \mathbb{Z} \text{ and } D_R = \prod_{i=0}^{2^n} 2^{2i} \in \mathbb{Z}.
\]

Note that \( D \) is a positive integer: initially, \( D \leq \|A\|^{2(d^2 + n + d + 1)(n - d)} \). Since size-reduction preserves the \( \mathbf{b}_j \)'s, the only operations which can change \( D \) are Step 8 and Step 11.

Step 8 does not change \( d_n \), but decreases \( D_R \) by a multiplicative factor \( \geq 4 \). Indeed, since \( j \geq z + 2 \), at least one non-zero vector is moved and a zero vector is inserted at index \( z + 1 \).

Step 11 changes \( \mathbf{b}_{j-1} \) and \( \mathbf{b}_j \), but preserves the other \( \mathbf{b}_j \)'s. There are two cases:

- If \( \mu_{j-1} \neq 0 \), then the new \( \mathbf{b}_{j-1} \) is \( \mu_{j-1} b_{j-1} \) and the new \( \mathbf{b}_j \) is zero. Thus, \( d_n \) decreases by a multiplicative factor \( \geq 4 \) (because \( 0 < \mu_{j-1}^2 \leq 1/4 \) by size-reduction) and \( D_R \) remains.
- Otherwise \( \mu_{j-1} = 0 \), then the new \( \mathbf{b}_{j-1} \) is zero and the new \( \mathbf{b}_j \) is \( \mathbf{b}_j \). Thus, it preserves \( d_n \) and decreases \( D_R \) by a multiplicative factor 4.

It follows that each Step 5 decreases \( D \) by a multiplicative factor \( \geq 4 \). Since \( D \geq D_R \geq 2^{(n-d+1)(n-d)} \) throughout Algorithm 11, the number of while loop iterations is at most \( \log_{\log \log \|A\|} 2^{2(2n-2d-2d(2n-d))} \).

Next, consider the operands. The refinement ensures that only integers occur during Algorithm 11. By Invariant 2, we always have \( \max_{1 \leq s \leq n} \| \mathbf{b}_s \| \leq \sqrt{d} \times \|A\| \) due to the size-reduction at Step 6. Then the integral GSO \( d_i \)'s and \( \lambda_i \)'s have size \( O(d \log \|A\|) \) except Step 6, and the occurring integers including intermediate \( \{\lambda_i, \mu_{j} \mid j \geq 2 \} \) during Step 6 have size \( O(d \log d + \log \|A\|) \) by Lemma A.2. Therefore, Algorithm 11 uses operands of size \( O(d \log d + \log \|A\|) \).

It remains to bound the cost. Step 6 costs \( O(md \log \log \|A\| \cdot M(d \log \|A\|)) \) by Lemma A.2, in which the worst-case multiplications involve operands of bit-sizes \( O(d \log \|A\|) \) and \( O(d \log \|A\|) \). The cost of Step 11 is \( O(n \cdot M(d \log \|A\|)) \). Step 8 does not involve integer multiplications. Since Step 5 occurs at most \( d(n - d + \log \|A\|) \) times, we conclude that Algorithm 11 requires \( O((md + n)(d - n + \log \|A\|) \log \log \|A\| \cdot \log \log \|A\| \cdot M(d \log \|A\|) \) bit operations: it bounds the cost of Algorithm 9 as well, since \( d(n - d) \geq n - 1 \) for \( 1 \leq d \leq n - 1 \). This completes the proof. \( \square \)

### B Proofs of Section 2

The proof of Lemma 2.2 relies on the following claim.

**Claim B.1.** Let \( B = (\mathbf{b}_1, \ldots, \mathbf{b}_d) \in \mathbb{R}_{\text{even}}^{d \times m} \) be a lattice basis with GSO matrices \( D = \text{Diag}(\|\mathbf{b}_1\|, \ldots, \|\mathbf{b}_d\|) \) and \( \mu = (\mu_{i,j})_{i \leq j \leq d} \). Then the inverse \( \mu^{-1} = (\eta_{i,j})_{i \leq j \leq d} \) is a unit lower triangular matrix with

\[
|\eta_{i,j}| \leq \frac{2^{(i-j)\|B\|^2}}{\prod_{k=i}^{d} \|\mathbf{b}_k\|} \text{ for } 1 \leq j < i \leq d.
\]

**Proof.** It is classical that \( \mu \) is unit lower triangular and so is \( \mu^{-1} \). Since \( \mu \mu^{-1} = I_d \) implies \( \sum_{k=j}^{d} \mu_{i,k} \eta_{k,j} = 0 \) for \( 1 \leq j < i \leq n \), it can be checked by induction on \( l = i - j \) that

\[
\eta_{i,j} = -\mu_{i,j} \sum_{j \neq j} \mu_{i,j} \mu_{i,j} + \cdots + (-1)^{i-j} \mu_{i,j-1} \mu_{i,j-2} \cdots \mu_{i,j+1}, \mu_{i,j} \text{ for } 1 \leq j < i \leq d.
\] (B.1)
Note that max\{1, |\mu_{j,i}|\} \leq \frac{|B|}{|B|_2} \text{ for } 1 \leq t \leq s \leq d. \text{ For indices } j = j_0 < j_1 < \cdots < j_t < i, \text{ we have}

\[ |\mu_{j,i}| \leq \frac{|B|^{t+1} \prod_{k=0}^{t} |b_{i,k}|}{\prod_{j \neq i} |b_{i,j}|} \leq \frac{|B|^{|i-j|}}{\prod_{j \neq i} |b_{i,j}|} \]

for \(1 \leq i < j \leq d - 1\).

Applying this to the right-hand terms of Eq. (B.1), we obtain

\[ |\eta_{i,j}| \leq \left(\frac{(i-j-1)}{0} + \frac{(i-j-1)}{1} + \cdots + \frac{(i-j-1)}{i-j-1}\right) \frac{|B|^{i-j}}{\prod_{j \neq i} |b_{i,j}|} = \frac{2^{i-j-1} |B|^{|i-j|}}{\prod_{j \neq i} |b_{i,j}|} \]

for \(1 \leq j < i \leq d\), where \(\binom{m}{n} = \frac{m!}{n!(m-n)!}\) denotes the binomial coefficient. This completes the proof. \(\square\)

**Proof of Lemma 2.2.** First, \(W = \det(BB^t)BB^tB \in \mathbb{Z}^{d \times m}\) has rank \(d\), because \(\det(BB^t)BB^tB \in \mathbb{Z}^{d \times d}\) is nonsingular.

We next bound the \(|w_i|\)'s. Consider the Gram-Schmidt decomposition \(B = \mu DQ\), where \(Q = (b_1', \ldots, b_y')\) is an orthogonal set, \(D = \text{Diag}(|b_1|^2, \ldots, |b_y|^2)\), and \(\mu = (\mu_1, \ldots, \mu_y)\) is a unit lower triangular matrix. Then \(\mu = (\eta_{i,j})_{i \leq j \leq d}\) is a unit lower triangular, \(\delta = \det(BB^t) = \prod_{j=1}^{d} |b_j|^2\) and \(B^* = \mu^{-1}D^{-1}Q\). This implies

\[ W = \det(BB^t)B^* = \delta \mu^{-1} (b_1^t |b_1|^2, \ldots, b_y^t |b_y|^2) \text{ with } w_i = \delta \eta_{i,j} |b_i|/|b_j| \text{ for } i = 1, \ldots, d. \]

We have \(\frac{|w_i|}{|b_j|} \leq |B|^{i-j} \text{ for } i = 1, \ldots, d\). Claim B1 implies \(\frac{|w_i|}{|b_j|} \leq 2^{i-j} |B|^{i-j} \frac{|b_j|^2}{|b_i|} \leq 2^{i-j} |B|^{i-j} \text{ for } i = 1, \ldots, d\).

It remains to analyze the complexity. Since \(BB^t B \in \mathbb{Z}^{d \times d}\) is nonsingular and \(W = \det(BB^t)BB^tB\), it is folklore to compute \(W\) deterministically in time \(O(m^d)\). From [Sto00, Chap. 6], Step 2 costs \(\mathcal{O}(\log |B|)\) and then recovering the final results using Chinese Remainder Theorem; this approach is classical (see, e.g., [KV04, Vill03]). The operands during the computation have size \(O(\log |B|)\). This completes the proof. \(\square\)

**Proof of Lemma 2.3.** Let \(H = (h_{ij})\) and let \(i_1 < \cdots < i_d\) be indices corresponding to \(H\)'s support. Note that for \(j = 1, \ldots, d, h_{jj} > 0\) and \(h_{kk} = 0\) if \(k < j\). Then \(H = \mathbb{Z}^{d \times d}\) is lower-triangular with positive diagonal entries.

We show Item 1. Note that \(A\) has rank \(d\) and there is a matrix \(B = (b_1, \ldots, b_d) \in \mathbb{Z}^{d \times m}\) of rank \(d\) such that \(A = B^* H\), then \(H^t H = I_d \Rightarrow H^* \mathcal{A} = B^*\). This proves Item 1.

We show Item 2. Let \(A = (a_1, \ldots, a_d)\). Since \(A = H^* B\), we have:
- \(a_i = 0\) for \(\ell < i\) and \(a_i = h_{i,i}\).
- For \(j = 1, \ldots, d, a_i = h_{1,i} b_1 + \cdots + h_{j-1,i} b_{j-1} + h_{j,i} b_j\) for \(i < j\) and \(a_i = h_{i,i} b_i + \cdots + h_{j-1,i} b_{j-1} + h_{j,i} b_j\) for \(j = 1, \ldots, d\).

It can be checked by induction on \(j\) that \(a_i^\star = h_{i,i} b_i\) for \(j = 1, \ldots, d\), and when \(i = 1, \ldots, d\) also correspond to \(A\)'s support. This proves Item 2.

Item 3 holds. Indeed, \(A = H^* B\) implies \(A = H^* B\). Then \(H^t A = B = (H^t)^{-1} A\). We verify \(H^t A \leq A\) as follows:
- The equality \(A = H^t H^* A\) implies the sublattice inclusion;
- Since \((H^t)^{-1}\) is a \(t\)-matrix, the equality \(H^t A = (H^t)^{-1} A\) implies the distance decrease.
- The shifted supports are trivial, because \(H^t A \in \mathbb{Z}^{d \times m}\) has rank \(d\).
- We show Item 4. Note that \(b_j = (a_j - \sum_{k=1}^{j-1} h_{j,k} b_k) / h_{j,j}\) implies \(|b_j| < \infty \leq \|a_j\|_\infty + \sum_{k=1}^{j-1} |b_k|\) for \(j = 2, \ldots, d\). It can be shown by induction on \(j\) that \(b_j < 2^{-1} \|a_j\|_\infty \leq \|a_j\|_\infty \) for \(j = 1, \ldots, d\). Let \(B = (b_1, \ldots, b_d)\) be a maximal column independent system of \(A\). Then \(M = \mathbb{Z}^{d \times d}\) is nonsingular. Note that \((H^t)^{-1} A \in \mathbb{Z}^{d \times m}\) implies \(V \cong (H^t)^{-1} M = \mathbb{Z}^{d \times d}\), then \(\det(M) = \det(H^t) \times \det(V)\). Thus, \(|H^t|^\infty \leq \det(H^t) \leq \det(M) \leq \|A\|_\infty^2\). This proves Item 4 and hence the proof. \(\square\)

**C Proofs of Section 3**

**Proof of Theorem 3.2.** Since the matrix \(E\) at Step 2 is the HNF-basis of \(L(A)\) and the support \(S\) at Step 1 is a linearly independent set such that \(|\mathcal{S}| \leq |\mathcal{A}|\), the correctness of the algorithm follows from the proof of Theorem 3.1.

Algorithm 1 runs on integers of size \(O(d \log d + \log |\mathcal{A}|)\). Indeed, \(|E| \leq \det(L(A)) \leq \|E\|^{2d}\) and \(|\det(M)| \leq |\det(Z)| \leq |\det(E)| \leq |\det(S)| \leq |\det(E)\| \). Note that \(M = (E^t S)^t\). Lemma 2.3 implies \(|M|^{2d} \leq 2^{d-1} \max |\mathcal{S}|^{2d}\). Consider Step 5: \(S = F^t B\) implies \(|F|^{2d} \leq 2^{d-1} \max |\mathcal{S}|^{2d}\). Since \(|\mathcal{B}|^{2d} \leq |\mathcal{S}|^{2d}\), all integral GSO of Gram(B) at Step 6 have size \(O(d \log |\mathcal{B}|)\). We yet the occurring integral GSO of Gram(B) at Step 7 have size \(O(d \log d + \log |\mathcal{B}|)\) by Lemma A.2.

We bound the occurring. Step 1 and Step 6 totally cost \(O(mnd \cdot (d \log |\mathcal{A}|))\). From [Sto00, Chap. 6], Step 2 costs \(O(mnd^2 \log |\mathcal{A}|) \cdot M \cdot (\log |\mathcal{A}|) + mn \cdot (d \log d) \cdot B(\log a)\), where \(a = (\mathcal{W})^2 \mathcal{A}\) by [SL96, Theorem 5]. Step 4 costs \(O(m^2 \cdot B(\log a))\) where \(\gamma = \max(|\mathcal{M}|, |\det(S)|)\). Step 3 and Step 5 solve two triangular systems \(S^t = E^t X\) and \(S = F^t Y\) respectively: by Lemma A.3, they totally cost \(O(md \cdot (d \log |\mathcal{B}|)) \cdot M(d + \log |\mathcal{B}|)\).
By Lemma A.2, Step 7 costs $O(mn(d^2 \log |d|/\log |S|)) \cdot M(d \log |S|)$. It follows that Algorithm 1 requires $O(mn(d^2 \log |d|/\log |S|) \cdot 2d \log |S|)$ bit operations. This completes the proof.

**Proof of Theorem 3.4.** We first show correctness of Algorithm 2. Let $T = S/\delta$. Then $B = TA$ and $C = (T - \text{Round}(T))A$. It follows that $C^* = B^*$, $C \leq B \leq A$ and $C$ is $A$-reduced. This proves the correctness.

We analyze the complexity. Algorithm 2 runs on integers of size $O(\log|\alpha|)$: indeed, Cauchy-Schwartz's inequality and Lemma 2.2 imply that $|B| < \max|\alpha|, |C| < 2^d |A|^{d-1}$. Then Step 3 takes $O(mn(d^2 \log |d|/\log |S|))$ bit operations, which bounds the cost of other steps as well by Lemma 2.2. This proves Theorem 3.4.

**Proof of Theorem 3.7.** We first show correctness of Algorithm 3. By Theorem 3.3.3, the matrix $B$ appearing at Step 2 is $H^t A \leq A$, which justifies Step 3. By Theorem 3.4, the output matrix $B \in \mathbb{Z}^{d\times m}$ is an $A$-reduced basis of $L(H^t A)$ such that $B \leq H^t A$. This proves the correctness.

It remains to analyze the complexity. By Lemma 3.4.5, $\|B\|_{\infty} = O(d + \log |A|)$ and $\|B\|_{\infty} = O(d \log |A|)$, which follows from Lemma A.3. Since Step 1 and Step 2 cost $O(mn(d^2 \log |d|/\log |S|))$ and run on integers of size $O(\log|\alpha|)$, where $\alpha = (\sqrt{d} \times \max|\alpha|, |C|)^d$. By Theorem 3.4, Step 2 and Step 4 totally cost $O((m + n)d^2 \log |A|)$ and run on integers of size $O(d \log |\alpha|)$, where $\beta = \max|\alpha|, |A'|$. Since $|C|_{\infty} \leq d|A'|_{\infty} \leq d|A|_{\infty}$ (by Lemma 3.3.2) and $|A'| \leq \sqrt{d}|A|$, we conclude that Algorithm 4 requires $O(mn(d^2 \log |d|) \cdot 2d \log |A|)$ bit operations and runs on integers of size $O(d \log n + \log |A|)$ during execution.

Note that if given as input $A'$, the first two steps of Algorithm 4 actually compute an $A'$-reduced basis of $\ker_{\mathbb{Z}}(A')^* = L(A)$. This completes the proof.

**Proof of Corollary 3.9.** Since $L(A) = L$, the claim follows from Theorem 3.8 and Lemma 3.3.3.

**Proof of Theorem 3.10.** The combination of Algorithm 4 and Algorithm 5 is as desired. From Theorem 3.8, the only issue is to discuss the correctness and complexity of Algorithm 5, which is done below.

It is obvious that the output matrix $U$ of Algorithm 5 is unimodular and satisfies Item 1.

We verify Item 2. Let $a = (\sqrt{d}|A|_{\infty})^d$. Let $V_1$ and $V_2$ denote the first $(n - d)$ rows and bottom $d$ rows of matrix $V$ at Step 1 of Algorithm 5, respectively. It follows from [Sto60, Chap. 6] that $|V_1|_{\infty} \leq da^2$ and $|V_2|_{\infty} \leq \alpha$. Let $W_i$ denote the $i$th column of matrix $W$ at Step 2 of Algorithm 5 for $i = 1, \ldots, d$. Since $W = (E' B')'$, Lemma 2.3.3 implies $|W_i|_{\infty} \leq 2^{-i} |B|_{\infty}$ for $i = 1, \ldots, d$. Combining with Lemma 3.3.2, we have $|W_2|_{\infty} \leq \sum_{i=1}^d 2^{-i} |B|_{\infty} a < 2^d |A|_{\infty} a$.

Note that $U = \left( \begin{array}{c} V_1 \\ W_2 \end{array} \right)$, this proves Item 2.

It remains to analyze the complexity. It follows from [Sto60, Chap. 6] that Step 1 of Algorithm 5 runs on integers of size $O(\log|\alpha|)$ and takes $O(mn(d^2 \log |d|) \log |A|_{\infty} \cdot M(\log|\alpha|) + mnm(\log n) \cdot 2d \log |A|)$ bit operations. By Lemma A.3, Algorithm 5 needs $O(mn(d^2 \log |d|) \log |A|_{\infty} \cdot 2d \log |A|)$ bit operations and runs on integers of size $O(d \log n + \log |A|)$. Combining with Theorem 3.8, this proves Theorem 3.10.

**D Proofs of Sections 4.1 and 4.2**

**Proof of Theorem 4.1.** The correctness of Algorithm 6 follows from the two facts below: the transformation at Step 2 is unimodular; the new $b^{-1}_{j^*}$ is 0 and the new $b^*_{j^*}$ is $\frac{1}{c} b^{-1}_{j^*}$, while the other $b^*_{j^*}$'s remain unchanged.

We analyze the complexity. Since the $d_j$'s and $\lambda_{ik}$'s have size $O(d \log |B|)$, the algorithm, this implies: Steps 1 and 2 totally cost $O(2d \log |B| + mn \cdot M(\log|B|))$; Steps 3-12 need $O(nd)$ arithmetic operations, then the cost is $O(d \cdot M(2d \log |B|))$.

This completes the proof.

**Proof of Theorem 4.2.** We first show correctness of Algorithm 7. To do so, note that the following loop invariants hold at Steps 3-13, which connect the input matrix $A$ with current matrix $B = (b_1, \ldots, b_n)$:

1. $2 \leq j - z \leq d + 1$;
2. $L(A) = L(B)$;
3. $B \leq A$;
4. $(b_1, \ldots, b_{j-1})$ has fingerprint $(0^{d_j-1}1)$ outside of Steps 7-10.

Invariants 1 and 2 are obvious. Invariant 3 holds by transitivity: each Euclid-swap can only lower the matrix, and size-reduction does not change the partial order. Invariant 4 can be shown by induction on $(z, j)$ using the fact: only Step 8 changes the $b^*_{j^*}$'s, which transforms $(b^*_{j^*-1}, b^*_{j^*}) = (b^*_{j^*-1}, 0)$ into $(0, cb^-1_{j^*})$ for some $c \in (0, 1]$ and preserves the other $b^*_{j^*}$'s.

Now, if the algorithm terminates, then $j = n + 1$: it follows from Invariants 2-4 that the output vectors $b_{z+1}, \ldots, b_n$ form a basis of $L(A)$ such that $(b_{z+1}, \ldots, b_n) \leq A$.

Next, consider the operands. Algorithm 7 runs on integers. Due to the size-reduction at Step 9 and $||B^*|| \leq ||A^*||$ (by Invariant 3), we always have $|B| \leq \sqrt{d} \cdot |A|$ except “in” Steps 8-9. Then
Since Steps 8-9 occur at most \(d \log |A|\) times, we conclude that Algorithm 7 requires \(O(m(n - d + 1)d^2 \log |A|)\) bit operations. This proves Theorem 4.2.

\[ \square \]

### E Proof of Theorem 4.3

We follow the notation of Algorithm 8 and additionally use the notation below through this section:

- Let \(P\) and \(P^{\text{cur}}\) denote the input and current positive semi-definite integral matrix during execution.
- Let \(|P|_\infty\) denote the invariant \(|B^*|_\infty\) for any decomposition \(P = BB'\). Then \(|P|_\infty \leq |P|_\infty\).
- Let \(U = (u_1, \ldots, u_n)\) denote the current unimodular transformation during Algorithm 8.

We first illustrate three technical lemmas below, which ensures correctness and efficiency of Algorithm 8.

**Lemma E.1.** The following loop invariants hold during Steps 3-15 of Algorithm 8:

1. \(2 \leq j - z \leq d + 1;\)
2. \(|P^{\text{cur}}|_\infty \leq |P|_\infty;\)
3. \(|P^{\text{cur}}|_\infty \leq d \times |P|_\infty\) right after Step 12;
4. \(P^{\text{cur}}\) has fingerprint \((0 f^{(j-z-1)n+1)}\) right before Step 7;
5. \(U\) is a unimodular matrix such that \(UPU^T = P^{\text{cur}};\)
6. \(\text{span}(u_1, \ldots, u_j) \subseteq \text{span}(e_1, \ldots, e_j)\) and \(u_i = e_i\) for \(i = j + 1, \ldots, n\), where \((e_1, \ldots, e_n) = I_n\).

**Proof.** Items 1-6 can be checked by induction on \(z\). \(\square\)

We quantize consecutive Euclid-swaps during Algorithm 8 as follows.

**Lemma E.2.** Using the notation of Algorithm 8. Let \(\Phi(z, i) \in \mathbb{Z}^{n \times n}\) denote the corresponding unimodular transformation of Euclid-swap w.r.t. index pair \((i - 1, i)\) when Steps 7-9 occur w.r.t. index \(z\). Then

1. The corresponding unimodular transformation for consecutive Euclid-swaps at Steps 7-9 w.r.t. index \(z\) is

\[
\Phi(z, z + 2) \cdot \Phi(z, z + 3) \cdots \Phi(z, j) = \begin{pmatrix} I_z & \phi(z) \\ \phi(z)^T & I_{n-j} \end{pmatrix}
\]

for some \((j - z) \times (j - z)\) unimodular matrix \(\phi(z)\) with

\[
\max \{|\Phi(z, z + 2)|_\infty, \ldots, |\Phi(z, j)|_\infty, |\phi(z)|_\infty\} \leq (d \cdot |P|_\infty \cdot |P|_\infty)^{d/2}.
\]

2. The matrix \(P^{\text{cur}}\) during Steps 7-9 always has magnitude: \(|P^{\text{cur}}|_\infty \leq d^{d+3} \times |P|_{L^\infty}^{2d+1}\).

3. All integral GSO occurring during these steps have size \(O(d \log d + \log |P|_\infty)\).

Algorithm 8 allows to explicitly trace the evolution of current unimodular transformation:

**Lemma E.3.** Let \(P^{(z)}\) and \(U^{(z)}\) denote respectively the current positive semi-definite matrix and current unimodular transformation right before Step 7 w.r.t. index \(z\). Let \(V^{(z+1)} = \begin{pmatrix} I_z & W^{(z+1)} \\ W^{(z+1)^T} & I_{n-j} \end{pmatrix}\) be the corresponding unimodular transformation of Steps 7-12 w.r.t. index \(z\) such that \(V^{(z+1)}P^{(z)}(V^{(z+1)^T})^T = P^{(z+1)}\). For \(z = 0, \ldots, n - d - 1\), we have:

\[
U^{(z+1)} = V^{(z+1)}U^{(z)} \text{ with } |V^{(z+1)}|_\infty \leq d^{d-1}(2|P|_{L^\infty}^{2d})^d \text{ and } |U^{(z+1)}|_\infty \leq (2d^2 \times |P|_{L^\infty}^{2d})^d |U^{(z)}|_{L^\infty}. \]
We will prove Lemmas E.2 and E.3 in Appendices E.1 and E.2, respectively.

Theorem 4.3 immediately follows from Lemmas E.1-E.3.

Proof of Theorem 4.3. Lemma E.1 ensures correctness of Algorithm 8. The main issue is to analyze the complexity. From Lemma E.3 together with its notation, since $U^{(0)} = I_n$, we have

$$|U^{(z+1)}|_{\infty} \leq (2d^2 \times |P|^{2}{1.5})^{d(z+1)}$$

for $z = 0, \ldots, n - d - 1$.

Then Algorithm 8 eventually outputs a unimodular matrix $U = U^{(n-d)}$ with $|U|_{\infty} \leq (2d^2 \times |P|^{2}{1.5})^{(n-d)}$. Combining with Lemmas E.2 and A.2, Items 2-3 of Lemma E.1 ensures that all entries of $P^{uw}$ and all integral GSO occurring during the computation have size $O(d \log d + \log |P|_{\infty})$. It follows that Steps 7-12 w.r.t. index $z$ transform $U^{(0)}$ into $U^{(z+1)}$ within $O(\lambda(z+1) \cdot B(d \log d + \log |P|_{\infty}))$ bit operations using matrix multiplication and run on integers of size $O(z(1 + d \log d + \log |P|_{\infty}))$.

Since the computation of unimodular transformation dominates the global cost of Algorithm 8, it totally takes $O(n(n-d+1)(d^2+d^3(n-d)) \cdot B(d \log d + \log |P|_{\infty}))$ bit operations and runs on integers of size $O(d(n-d+1)(d \log d + \log |P|_{\infty}))$ during execution. This completes the proof of Theorem 4.3.

\hfill \Box

E.1 Proof of Lemma E.2

We now show Lemma E.2. For simplicity, we tackle the case $(z, j) = (0, d + 1)$ in the language of lattices. Consider a matrix $A = (a_1, \ldots, a_{d+1}) \in \mathbb{R}^{(d+1)\times m}$ such that $\det(A) \in \mathbb{Z}^{(d+1)\times (d+1)}$ has fingerprint $(1^d)\ell$. The argument of Lemma E.2 is reduced to the easier setting for analyzing the unimodular transformation of the following procedure:

Algorithm 12 Consecutive Euclid-swaps

\begin{itemize}
    \item for $i = d + 1$ downto $2$ do
    \item Euclid-swap $(a_{i-1}, a_i)$ using Algorithm 6
    \item end for
\end{itemize}

Let $A_i = (a_1, \ldots, a_{i-1}, a_{i+1}, a_{i+2}, \ldots, a_d)$ for $i = 1, \ldots, d$. Define the integers:

$$y_{i+1} = \text{det}(A_{i+1} \cdot A^\top), \quad x_i = \text{det}(A_i \cdot A^\top) \quad \text{and} \quad y_i = \gcd(y_{i+1}, x_{i+1}, \ldots, x_d)$$

for $i = d, \ldots, 1$.

Such integers can be bounded well: $|x_i| \leq \sqrt{|\text{det}(A_{i+1} \cdot A^\top)\text{det}(A_i \cdot A^\top)} \leq (|A_{i+1}| \cdot |A_i|)^d$ for $i = 1, \ldots, d$ and $1 \leq y_1 \leq \cdots \leq y_{d+1} \leq |A^\top|^d$. By Cramer’s rule, $(x_{d+1}, \ldots, x_1) \text{, where } y_{d+1}\text{, is the unique solution to linear system } x A = a_{d+1}$.

$$a_{i+1} = \frac{x_d}{y_{d+1}} a_d + \frac{x_{d-1}}{y_{d+1}} a_{d-1} + \cdots + \frac{x_1}{y_{d+1}} a_1.$$

Then $b_i = \frac{x_i}{y_i} a_i + \cdots + \frac{x_1}{y_1} a_1 = \frac{1}{y_i} (y_{i+1} a_{i+1} + \cdots + x_1 a_1)$ with $\|b_i\| \leq d |A^\top|^d |A|^d$ for $i = 2, \ldots, d+1$.

Let $d_i$’s and $\lambda_i$’s be the integral GSO of Gram(A). Let $\lambda_{i,k}^{(b)} = d_{i+1-i}^{(b)}(a_i, b_i)$ for $1 \leq k < i \leq d+1$. Note that the $\lambda_{i,k}^{(b)}$’s are integers, we find integers $(s_i, t_i, g_{i-1})$ using XGCD such that $s_i d_{i+1-i}^{(b)} = g_{i-1} = \gcd(d_{i+1-i}, \lambda_{i,k}^{(b)})$ with $|s_i| \leq \max\{1, |\lambda_{i,k}^{(b)}|/g_{i-1}\}$ and $|t_i| \leq d_{i-1-i}^{(b)}$ for $i = d+1, \ldots, 2$. There are close relations among such scalars:

Claim E.4. Under the above notation. For $i = d+1, d, \ldots, 2$, we have:

1. $s_i y_i + t_i x_i = \gcd(x_i, y_i) = y_i - 1$ with $|s_i| \leq \max\{1, |x_i-1|/|y_i-1|\}$ and $|t_i| \leq y_i/y_i-1$
2. $y_{i-1} = y_{i-1} g_{i-1}/d_{i-1} \quad \text{and} \quad x_{i-1} = y_{i-1} \lambda_{i-1,k}^{(b)} / d_{i-1}^\top, \quad \text{where } y_{d+1} = d_d$.
3. $\lambda_{i-1,k} = -\lambda_{i,k-1}^{(b)}/g_{i-1} \lambda_{i-1,k} + (d_{i-1}/g_{i-1}) \lambda_{i,k}^{(b)} \text{ with } |\lambda_{i-1,k}^{(b)}| \leq d_i |A^\top|^d |A|^d$ for $1 \leq k \leq i - 2$.

Such relations are based on an elementary fact related to XGCD:

Fact E.5. Let $a, b, c$ and $d$ be integers such that $ac \neq 0$ and $\frac{b}{a} = \frac{d}{c}$. If the integers $x$ and $y$ satisfy $xa + yb = \gcd(a, b)$, then $xc + yd = \gcd(c, d)$ with $\frac{x}{y} = \frac{\gcd(a, b)}{\gcd(a, c)}$ and $\frac{c}{gcd(c, d)} = \frac{d}{gcd(c, d)}$.

Proof of Claim E.4. Items 1 and 2 follow from Fact E.5, since $\frac{x_i}{y_i} = \frac{a_{i+1} \lambda_{i,k}^{(b)}}{a_{i+1} a_i} = \frac{\lambda_{i,k}^{(b)}}{d_{i-k}}$. Then Item 2 implies

$$b_{i-1} = -\frac{x_{i-1}}{y_{i-1}} a_{i-1} + \frac{y_{i-1}}{y_i} b_i + \frac{\lambda_{i,k-1}^{(b)}}{g_{i-1}} a_i + \frac{d_{i-k}}{g_{i-1}} b_i.$$

Let $k \in [1, i-2]$. Since $\lambda_{i,k}^{(b)} = d_{i-k}(a_i, b_{i-1})$, this implies $\lambda_{i,k}^{(b)} = -\lambda_{i,k-1}^{(b)}/g_{i-1} \lambda_{i-1,k} + (d_{i-1}/g_{i-1}) \lambda_{i,k}^{(b)}$ with $|\lambda_{i,k}^{(b)}| \leq d_{i-k} \cdot |a_i| \cdot |b_{i-1}|$. Then $|\lambda_{i,k}^{(b)}| \leq d_i |A^\top|^d |A|^d$. This proves Item 3 and hence Claim E.4.\hfill \Box
By Claim E.4, it can be checked that Procedure 12 in fact transforms vector pair \((a_{i-1}, b_i)\) into \((b_{i-1}, s_i a_{i-1} + t_i b_i)\) in turn over \(i = d + 1, d, \ldots, 2\), using the corresponding unimodular transformation:

\[
U_i \pm \begin{pmatrix} I_{d-2} & -\lambda_{j-1}^{(b)} / g_i-1 & d_i-1 / g_i-1 & I_{d+1-i} \\ -s_i & \phi_j^{(b)} / s_i & I_{d+1-i} \\ I_{d+1-i} \end{pmatrix} = \begin{pmatrix} I_{d-2} & -x_i-1 / y_i-1 & y_i-1 / y_i-1 & I_{d+1-i} \\ -s_i & \phi_j^{(b)} / s_i & I_{d+1-i} \end{pmatrix}.
\]

The product of the \(U_i\)'s is the unimodular transformation for consecutive Euclid-swaps of Procedure 12:

\[
\phi = U_2 \cdot U_3 \cdots \cdot U_{d+1} = \begin{pmatrix} -s_2 & -s_3 & \cdots & -s_{d-1} & 0 \\ 0 & s_2 & \cdots & 0 & 0 \\ 0 & 0 & \ddots & \ddots & \vdots \\ 0 & 0 & \cdots & 0 & s_{d-1} \\ 0 & 0 & \cdots & 0 & s_d \\ -x_2 & -x_3 & \cdots & -x_{d-1} & 0 \\ -x_3 & -x_4 & \cdots & -x_d & 0 \\ \vdots & \vdots & \ddots & \ddots & \vdots \\ \vdots & \vdots & \ddots & \ddots & \vdots \\ -x_{d-1} & -x_d & \cdots & -x_2 & 0 \\ -x_d & -x_1 & \cdots & -x_3 & 0 \\ \vdots & \vdots & \ddots & \ddots & \vdots \\ \vdots & \vdots & \ddots & \ddots & \vdots \\ -x_1 & -x_2 & \cdots & -x_{d-1} & 0 \\ -x_2 & -x_1 & \cdots & -x_d & 0 \\ \vdots & \vdots & \ddots & \ddots & \vdots \\ \vdots & \vdots & \ddots & \ddots & \vdots \\ -1 & 0 & \cdots & 0 & 0 \\ 0 & -1 & \cdots & 0 & 0 \\ 0 & 0 & \ddots & \ddots & \vdots \\ 0 & 0 & \cdots & -1 & 0 \\ 0 & 0 & \cdots & 0 & -1 \\ 1 & 0 & \cdots & 0 & 0 \\ 0 & 1 & \cdots & 0 & 0 \\ 0 & 0 & \ddots & \ddots & \vdots \\ 0 & 0 & \cdots & 1 & 0 \\ 0 & 0 & \cdots & 0 & 1 \\ 1 & 0 & \cdots & 0 & 0 \\ 0 & 1 & \cdots & 0 & 0 \\ 0 & 0 & \ddots & \ddots & \vdots \\ 0 & 0 & \cdots & 1 & 0 \\ 0 & 0 & \cdots & 0 & 1 \end{pmatrix}.
\]

We have max \(\|U_2\|_\infty, \ldots, \|U_{d+1}\|_\infty, \|\phi\|_\infty \leq (\|A^\ast\| \cdot \|A\|)^d\) and \(\|\phi A\| \leq d \cdot \|A^\ast\|_2 \cdot \|A\|^{d+1}\). Since the \(\lambda_{j-1}^{(b)}\)'s are actually intermediate integral GSO occurring during execution, Procedure 12 runs on integers of size \(O(d \log \|A\|)\).

Applying the same analysis to a single execution of Steps 7-9 of Algorithm 8, then Lemma E.2 follows.

E.2 Proof of Lemma E.3

**Proof of Lemma E.3.** Consider Steps 7-12 w.r.t. index \(z\). The equality \(U^{(z+1)} = V^{(z+1)} U^{(z)}\) obviously holds.

Let \(\Phi(z) \in \mathbb{Z}^{n \times n}\) and \(\Psi(z) \in \mathbb{Z}^{n \times n}\) denote the corresponding unimodular transformations for consecutive Euclid-swaps of Steps 7-9 and for consecutive size-reductions of Steps 10-12, respectively. Then

\[
\Phi(z) = \begin{pmatrix} I_z & \phi(z) & \phi(z) \\ \phi(z) & I_{n-z} \end{pmatrix} \quad \text{and} \quad \Psi(z) = \begin{pmatrix} I_{z+1} & \psi(z) & \psi(z) \\ \psi(z) & I_{n-z} \end{pmatrix},
\]

where \(\phi(z) \in \mathbb{Z}^{(j-z) \times (j-z)}\) is a unimodular matrix and \(\psi(z) \in \mathbb{Z}^{(j-c) \times (j-c)}\) is a unit lower triangular matrix.

We have \(V^{(z+1)} = \Psi(z) \times \Phi(z)\) and \(W^{(z+1)} = \begin{pmatrix} 1 & \phi(z) \\ \phi(z) & I_{n-z} \end{pmatrix}\) \(\phi(z)\) with \(\|\phi(z)\|_\infty \leq (d \cdot \|P\|_\ast \cdot \|P\|_\infty)^{d/2}\) (by Lemma E.2).

By Item 2 of both Lemma A.2 and Lemma E.1, we deduce that

\[
\|W^{(z+1)}\|_\infty \leq ((j-z-2)\|\phi(z)\|_\infty + 1) \times \|\phi(z)\|_\infty \leq 2^{d-2}d^2(\|P\|_\infty^{2d-1})^2\|P\|_\infty^{4d+1}.
\]

By Item 6 of Lemma E.1, we have \(\|U^{(z+1)}\|_\infty \leq d\|w^{(z+1)}\|_\infty \cdot \|l^{(z+1)}\|_\infty\). Then \(\|U^{(z+1)}\|_\infty \leq (2d^2 \times \|P\|_\infty^2 d^2 \|U^{(z)}\|_\infty\). This completes the proof of Lemma E.3.

F Application: triangularizing integer matrices

Matrix triangularization is a fundamental theme in linear algebra: given an \(n \times n\) nonsingular integer matrix \(B_0\), find a lower triangular basis of the lattice \(L(B_0)\). It has many applications, for instance, which can be further reduced to the HNF or SNF. It has many polynomial-time algorithms [Bla66, Bra71, KB79, CC82, DKT87, Ili89a, HM91, SL96, HMM98, Sto00, MW01]:

- For input matrices of large determinant, the previously fastest triangularization algorithm is Storjohanns HNF algorithm [Sto00, Chap. 6]. Given as input \(B_0\), it requires \(O(n^{d+1} \log \|B_0\|_\infty \cdot M \log \log \beta + n^2 \log n \cdot 2\log(\log \beta))\) bit operations, where \(\beta = (\sqrt{n}\|B_0\|_\infty)^d\).
- For input matrices of small determinant, the previously fastest algorithm of Hafner and McCurley [HM91] requires \(O(n^d \cdot 2\log(\log \delta) + n^2 \cdot 2\log(\|B_0\|_\infty))\) bit operations if given as input \(B_0\) and \(\delta = |\det(B_0)|\).

However, the description of previous triangularization algorithms is not so simple. In this section, we present a simple triangularization algorithm by adapting our XGCD-based basis algorithm.

For simplicity, we say that a matrix is \(p\)-triangular if it is lower triangular with positive diagonal entries; for \(1 \leq i \leq j \leq 2n\), a matrix \(B = (b_{ij}, \ldots, b_{ij}) \in \mathbb{Z}^{2n \times 2n}\) of rank \(n\) is \((i, j)\)-\(p\)-triangular if \(b_{i} = \cdots = b_{i-j+1} = b_{j} = 0\) and \((b_i, \ldots, b_{i-j-1}, b_{j+1}, \ldots, b_{2n})\) is \(p\)-triangular. Then \((b_i, \ldots, b_{j-1}, b_{j+1}, \ldots, b_{2n})\) is the support of \(B\). The ordered set \((i, j)\) measures the level of triangularization.
Both Algorithm 4 and Algorithm 7 can do matrix triangularization. Let $B_0 \in \mathbb{Z}^{n \times n}$ such that $\delta = |\det(B_0)| > 0$: simply feed the row-concatenation of $\delta I_n$ and $B_0$ to the algorithm, which returns a lower triangular basis of $LI(B_0)$. We observe that the current matrix during Algorithm 7 in this case always has a triangular structure: it allows to update the vectors without GSO and to perform mod $\delta$ arithmetic instead of size-reduction.

This gives rise to Algorithm 13. It calls Algorithm 14 as a unique subroutine, which is tailored for triangularization by applying mod $\delta$ arithmetic to Euclid-swap. The main ideas of Algorithm 13 are as follows:

- Step 4 transforms the levels of triangularization from $\{i, j\}$ into $\{i, j - 1\}$, so that a single execution of Steps 3-5 can line down the $\mathfrak{p}$-triangular subblock formed by the support;
- It performs mod $\delta$ arithmetic to prevent coefficient explosion, as usual in many HNF algorithms [DKT87, SL96, MW01].

Algorithm 13 Triangularizing an integer matrix

**Input:** An nonsingular integer matrix $B_0 \in \mathbb{Z}^{n \times n}$ and the positive integer $\delta = |\det(B_0)|$.

**Output:** A $\mathfrak{p}$-triangular basis of the lattice $L(B_0)$.

1. $B = (b_{1,1}, \ldots, b_{n,1}) \leftarrow$ the row-concatenation of $\delta I_n$ and $B_0$
2. for $i = 1$ to $n$ do
3.     for $j = i + n$ downto $i + 1$ do
4.         Euclid-swap $(b_{j-1,1}, b_{j})$ using Algorithm 14
5.     end for
6. end for
7. return $(b_{n+1,1}, \ldots, b_{2n})$

Algorithm 14 Integral Euclid-swap procedure for triangularization

**Input:** The integer $\delta$ and a $(i, j)$-$\mathfrak{p}$-triangular matrix $B = (b_{ij}) = (b_{1,1}, \ldots, b_{n,1}) \in \mathbb{Z}^{n \times n}$ where $j \in \{i+1, i+n\}$.

**Output:** $B$ becomes $[i, j-1]$-$\mathfrak{p}$-triangular.

1. if $b_{i,j-1} = 0$ then
2.     Swap $b_{i-1,j}$ and $b_{i,j}$
3. else
4.     Find integers $(x, y, g)$ using XGCD such that $x \cdot b_{i-1,j} + y \cdot b_{j-1,i} = g = \gcd(b_{i-1,j}, b_{j-1,i})$ with $|x| \leq |b_{j-1,i}|/g$ and $|y| \leq |b_{j-1,i}|/g$
5.     for $k = 1$ to $j-i-1$ do
6.         $(b_{j,k}, b_{j-1,k}) \leftarrow \begin{pmatrix} x & y \\ -b_{j,k}/g & b_{j-1,k}/g \end{pmatrix} (b_{j,k}, b_{j-1,k}) \pmod{\delta}$ //We use mod $\delta$ arithmetic
7.     end for
8.     $b_{j-1,i} \leftarrow 0$; $b_{j,i} \leftarrow g$
9. end if
10. return $B$

Algorithm 13 is simple to admit excellent performance in practice. Its main result is as follows:

**Theorem F.1.** Given as input an nonsingular integer matrix $B_0 \in \mathbb{Z}^{n \times n}$ and a positive integer $\delta = |\det(B_0)|$, Algorithm 13 outputs a $\mathfrak{p}$-triangular basis $B$ of the lattice $L(B_0)$ such that $\|B\|_\infty \leq \delta$. It requires $O(n^3 \cdot M(\log \delta) + n^2 \cdot 2\beta(\log \beta))$ bit operations and runs on integers of size $O(\log \beta)$ during execution, where $\beta = \max\{\delta, \|B_0\|_\infty\}$.

Combining with Storjohann’s algorithms [Sto98] for computing the HNF (resp. SNF) of triangular integer matrices, Algorithm 13 implies an algorithm for computing the HNF (resp. SNF) of matrix $B_0 \in \mathbb{Z}^{n \times n}$ with $\delta = |\det(B_0)| > 0$ within time $O(n^3 \cdot M(\log \delta) + n^2 \cdot 2\beta(\log \beta))$. This scheme is simple to implement and different from previous algorithms [Bra71, KB79, CCS82, DKT87, Lii89a, HM91, SL96, HMM98, Sto00, MW01, Gie95, Gie96, Sto96b, HM97].

Also, Algorithm 13 can be modified to triangularize an $m \times n$ integer matrix $B_0$ of rank $n$ as long as the positive integer $\delta$ is a multiple of $\det(L(B_0))$: it requires $O(mn^2 \cdot M(\log \delta) + mn \cdot 2\beta(\log \beta))$ bit operations.

Theorem F.1 follows from Lemmas F.2 and F.3, which give the key properties of Algorithm 13.

**Lemma F.2.** The following loop invariants hold for Algorithm 13:

1. $B$ is $[i, j-1]$-$\mathfrak{p}$-triangular right after Step 4;
2. $B \preceq A$ and $L(A) = L(B)$, where $A$ is the row-concatenation of $\delta I_n$ and $B_0$.

**Proof.** We show Item 1 by induction on $i$. Note that $A$ is $[1, n + 1]$-$\mathfrak{p}$-triangular, assume that $B$ is $[i, j]$-$\mathfrak{p}$-triangular right before Step 4 for indices $(i, j)$ where $i \in [1, n-1]$ and $j \in [i+2, i+n]$. Then Step 4 transforms the level of triangularization from $[i, j]$ into $[i, j-1]$. When $j$ decreases to $i + 1$, $B$ becomes $[i, i]$-$\mathfrak{p}$-triangular right after Step 4 for indices $(i, i+1)$, or equivalently, $B$ is $[i', i']$-$\mathfrak{p}$-triangular right before Step 4 for new indices $(i', i') = (i+1, i+1+n)$. Item 1 follows.
We show Item 2. It holds initially since $A \preceq A$ and $L(A) = L(A)$. Assume that Item 2 holds right before Step 4 for indices $(i, j)$. Since the input matrix $B$ to Step 4 is $(i, j)$-p-triangular, the partial order “$\preceq$” implies $L(\delta e_1, \ldots, \delta e_{j-1}) \subseteq L(b_1, \ldots, b_{j-2})$, where $(e_1, \ldots, e_n) = I_n$. Hence, the sublattice $L(b_1, \ldots, b_j)$ remains unchanged under mod $\delta$ arithmetic of Algorithm 14. Then $B \preceq A$ and $L(A) = L(B)$ hold throughout Step 4. This proves Item 2 and hence the lemma.

The mod $\delta$ arithmetic in Algorithm 14 implies the following property:

**Lemma F.3.** During the execution of Algorithm 13, any vector $b_k$ satisfies:

$$
\|b_k\|_\infty \leq \begin{cases} 
\delta & \text{if it has been modified by Steps 3-8 of Algorithm 14,} \\
\max[\delta, \|B_0\|_\infty] & \text{otherwise.}
\end{cases}
$$

**Proof of Theorem F.1.** We first show correctness of Algorithm 13. Let $A$ be the row-concatenation of $\delta I_n$ and $B_0$. We always have $L(B) = L(B_0)$ throughout the algorithm: indeed, since $L(\delta I_n) \subseteq L(B_0)$, we have $L(A) = L(B_0)$; note that $L(A) = L(B)$ by Lemma F.2.2, then $L(B) = L(B_0)$.

Now if the algorithm terminates, then $i = n$ and $j = n + 1$: By Lemma F.2.1, the final $(b_1, \ldots, b_{2n})$ is $[n, n]$-p-triangular, that is, $b_1 = \cdots = b_n = 0$ and $(b_{n+1}, \ldots, b_{2n})$ is p-triangular; then the output returned by Step 7 is a p-triangular basis of $L(B_0)$.

We analyze the complexity. Algorithm 13 runs on integers. By Lemma F.3, all occurring integers during execution have size $O(\log \beta)$. For each index $i$, Steps 3-5 cost $O((n \cdot M(\log \beta) + \mathcal{B}(\log \beta)) + (n - 1)(n \cdot M(\log \delta) + \mathcal{B}(\log \delta)))$. Then Algorithm 13 requires $O(n^2 \cdot M(\log \delta) + n^2 \cdot \mathcal{B}(\log \beta))$ bit operations. This completes the proof. \qed
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