
HAL Id: hal-03066183
https://inria.hal.science/hal-03066183

Submitted on 15 Dec 2020

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.

On the Problem of Finding ”Sets Ensuring Linearly
Independent Transversals” (SELIT), and its Application

to Network Coding
Hirah Malik, Cédric Adjih, Michel Kieffer, Claudio Weidmann

To cite this version:
Hirah Malik, Cédric Adjih, Michel Kieffer, Claudio Weidmann. On the Problem of Finding ”Sets En-
suring Linearly Independent Transversals” (SELIT), and its Application to Network Coding. PEMWN
2020 - 9th IFIP/IEEE International Conference on Performance Evaluation and Modeling in Wired
and Wireless Networks, Dec 2020, Berlin / Virtual, Germany. �hal-03066183�

https://inria.hal.science/hal-03066183
https://hal.archives-ouvertes.fr


On the Problem of Finding “Sets Ensuring Linearly
Independent Transversals” (SELIT),

and its Application to Network Coding
Hirah Malik, Cedric Adjih

Inria, Saclay
91120 Palaiseau, France

<name> . <surname>@inria.fr

Michel Kieffer
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Abstract—This paper introduces a new formal mathematical
problem initially motivated by an application of Network Coding
(NC) to Information Centric Networks (ICN). It is of more limited
scope but is remotely inspired by the well-known index coding
problem. It is presented as follows: “given a vector space, can
one construct several subsets of vectors, such that when drawing
arbitrarily one vector from each subset, the selected vectors
would be always linearly independent?”. Answering this question
is a step to construct an ICN efficient scheme with NC. We prove
that our previously introduced construction is the only possible
solution for a large family of constructions. This is an important
result by itself. It also implies that any alternate solutions are
outside this family and we propose one example.

I. INTRODUCTION

The Efficient delivery of source content from some servers
to one or several clients is one of the common network
operations. In this paper, we are motivated by the use of
Information Centric Networking [1] for such content delivery.
IP protocol is not used; instead, clients send Interest packets
to the network (not to a specific server); the Interests find their
way to one or several servers with content; the content is then
returned in Data packets on the reverse path. Additionally,
content can be cached inside the network to potentially satisfy
future requests.

Our starting point is the inefficiency illustrated by the
scenario in Fig. 1, with basic ICN. Given a client and two
servers, the client sends one request (Interest) labeled I1 to
the network to retrieve one unit of source content. Notice that
the Interest I1 is forwarded on two paths. The servers S1 and
S2 reply with content Q1 = Q′1 = P1. Nevertheless, only the
first Data reply Q1 is useful to the client, and Q′1 is redundant.

Inefficiency occurs because 1) Interest I1 is forwarded on
more than one path and 2) because the Data packets Q1 and Q′1
carry identical content. The rationale for forwarding Interest
I1 on multiple paths is a potential throughput increase. The
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Fig. 1. Can ICN make efficient use of multiple paths?

real issue is that Q1 is equal to Q′1: Q′1 might have returned
more useful information.

One interesting solution is to adopt network coding(NC) [2],
to improve the performance of ICN, as proposed in [3]. There
is currently ongoing work in standardization on combining NC
and ICN [4]. (Linear) network coding consists of viewing all
packets as vectors of elements of a finite field and performing
algebraic operations on them, such as linear combinations.

In our case, if the replies Q1 and Q′1 were coded packets, it
could be possible for the servers to return, for example, Q1 =
P1+2P2 and Q′1 = P1+P2. Then Q1 and Q′1 would no longer
be redundant for the client, would be able to recover source
contents P1 and P2, effectively doubling the throughput.

However, this is only half of the solution. Assuming the
client targets high throughput and simultaneously sends mul-
tiple parallel Interests as in Fig. 2. Each of them would
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Fig. 2. What should the servers reply to each Interest sent in parallel?



ideally bring back innovative content, but the question is how
to guarantee this. To address this problem, in [5], [6], we
proposed a construction called MILIC allowing one to build
Multiple Interests for Linearly Independent Content. Motivated
by the search for alternate solutions with potentially even
better performance, we looked for generalizations of this con-
struction. We could prove that a large class of generalizations
are equivalent (isomorphic) to MILIC. The main contribution
of this article is the proof for this fact in Theorem 4; this is
of high interest because it limits the search space for alternate
constructions, and the steps of the proof themselves shed light
on properties the alternate solutions must have (or not have).
Then, we indeed exhibit one different family of solutions.

The article is organized as follows: notations are introduced
in Sect. II; a mathematical formulation of the problem is given
in Sect. III; Sect. IV discusses its solutions, including MILIC;
in Sect. V, a generic family of constructions (for potential
solutions), is defined; Sect. VI and Sect. VII contains the
proof that solutions from this family are included in MILIC;
Sect. VIII shows alternative constructions; Sect. IX concludes.

II. PRELIMINARY NOTATIONS AND DEFINITIONS

Let [[k]] def
= {1, 2, . . . k} be the set of integers from 1 to k.

F denotes a finite field with |F | > 2, F ∗ def
= F \ {0}, and Fn

is the vector space of dimension n > 1 over F

Fn = {
(
x1 x2 . . . xn

)
| x1 ∈ F, x2 ∈ F, . . . , xn ∈ F}.

The vector ei =
(
0 · · · 0︸ ︷︷ ︸
i−1 zeros

1 0 · · · 0
)

is the i-th canonical
vector of Fn.

Definition 1 (Encoding vector of a linear combination). If a
coded packet Q is a linear combination of the source content
P1, P2, . . . Pn, with Q = α1P1 + α2P2 + . . . + αnPn, with
∀i ∈ [[n]], αi ∈ F , then the encoding vector of Q is v =(
α1 α2 . . . αn

)
.

Definition 2 (Transversal). Let E be an arbitrary set. Consider
a family of k subsets of E, denoted A = (A1, . . . ,Ak).
A transversal T ofA is a set obtained by picking one element in
each subset Ai: T = {a1, a2, . . . ak} with ai ∈ Ai,∀i ∈ [[k]].

III. MULTIPATH RETRIEVAL AND THE PROBLEM OF SETS
ENSURING LINEARLY INDEPENDENT TRANSVERSALS

Consider the content retrieval problem in the context of ICN
illustrated in Fig. 2. A client wants to retrieve n segments
P1, P2, . . . , Pn of source content. The client sends n Interest
packets (Ii)i=1...n. The reply to the i-th interest Ii from any
server will be a linear combination whose encoding vector
comes from a predefined set Ai. The problem considered in
this paper is to build a good family of n sets (Ai)i∈[[n]]. Such
good family has to satisfy the following properties.
• Completeness (Fig. 2): When n coded packets with encoding

vectors v1 ∈ A1, v2 ∈ A2, . . . vn ∈ An are received by the
client, it should be able to recover P1, P2 . . . Pn.

• High diversity (Fig. 1): If k coded packets with encoding
vectors v1 . . . vk are received, some potentially drawn from
the same sets (e.g., the following is possible: v1 ∈ A7, v2 ∈

A7, v3 ∈ A5, v4 ∈ A5 . . .), they should provide non-
redundant information with high probability.

Our construction, MILIC (see Definition 3 in what follows),
introduced in [5], satisfies both properties. In this work,
because high diversity is arguably more difficult to formu-
late precisely for being inherently probabilistic, we ignore
this aspect1. Instead, we focus on ensuring the completeness
property. This can be recast as finding Sets Ensuring Linearly
Independent Transversals (SELIT)2 such as:

Problem 1 (SELIT problem). Given a finite field F , and
the vector space Fn of dimension n over F :

Find A = (A1, . . . ,An), a family of n disjoint subsets
of Fn, such that any of their transversals (see defini-
tion 2) will always constitute a set of linearly independent
vectors.

Clearly, a family A of sets solution of the SELIT problem
satisfy the completeness property.

The SELIT problem is loosely related to the well known
index coding problem [7]: given a server with a wireless broad-
cast link to several clients that already have some content, what
is the minimum number of transmissions necessary to send the
information, they want? And with which coding scheme? The
index coding literature spawned results such as an equivalence
with network coding [8], and capacity region results in the
distributed case [9]. SELIT is simpler because it decouples
the “capacity” aspect present in the index coding problem;
we are unaware of existing constructions of the literature that
would provide SELIT solutions3.

IV. ON MILIC AND ON SOLUTIONS OF SELIT

One example of SELIT solution for n = 2 is in Ex. 1, where
A1 = {

(
1 2

)
,
(
2 1

)
}, meaning that replies to Interest I1

are Q1 = P1 + 2P2 and Q′1 = 2P1 + P2; and any of these is
linearly independent of any of the two possible replies for I2
which are Q2 = P1 and Q′2 = P1 + P2.

Example 1.
F = GF(3), n = 2, k = 2,A = (A1,A2) with
A1 = {

(
1 2

)
,
(
2 1

)
}

A2 = {
(
1 0

)
,
(
1 1

)
}

There are exactly 4 possible transversals:
• T1 = {

(
1 2

)
,
(
1 0

)
}. det ( 1 2

1 0 ) = 1 6= 0
• T2 = {

(
1 2

)
,
(
1 1

)
}. | 1 2

1 1 | = 2 6= 0
• T1 = {

(
2 1

)
,
(
1 0

)
}. | 2 1

1 0 | = 1 6= 0
• T2 = {

(
2 1

)
,
(
1 1

)
}. | 2 1

1 1 | = 1 6= 0
Hence all 4 transversals are sets of 2 linearly inde-

pendent vectors, and thus A is a SELIT solution.

1notice that high diversity is correlated with high cardinality of sets Ai in
any case, so after finding large Ai, one could check a posteriori their diversity

2The problem can also be generalized as k−SELIT for finding k < n sets
instead of n (with some uses for ICN): this is not explored in this article.

3but note that linear codes might map a SELIT to a k-SELIT solution.



Definition 3 (Multiple Interests for Linearly Independent
Contents). MILIC is a construction with sets of encoding
vectors (Ai)i∈[[n]] introduced in [5] as follows: ∀i ∈ [[n]],

Ai = {(v1, ..., vn) ∈ Fn | vi 6= 0 and ∀j ∈ [[i− 1]], vj = 0}.

Example 2 (MILIC for n = 3).
• A1 = {

(
a1 a2 a3

)
| a1 ∈ F ∗, a2 ∈ F, a3 ∈ F}

• A2 = {
(
0 b2 b3

)
| b2 ∈ F ∗, b3 ∈ F}

• A3 = {
(
0 0 c3

)
| c3 ∈ F ∗}

Ex. 2 illustrates the MILIC construction [5] when n = k =
3. MILIC is one solution to the SELIT problem.

By construction, any transversal of the MILIC sets is
linearly independent. Results in this article originate from
attempts to generalize MILIC constructions with matrices
where all coefficients are freely picked from predefined sets,
with additional constraints, see Def. 6. They are for any field
F with |F | > 2, that is, all excepted GF (2). Theorem 4
states that a solution in this form is a MILIC solution up to a
permutation of indices.

V. INVESTIGATED FAMILIES OF CONSTRUCTIONS

In this article, we investigate solutions in a form similar
to MILIC: this section specifies what “similar” means, after
introducing some additional definitions.

We first notice that if A = (A1, . . . ,An) is a SELIT
solution, one can take one arbitrary vector in each set vi ∈ Ai,
and use the set of vectors (vi)i as a new basis for coordinates.
Accordingly, we introduce the concept of canonical family:

Definition 4 (Canonical family of sets).
Let A = (A1, . . . ,An) be a family of n subsets of Fn :
A canonical family of sets is such that each canonical vector
ei is such that ei ∈ Ai for all i ∈ [[n]].

Definition 5 (Canonical and component-wise family of sets).
A family A = (A1, . . . ,An) of n subsets of Fn is a canonical
and component-wise family of sets if subset Ai,∈ [[n]] is the
union of ei with the n-fold cartesian product of sets Ai,j ,
where Ai,j ⊆ F are parameters of the construction. Such
that ∀i ∈ [[n]],

Ai = {
(
v1 · · · vn

)
| vj ∈ Ai,j ∀j = 1 . . . n} ∪ {ei}. (1)

A canonical and component-wise family of sets A is fully
specified from the table C(A) of subsets Ai,j denoted as

C(A) def
=


A1,1 · · · A1,n

...
. . .

...
An,1 · · · An,n

 . (2)

Example 3. The MILIC construction AMILIC in Def. 3 is
a canonical and component-wise family, associated with
the subsets AMILIC

i,j defined as follows:
AMILIC

i,i = F ∗ if i = j

AMILIC
i,j = {0} if i < j

AMILIC
i,j = F if i > j

and we have

C(AMILIC) =


F ∗ F · · · F
{0} F ∗ · · · F

...
...

. . . F
{0} {0} · · · F ∗


Notice that the Cartesian products defined in MILIC already
contain the canonical unit vectors ei.

Example 4. Consider the MILIC construction A =
(A1,A2,A3) with n = 3 with F = GF (3); F can then
be represented as F = {0, 1, 2}, and F ∗ = {1, 2}. Then

C(A) =

{1, 2} {0, 1, 2} {0, 1, 2}{0} {1, 2} {0, 1, 2}
{0} {0} {1, 2}


Definition 6 (Canonical, Diagonal and Restricted Diagonal
family of sets). Let A = (A1,A2, . . . ,An) be a canonical
and component-wise family of n sets of F . We say that it
is a diagonal family if there exists Ai,j ⊂ F , ∀i ∈ [[n]],
∀j ∈ [[n]] \ {i} such that

C(A) =


F ∗ A1,2 · · · A1,n

A2,1 F ∗ · · · A2,n

...
...

. . .
...

An,1 An,2 · · · F ∗


n×n

It is a canonical and restricted diagonal family if the off-
diagonal sets (Ai,j) additionally satisfy:

∀i ∈ [[n]],∀j ∈ [[n]] \ {i} : Ai,j ⊂ F ∗ or Ai,j = {0}. (3)

VI. TRUNCATED PERMUTATIONS

One important property of a canonical component-wise
SELIT solution A for a given n is that one can extract smaller
SELIT solutions A′ for n′ < n by removing some sets and
some coefficients of vectors of the sets. This is proven at the
end of this section in Theorem 1 and will be used as the basis
of the proof by induction of our main result in Sect. VII.

We first formally define what is meant by extract, through
the definition of a truncated permutation.



A truncated permutation consists in applying some permu-
tation `i to the elements of a vector, then truncating it to the
first k elements. It is defined by `i ∈ [[n]] for ∀i ∈ [[k]], such
that ∀j ∈ [[k]] : `i 6= `j when i 6= j. The indices of the
coefficients are specified by a tuple of k different indices
L = (`1, `2, · · · , `k). Later we use mapping for truncated
permutation.

Definition 7 (Mapping of a vector).
Let v ∈ Fn be a vector

(
v1 v2 · · · vn

)
and consider a

tuple of k different indices (`1, `2, · · · , `k). The mapping of v
is

TP(v, `1, `2, . . . , `k)
def
=
(
v`1 v`2 · · · v`k

)
∈ F k (4)

This definition can be extended to a family of subsets in a
way that their diagonal structure is preserved.

Definition 8 (Mapping of a family of sets).
Let A = (A1, . . . ,An) be a family of sets of Fn.

The mapping of A, denoted TP(A, `1, `2, . . . , `k) with the
indices (`1, `2, . . . , `k) is the family of sets A′ with:

A′ = (A′1, . . . ,A′k)
A′i = {TP(v, `1, `2, . . . , `k) | ∀v ∈ A`i} , ∀i ∈ [[k]]

(5)

When A is a component-wise family with coefficients from
the sets (Aij)i∈[[n]],j∈[[n]], and we define a notation for the table
of coefficients of the mapping:

P(A, `1, `2, . . . , `k)
def
= C(TP(A, `1, `2, . . . , `k))

P(A, `1, `2, . . . , `k) =


A`1`1 A`1`2 · · · A`1`k

A`2`1 A`2`2 · · · A`2`k
...

...
. . .

...
A`k`1 A`n`2 · · · A`k`k


(6)

Example 5. For MILIC with n = 3 (defined in exam-
ple 4), we have the following examples of mapping:

P(A, 1, 2, 3) =

F ∗ F F
{0} F ∗ F
{0} {0} F ∗

 with
F = {0, 1, 2}
F ∗ = {1, 2}

P(A, 1, 2) =
{
F ∗ F
{0} F ∗

}
and P(A, 2, 1) =

{
F ∗ {0}
F F ∗

}
.

Example 6. When A = (A1,A2, . . . ,An) is a MILIC
construction then for any set of k indices `1, `2, . . . , `k
with `1 < `2 . . . < `k, we have:

P(A, `1, `2, . . . , `k) =



F ∗ F F · · · F
{0} F ∗ F · · · F
{0} {0} F ∗ · · · F

...
...

...
. . .

...
{0} {0} {0} · · · F ∗


(7)

Theorem 1 (Mapping Theorem for Canonical Solu-
tions). Let A be a canonical family of sets, that is
a SELIT solution to the SELIT problem for n, and
`1, `2, . . . , `k be a sequence of distinct k indices in [[n]].

Then A′ = TP(A, `1, `2, . . . , `k) is a family of k sets
of F k and a SELIT solution to the SELIT problem for
dimension k.

Proof. By contradiction: assume A′ is not a SELIT solution.
It implies that there exist wi ∈ A′i,∀i ∈ [[k]] and α ∈ F k,
α 6= 0 such that α1w1 + α2w2 + . . . + αkwk = 0. A′ is a
family of subsets that are mapping of A, which implies that
each vector wi ∈ A′i is a mapping of some vector vi ∈ Ai

from (7). Then∑
i∈[[k]]

αivi =
(
0 0 · · · 0︸ ︷︷ ︸

k zeros

xk+1 xk+2 · · · xn
)

up to a permutation of the entries. Since A is a canonical
family of sets, each Aj includes the canonical vector ej , and
then ∑

∀i∈[[k]]

αivi −
∑

∀i∈{k+1,...,n}

xiei = 0

which is a contradiction with the fact that A is a SELIT
solution. Hence A′ must be a SELIT solution.

VII. PROPERTIES OF CANONICAL AND RESTRICTED
DIAGONAL SOLUTIONS OF THE SELIT PROBLEM

In this entire section, we consider one solution of the SELIT
problem A that is canonical, component-wise, and restricted
diagonal. Recall that by the previous definitions we can write:

A = (A1, . . . ,An), with ∀i ∈ [[n]] : ei ∈ Ai

C(A) =


F ∗ A1,2 · · · A1,n

A2,1 F ∗
. . .

...
...

. . . . . . An−1,n
An,1 · · · An,n−1 F ∗


with∀i ∈ [[n]],∀j ∈ [[n]] \ {i} : Ai,j ⊂ F ∗ or Ai,j = {0}

(8)

and we will use these definitions.
Let `1, `2 be two different integers in [[n]]. The 2 × 2

mapping, P(A, `1, `2) =

{
F ∗ A`1,`2

A`2,`1 F ∗

}
involves only

A`1,`2 and A`2,`1 , that have an important property:

Lemma 1 (Non-Zero Set Exclusion). Consider n > 1.
Let A be a SELIT solution as in (8). Let `1, `2 be two
different integers in [[n]].

Then A`1,`2 = {0} or A`2,`1 = {0} or both are {0}

Proof. By contradiction: assume that both A`1,`2 6= {0} and
A`2,`1 6= {0}. Then from (8), A`1,`2 ⊂ F ∗, and A`2,`1 ⊂ F ∗,
hence 0 6∈ A`1,`2 and 0 6∈ A`2,`1 . Let A′ = (A′1, . . . ,A′2) be
the mapping of A, i.e. A′ = P(A, `1, `2). We know that:

C(A′) = P(A, `1, `2) =
{

F ∗ A`1,`2

A`2,`1 F ∗

}



Take arbitrary values a1 ∈ A`1,`2 , and a2 ∈ A`2,`1 ,
necessarily non-zero, and let v =

(
a2 a1

)
. Then v ∈ A′1

and v ∈ A′2, and v is linearly dependent with itself.
Thus A′ is not a SELIT solution and by theorem 1, neither

is A. This is a contradiction, therefore the initial assumption
that both A`1,`2 and A`2,`1 are not {0} must be false, hence
the lemma.

This lemma allows us to further characterize SELIT solutions
in binary relations.

Definition 9 (Binary Relations from A). Consider A as in
(8), `1 ∈ [[n]] and `2 ∈ [[n]] with `1 6= `2. We can introduce the
binary relations on `1 and `2, depending on whether A`1,`2

and A`2,`1 are {0} (we also indicate how P
def
= P(A, `1, `2)

looks like):

`1
A
≺ `2 if only A`2,`1 = {0}; thus: P=

F∗ A`1,`2

{0} F∗

 (9)

`2
A
≺ `1 if only A`1,`2 = {0}; thus: P=

 F∗ {0}

A`2,`1
F∗

 (10)

`2
A∼ `1 else when both are {0}; thus: P=

F∗ {0}

{0} F∗

 (11)

Observe that: `1 6
A
≺ `2 ⇐⇒ A`1,`2 = {0} (12)

The overscript A makes clear that the binary relations
depend on A. To simplify, when there is no ambiguity from
the context, we will write ≺ instead of

A
≺.

We now start with a lemma on the determinant of matrices.

Lemma 2. Consider the sets Bi,j , j ∈ [[k]], i ∈ [[j − 1]],
the sets Di ⊂ F ∗, i ∈ [[k]] ⊂ F , and the set set of
matrices Mk defined as

Mk =





d1 b1,2 b1,3 · · · b1,k−1 b1,k
c1 d2 b2,3 · · · b2,k−1 b2,k
0 c2 d3 · · · b3,k−1 b3,k
...

...
. . .

. . .
...

...

0 0 0
. . . dk−1 bk−1,k

0 0 0 · · · ck−1 dk


| bi,j ∈ Bi,j ,∀j ∈ [[k]],∀i ∈ [[j − 1]],

and di ∈ Di,∀i ∈ [[k]], and ci ∈ F ∗,∀i ∈ [[k − 1]] } ,

Then there exists a matrix M ∈Mk such that det(M) 6=
0

Proof. For k = 2: consider a 2× 2 matrix M2 ∈M

M2 =

(
d1 b1,2
c1 d2

)
where d1, d2, arbitrarily chosen from the predefined sets
Di ⊂ F ∗, i = 1, 2, are necessarily non-zero; b1,2 ∈ B1,2

is also arbitrary chosen, and might be zero. If b1,2 = 0 then
det(M2) 6= 0. Otherwise if b1,2 6= 0 then for each value of c1

the det(M2) will have a different value, thus there exists c1
with det(M2) 6= 0. Thus the result for k = 2.

We prove the general case by induction. Assume the prop-
erty is proven for Mk−1 for some k > 1. The determinant of
all k × k matrices Mk ∈Mk can be written as

det(Mk) = d1 det(M
′
k−1)− c1 det(Q)

where M ′k−1 ∈ Mk−1 and Q is some (k − 1) × (k − 1)
matrix. Neither M ′k−1 nor Q involves the coefficient c1.
From the induction assumption, we know that there exists
M ′k−1 ∈ Mk−1 such that det(M ′k−1) 6= 0. The matrix
Mk is built from M ′k−1, selecting arbitrarily the remaining
coefficients from their possible sets, except c1. If det(Q) = 0,
then ∀c1 ∈ F ∗, det(Mk) 6= 0. If det(Q) 6= 0, det(Mk) will
take as many different values as c1 and ∃ c1 ∈ F ∗ such
that det(Mk) 6= 0. Assuming the property the lemma true
for Mk−1, it is thus also true for Mk. Since it is true for
M2, the lemma is proven.

Theorem 2. Let A be a SELIT solution as in (8).
Let k > 1. Consider a sequence of k indices
L = {`1, `2, . . . , `k}, such that `1 ≺ `2, `2 ≺
`3, . . . , and `k−1 ≺ `k, then `k 6≺ `1.

Proof. By the property of ≺ in (9) and (10), `1 ≺ `2 and
`2 ≺ `1 exclude each other, and the theorem is proven for
k = 2. We will prove the theorem for k > 2, by induction,
assuming that it was proven for 2, 3, . . . , k − 1.

Consider a sequence of k indices L = {`1, `2, . . . , `k}, that
satisfies `1 ≺ `2, `2 ≺ `3, . . . , and `k−1 ≺ `k.
For any i ∈ [[k]] and j ∈ [[k]] with i < j and (i, j) 6= (1, k),
we can apply the induction hypothesis for `i ≺ `i+1, `i+1 ≺
`i+2, . . . , and `j−1 ≺ `j , which forms a chain of k′ = j− i+
1 ≤ k − 1 binary relations. Thus `j 6≺ `i and from (12),

∀i ∈ [[k]],∀j ∈ [[k]] with i < j, (i, j) 6= (1, k) : A`j ,`i = {0}

Notice that these are all the elements in the lower triangle
of the table P(A, `1, `2, . . . , `k), and are {0}, except for the
diagonal and for A`k,`1 .

PL =



F ∗ A`1,`2 · · · A`1,`k−1
A`1,`k

{0} F ∗ · · · A`2,`k−1
A`2,`k

...
. . . . . .

...
...

{0} {0}
. . . F ∗ A`k−1,`k

A`k,`1 {0} · · · {0} F ∗


. (13)

Consider A′ = TP(A, `1, `2, . . . , `k) a mapping of the SELIT
solution A. Consider the set of matrices QA′ constructed from
vectors obtained by picking one vector in each set of A′.
Each matrix M = (mi,j) in QA′ is obtained by picking a
coefficient in the table PL in (13) at the corresponding position.
Its determinant can be written as:

det(M) = m1,1 det(G)−mk,1 det(H)



where m1,1 ∈ F ∗, G is a triangular matrix (with diagonal
elements in F ∗), mk,1 ∈ A`k,`1 and H is a matrix in
form of Mk−1 from Lemma 2. This implies that coefficients
present in matrix H can be selected such that det(H) 6= 0.
Moreover, det(G) 6= 0 as det(G) is the product of non-
zero elements. If mk,1 is not zero, then there exists a value
m1,1 = mk,1 det(H)/ det(G) ∈ F ∗ such that det(M) = 0,
and then the corresponding vectors of M would be linearly
dependent, which contradicts the fact that A′ (thus A) is
a SELIT solution. Thus mk,1 must always be 0, hence,
0 ∈ A`k,`1 , and from (8), this implies that A`k,`1 = {0}.

From (12), this now implies that `k 6≺ `1 and this concludes
the proof by induction, hence the theorem.

Theorem 3. Any canonical and restricted diagonal
family A = (A1, . . . ,An) that is a solution of SELIT,
is included in a family B = (B1, . . . ,Bn) which is a
permutation of lines and rows of the MILIC construction
for n (where “included” means that ∀i ∈ [[n]],Ai ⊂ Bi)

Proof. The binary relation ≺ is acyclic as a direct consequence
of Theorem 2. We can use classical results to build a total order
embedding it, see for instance [10]: let / be the transitive
closure of ≺; the transitive closure of an acyclic relation is
irreflexive (see [10]). Now, by the Szpilrajn extension theorem
[11], for a transitive and irreflexive relation, there exists a total
order, that includes it, denoted ≪. We can reorder the indices
[[n]] as a sequence L = {`1, `2, . . . , `n} using the total order
such that `1 ≪ `2 ≪ . . . `n−1 ≪ `n. The mapping of A
with L (actually a permutation) is given by:

P(A, `1, `2, . . . , `n) =


F ∗ A`1,`2 · · · A`1,`n

A`2,`1 F ∗ · · · A`2,`n
...

...
. . .

...
A`n,`1 A`n,`2 · · · F ∗


Consider any `i ∈ [[n]], `j ∈ [[n]] and `i 6= `j . Assume that

A`i,`j 6= {0}. From (12), A`i,`j 6= {0} iff `i ≺ `j . Then
`i ≺ `j implies that `i / `j and consequently `i ≪ `j . And
then i < j (because `i ≪ `j ⇐⇒ i < j), and this element
A`i,`j must be in the upper triangle.

As a consequence, if `i, `j , correspond to the lower triangle
(e.g. j < i) then A`i,`j = {0}. This proves that the family
A′ = P(A,L) has a triangular matrix, hence is included in the
MILIC construction for n, shown in (7).A′ is obtained through
a permutation of A, hence the theorem, with B obtained
through the inverse permutation of the MILIC construction
for n.

Now the most general form of the theorem is obtained by
no longer considering “restricted diagonal” families, but any
“diagonal” families:

Theorem 4. Any canonical and diagonal family A =
(A1, . . . ,An) that is a solution of SELIT, is included in
a family B = (B1, . . . ,Bn) which is a permutation of
lines and rows of the MILIC construction for n (where
“included” means that ∀i ∈ [[n]],Ai ⊂ Bi).

Proof. Let (Ai,j) be the sets of coefficients in C(A). Let A′
be the family defined from its sets of coefficients (A′i,j) from
C(A′) selected as follows:
∀i ∈ [[n]],∀j ∈ [[n]] : if Ai,j 6= {0} then A′i,j

def
= Ai,j \ {0}

otherwise A′i,j
def
= {0}.

A′ is now a restricted diagonal solution, hence Theorem 3
can be applied, and B, a permutation of a MILIC construction
can be found such that A′ is included in B. Now the only
difference between A′ and A, is that vectors of transversals
of A may have 0 in coefficient positions where vectors of
transversals of A′ might not: but then they would still be in-
cluded in B, hence A is included in B, hence the theorem.

VIII. ALTERNATE ALGEBRAIC SELIT SOLUTIONS

The details of the proofs in this article gave us insights
on the reasons why our constructions have specific structures.

Consider M =

(
x a
b c

)
. We can write det(M) = 0 ⇐⇒

x = abc−1. When x can be selected freely from F ∗, we can
make det(M) = 0, unless a, b or c must be zero. Notice
alternately that if a, b, and/or c can take several values, the
generalizations of the Cauchy-Davenport theorem show that
abc−1 will take even more values, hence making det(M) = 0
becomes easier, unless, for instance, they are in a subgroup.

This is the insight that leads us to alternate families of
SELIT solutions:

Theorem 5. Let H0 = {0}, and let H1 ⊂ . . . ⊂ Hn

be different subfields of F and denote ∀i ∈ [[n]], Ci
def
=

Hi \Hi−1. Let A be the “Matryoshka” set familya such
that C(A) is:

Cn Cn−1 Cn−1 · · · Cn−1 Cn−1 Cn−1 Cn−1

Cn−1 Cn−1 Cn−2 · · · Cn−2 Cn−2 Cn−2 Cn−2

Cn−1 Cn−2 Cn−2 · · · Cn−3 Cn−3 Cn−3 Cn−3

...
...

...
...

...
...

Cn−1 Cn−2 Cn−3 · · · C4 C3 C3 C3

Cn−1 Cn−2 Cn−3 · · · C3 C3 C2 C2

Cn−1 Cn−2 Cn−3 · · · C3 C2 C2 C1

Cn−1 Cn−2 Cn−3 · · · C3 C2 C1 C1


Then A is a SELIT solution.

aNote that given a finite field F , the “Matryoshka” construction is
only possible until a fixed n, which depends on existing F subfields.
But for any n, one can select a finite field F that allows the
construction,.

Proof. Pick an arbitrary transversal from A, and write the
matrix Mn of its vectors. Then one can write:
det(Mn) = an det(Mn−1) + ...+ (−1)n−1a1 det(B1) where



an ∈ cn, an−1 ∈ cn−1 . . . a1 ∈ cn−1 and Mn−1 is a matrix
with a similar form as Mn of size (n − 1) × (n − 1) and
B1, . . . Bn−1 are matrices with coefficients in Hn−1.
det(Mn) = an det(Mn−1) + h where h ∈ Hn−1.

If det(Mn−1) ∈ Hn−1 and det(Mn−1) 6= 0, then it is not
possible to take an = −det(Mn−1)

−1h ∈ Hn−1 because
an+1 ∈ cn = Hn \ Hn−1, hence det(Mn) 6= 0, and still
det(Mn) ∈ Hn. This is the basis for a proof of induction that
det(Mn) 6= 0, knowing that for n = 1 the property is true.
And hence A is a SELIT solution.

IX. CONCLUSION

In this article, we have introduced a new formal problem:
the SELIT problem. We have proven that a large class of so-
lutions for |F | ≥ 3, where one can pick the coefficient vectors
from fixed sets and with additional constraints, are essentially
a version of the MILIC construction previously introduced.
One example of an alternate construction was provided. Open
questions and future work include the following: what can be
said for families of solutions that are not canonical (which
do not include the canonical vectors)? What about k-SELIT
where the family A contains only k < n elements? Can other
constructions be proposed (using coding theory results)?
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