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WEAK SOLUTIONS FOR POTENTIAL MEAN FIELD GAMES OF

CONTROLS

P. JAMESON GRABER, ALAN MULLENIX, AND LAURENT PFEIFFER

Abstract. We analyze a system of partial differential equations that model a potential mean field
game of controls, briefly MFGC. Such a game describes the interaction of infinitely many negligible
players competing to optimize a personal value function that depends in aggregate on the state
and, most notably, control choice of all other players. A solution of the system corresponds to
a Nash Equilibrium, a group optimal strategy for which no one player can improve by altering
only their own action. We investigate the second order, possibly degenerate, case with non-strictly
elliptic diffusion operator and local coupling function. The main result exploits potentiality to
employ variational techniques to provide a unique weak solution to the system, with additional
space and time regularity results under additional assumptions. New analytical subtleties occur in
obtaining a priori estimates with the introduction of an additional coupling that depends on the
state distribution as well as feedback.

1. Introduction

Mean Field Games (MFG), introduced simultaneously in 2006-7 by J.-M. Lasry, P.-L. Lions [LL07]
and M. Huang, R. Malhamé, P. Caines [HMC06], have seen swift development into a vibrant and
substantial subfield of partial differential equations. See, for instance, the monographs [CD17a,
CD17b, BFY13]. Considered are high population games of homogeneous, negligibly powerful players
all attempting to optimize a cost while contending with the effects of the choices of all other players.

The term Mean Field, inspired by physics, relates to each player viewing the remaining players as
one large entity. The cost functional that has to be optimized by each player typically incorporates
an interaction term f(m), where m denotes the distribution of player states. Mean Field Games
of Controls (briefly, MFGC), also called Extended Mean Field Games, introduce a control element
into the Mean Field, so that not only can players “detect” (via the Mean Field) the positions of
others, but also their control choices. Such an extension naturally arises in many applications,
for example in economics [GLL11, CS15, CS17, GB18, GM18b, GM20, GIN20]. MFGC have been
studied by D. Gomes and V. Voskanyan, who have results on classical solutions with S. Patrizi in
the stationary (time independent) second order case where the diffusion is explicitly the Laplacian
[GPV14], and also in the time dependent first order case [GV16]. In the second order uniformly
parabolic time dependent case, Z. Kobeissi has proved the existence of classical solutions under
sufficient structural and smoothness assumptions, with uniqueness under additional assumptions,
as well as results on approximate solutions [Kob19, Kob20]. P. Cardaliaguet and C.-A. Lehalle have
provided a theorem giving the existence of weak solutions to a general system of MFGC, under the
assumption that the Lagrangian is monotone with respect to the measure variable and that the
Hamiltonian is sufficiently smooth; in particular it must depend on the density of players nonlocally
[CL18].
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In this article, we investigate the second order degenerate case (which can, in particular, be first
order) featuring a non-strictly elliptic diffusion operator with space dependence. The MFGC system
to be studied is



































(i) −∂tu−Aij∂iju+H
(

x,Du(x, t) + φ(x)⊺P (t)
)

= f
(

x,m(x, t)
)

(x, t) ∈ Q,

(ii) ∂tm− ∂ij
(

Aijm
)

+∇ · (vm) = 0 (x, t) ∈ Q,

(iii) P (t) = Ψ
( ∫

Td φ(x)v(x, t)m(x, t) dx
)

t ∈ [0, T ],

(iv) v(x, t) = −DξH
(

x,Du(x, t) + φ(x)⊺P (t)
)

(x, t) ∈ Q,

(v) m(x, 0) = m0(x), u(x, T ) = uT (x), x ∈ T
d

(1.1)

where u,m are scalar functions, v is a vector field in R
d, P = P (t) ∈ R

k, Q := T
d × [0, T ],

and A = [Aij ]1≤i,j≤d is a given matrix-valued function on T
d whose values are symmetric and

non-negative.

The heuristic interpretation of the above system is the following. Each agent controls the following
dynamical system in T

d:
dXt = αt dt+

√
2Σ(Xt) dBt

where (Bt)t∈[0,T ] is a standard Brownian motion in R
D, α is an adapted process in R

d, and Σ: Td →
R
d×D is such that A(x) = Σ(x)Σ(x)⊺, for all x ∈ T

d. The associated cost (to be minimized) is
given by

E

[

∫ T

0

(

H∗(Xt,−αt) + 〈P (t), φ(Xt)αt〉+ f(Xt,m(Xt, t))
)

dt+ uT (XT )
]

.

At optimality, the control α is in feedback form, i.e.

αt = v(Xt, t) = −DpH(Xt,Du(Xt, t) + φ(Xt)
⊺P (t)).

On top of the classical interaction term f(Xt,m(Xt, t)), the price P induces an interaction through
the controls of the agents, since in equation (iv), P depends not only on m but also on the feedback
v.

The basic structural assumptions are

(1) T
d × R

d ∋ (x, ξ) 7→ H(x, ξ) ∈ R is convex in ξ

(2) T
d × [0,∞) ∋ (x,m) 7→ f(x,m) ∈ R is monotone increasing in m

(3) R
k ∋ z 7→ Ψ(z) ∈ R is monotone in z, i.e. 〈Ψ(t, z1)−Ψ(t, z2), z1−z2〉 ≥ 0 for all z1, z2 ∈ R

k.

See Subsection 1.2 for more detailed assumptions on the data.

We will focus in the article on the MFG system obtained after performing the Benamou-Brenier
change of variables w = mv [BB00]:



































(i) −∂tu−Aij∂iju+H
(

x,Du(x, t) + φ(x)⊺P (t)
)

= f
(

x,m(x, t)
)

(x, t) ∈ Q,

(ii) ∂tm− ∂ij
(

Aijm
)

+∇ · w = 0 (x, t) ∈ Q,

(iii) P (t) = Ψ
( ∫

Td φ(x)w(x, t) dx
)

t ∈ [0, T ],

(iv) w(x, t) = −DξH
(

x,Du(x, t) + φ(x)⊺P (t)
)

m(x, t) (x, t) ∈ Q,

(v) m(x, 0) = m0(x), u(x, T ) = uT (x), x ∈ T
d.

(1.2)

In [BHP19] the authors prove the existence of classical solutions to (1.1) when A is the identity
matrix and the congestion term f is nonlocal. In what follows we will provide the existence and
uniqueness of a suitably defined “weak solution” to the MFGC system with local coupling and
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provide additional regularity results involving the solution u and the distribution evolution m. The
method used follows the outline of Cardaliaguet, Graber, Porretta, and Tonon in [CGPT15]–see also
[Car15, CG15]–and their treatment of the case of first and second order “classical” MFG systems.
The nonlocal interaction term P (t) introduces new subtleties into the analysis, especially as it does
not introduce any a priori gain of regularity. On the contrary, a priori estimates on solutions to
the Hamilton-Jacobi Equation (1.2)(i) are highly sensitive to the Lp norms of P (t). See Section 3.

We first lay out the required assumptions on the data (Section 1). We then view the MFGC system
as a system of optimality for two minimization problems (infD, inf B) in duality (Section 2); the
Fenchel-Rockefellar duality theorem supplies uniqueness and some regularity for m,w and implies

inf
K0

D(u, P, γ) = −min
K1

B(m,w).

Next, we show that the correct relaxation of K0 provides existence and a.e. uniqueness of a solution
for the left hand side (Section 3). The solutions to these minimization problems are then shown to
be proper candidates for the weak solution to the MFGC, whose existence is then proved (Section 4).
Finally, with some additional assumptions on the data, we include some space and time regularity
results for the weak solution based on previous techniques of Graber and Meśzáros [GM18a] (Section
5).

We now lay out the notation and assumptions to hold throughout the paper.

1.1. Notation. We denote by 〈x, y〉 the Euclidean scalar product of two vectors x, y ∈ R
d and by

|x| the Euclidean norm of x. We use conventions on repeated indices: for instance, if a, b ∈ R
d, we

often write aibi for the scalar product 〈a, b〉. More generally, if A and B are two square symmetric
matrices of size d× d, we write AijBij for Tr(AB).

To avoid further difficulties arising from boundary issues, we work in the flat d−dimensional torus
T
d = R

d\Zd. We denote by P (Td) the set of Borel probability measures over T
d. It is endowed

with the weak convergence. For k, n ∈ N and T > 0, we denote by Ck(Q,Rn) the space of maps
φ = φ(t, x) of class Ck in time and space with values in R

n. For p ∈ [1,∞] and T > 0, we denote by
Lp(Td) and Lp(Q) the set of p−integrable maps over T

d and Q respectively. We often abbreviate
Lp(Td) and Lp(Q) into Lp. We denote by ‖f‖p the Lp−norm of a map f ∈ Lp. The conjugate of a
real p > 1 is denoted by p′, i.e. 1/p + 1/p′ = 1.

1.2. Assumptions. We now collect the assumptions on the “congestion coupling” f , the “ag-
gregate control coupling” Ψ, the Hamiltonian H, and the initial and terminal conditions m0 and
uT .

Along the article, we assume that there exist some constants C1 > 0, C2 > 0, C3 > 0, C4 > 0,
q > 1, r > 1, and s > 1 such that the following hypotheses hold true. We denote

p = q′.

(H1) (Conditions on the coupling)

• The map f : Td× [0,+∞) → R is continuous in both variables, increasing with respect
to the second variable m, and satisfies

1

C1
|m|q−1 − C1 ≤ f(x,m) ≤ C1|m|q−1 + C1 ∀m ≥ 0 . (1.3)

Moreover f(x, 0) = 0 for all x ∈ T
d.
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• The map Ψ: Rk → R
k is the continuous gradient of some convex function Φ: Rk → R.

Without loss of generality, we assume that Φ(0) = 0. Moreover,

Φ(z) ≤ C2|z|s + C2 ∀z ∈ R
k. (1.4)

Changing C2 if necessary, we have

Φ∗(z) ≥ 1

C2
|z|s′ −C2 ∀z ∈ R

k.

If 1
s +

1
pr < 1, we assume that

1

C2
|z|s − C2 ≤ Φ(z) ∀z ∈ R

k. (1.5)

• The map φ : Td → L(Rd;Rk) is continuously differentiable. If 1
s + 1

pr < 1, we assume

that it is constant.

(H2) (Conditions on the Hamiltonian) The Hamiltonian H : Td × R
d → R is continuous in both

variables, convex and differentiable in the second variable, with DξH continuous in both
variables, and has a superlinear growth in the gradient variable:

1

C3
|ξ|r − C3 ≤ H(x, ξ) ≤ C3|ξ|r + C3 ∀(x, ξ) ∈ T

d × R
d. (1.6)

We note for later use that the Fenchel conjugate H∗ of H with respect to the second variable
is continuous and satisfies similar inequalities (changing C3 if necessary):

1

C3
|ξ|r′ − C3 ≤ H∗(x, ξ) ≤ C3|ξ|r

′

+ C3 ∀(x, ξ) ∈ T
d × R

d. (1.7)

(H3) (Conditions on A) There exists a Lipschitz continuous map Σ : T
d → R

d×D such that
ΣΣT = A and such that

|Σ(x)− Σ(y)| ≤ C4|x− y| ∀x, y ∈ T
d. (1.8)

(H4) (Conditions on the initial and terminal conditions) φT : T
d → R is of class C2, while

m0 : T
d → R is a C1 positive density (namely m0 > 0 and

∫

Td m0 dx = 1).

(H5) (Restrictions on the exponents). We consider 4 cases, depending on whether s′ < r or s′ ≥ r
and whether A is constant or not.

Case 1: s′ < r Case 2: s′ ≥ r

Case A:
A is not constant

s′ ≥ p r ≥ p

Case B:
A is constant

s′(d+ 1)

d
≥ p

[

s′ ≥ 1 + d
]

or
[

s′ < 1 + d and s′(1+d)
d−s′+1 > p

]

Remark 1.1. (1) The condition f(x, 0) = 0 is just a normalization condition, which we may
assume without loss of generality, as explained in [CGPT15, Section 2].

(2) Let us compare the different cases of Assumption (H5).

(a) Assumption (H5) is stronger in cases 1A and 2A than in cases 1B and 2B, respectively,
that is, Assumption (H5) is stronger in the case of a non-constant A than in the
constant case.
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(b) If A is not constant (cases 1A and 2A), than Assumption (H5) can be summarized by
min(s′, r) ≥ p.

(c) If A is constant, it is easy to verify that Assumption (H5) is stronger in the case 1B
(s′ < r) than in case 2B (s′ ≥ r).

(3) If Ψ = 0, then we are back to the framework of [CGPT15] and our assumptions coincide.
Indeed, (1.4) is then satisfied with any s > 1. Taking s sufficiently close to 1, we have
1/s + 1/(rp) ≥ 1, so that (1.5) is not necessary, and we have s′ ≥ r, so that we are either
in case 2A or 2B in hypothesis (H5). If A is constant, we must choose s close enough to 1,
so that s′ ≥ 1 + d.

Let us set

F (x,m) =















∫ m

0
f(x, τ)dτ if m ≥ 0

+∞ otherwise.

Then F is continuous on T
d × (0,+∞), differentiable and strictly convex in m and satisfies

1

C1
|m|q − C1 ≤ F (x,m) ≤ C1|m|q + C1 ∀m ≥ 0, (1.9)

changing C1 if necessary. Let F
∗ be the Fenchel conjugate of F with respect to the second variable.

Note that F ∗(x, a) = 0 for a ≤ 0 because F (x,m) is nonnegative, equal to +∞ for m < 0, and null
at zero. Moreover,

1

C1
|a|p − C1 ≤ F ∗(x, a) ≤ C1|a|p + C1 ∀a ≥ 0, (1.10)

changing again C1 if necessary.

Remark 1.2. Most of the results in this paper hold also for time-dependent data, in particular
when f and H depend on t. It suffices to have the estimates in this subsection hold uniformly with
respect to t.

2. Two problems in duality

The approach that we follow consists in viewing the MFG system as an optimality condition for
two convex problems, which we introduce now.

Let K0 be the set of all triples (u, P, γ) ∈ C2(Q)× C0([0, T ];Rk)× C0(Q) satisfying
{

−∂tu−Aij∂iju+H
(

x,Du(x, t) + φ(x)⊺P (t)
)

= γ,
u(x, T ) = uT (x).

(2.1)

The associated cost is given by

D(u, P, γ) = −
∫

Td

u(x, 0)m0(x) dx+

∫ T

0
Φ∗
(

P (t)
)

dt+

∫∫

Q
F ∗
(

x, γ(x, t)
)

dxdt. (2.2)

The first problem is
inf

(u,P,γ)∈K0

D(u, P, γ). (2.3)

We consider now the set K1 of all pairs (m,w) ∈ L1(Q) × L1(Q;Rd) such that m ≥ 0 a.e.,
∫

Td m(x, t) dx = 1 for a.e. t ∈ (0, T ), and such that the continuity equation
{

∂tm− ∂ij
(

Aijm
)

+∇ · w = 0,
m(x, 0) = m0(x)

(2.4)
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holds in the sense of distributions. For (m,w) ∈ K1, consider the following cost functional:

B(m,w) =

∫∫

Q

(

H∗

(

x,−w(x, t)

m(x, t)

)

m(x, t) + F
(

x,m(x, t)
)

)

dxdt

+

∫ T

0
Φ

(∫

Td

φ(x)w(x, t) dx

)

dt+

∫

Td

uT (x)m(x, T ) dx,

(2.5)

where for m(t, x) = 0, we impose that

m(t, x)H∗
(

x,−w(t, x)

m(t, x)

)

=

{

+∞ if w(t, x) 6= 0

0 if w(t, x) = 0.

Since H∗ and F are bounded from below and m ≥ 0, the first integral in B is well defined in
R ∪ {+∞}. Concerning the second term in B, we simply need to observe that since Φ is convex,
there exists a constant C > 0 such that Φ(z) ≥ −C(1+ |z|), for all z ∈ R

k. For w ∈ L1(Q;Rd), the
term

∫

Td

φ(x)w(x, ·) dx

is integrable in time and therefore
∫ T

0
Φ

(∫

Td

φ(x)w(x, t) dx

)

dt

is well-defined in R ∪ {+∞}. For the third term, we refer the reader to [CGPT15, Lemma 4.1],
where it is proved that for (m,w) ∈ K1, m can be seen as a continuous map from [0, T ] to P (Td) for
the Rubinstein-Kantorovich distance d1. Finally, the second optimization problem is the following:

inf
(m,w)∈K1

B(m,w). (2.6)

Lemma 2.1. We have

inf
(u,P,γ)∈K0

D(u, P, γ) = − min
(m,w)∈K1

B(m,w).

Moreover, the minimum in the right-hand side is achieved by a unique pair (m,w) ∈ K1 satisfying

m ∈ Lq(Q), w ∈ L
r′q

r′+q−1 (Q;Rd), and

∫

Td

φ(x)w(x, ·) dx ∈ Ls((0, T );Rk). (2.7)

Proof. Following previous papers [Car15, CG15, CGPT15], we look to apply the Fenchel-Rockafellar
duality theorem. In order to do so, we reformulate the first optimization problem into a more
suitable form.

Let E0 = C2(Q)× C0([0, T ],Rk) and E1 = C0(Q)× C0(Q;Rd). Define on E0 the functional

F(u, P ) =

∫ T

0
Φ∗(P (t)) dt−

∫

Td

u(0, x)m0(x) dx+ χS(u),

where χS is the convex characteristic function of the set S =
{

u ∈ E0, u(T, ·) = uT
}

, i.e., χS(u) = 0
if u ∈ S and +∞ otherwise. For (a, b) ∈ E1, we define

G(a, b) =
∫∫

Q
F ∗
(

x,−a+H(x, b)
)

dxdt.
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The functional F is convex and lower semi-continuous on E0 while G is convex and continuous on E1.
Let Λ : E0 → E1 be the bounded linear operator defined by Λ(u, P ) = (∂tu+ Aij∂iju,Du+ φ⊺P ).
We can observe that

inf
(u,P,γ)∈K0

D(u, P, γ) = inf
(u,P )∈E0

{

F(u, P ) + G(Λ(u, P ))
}

.

In the interest of employing the Fenchel-Rockafellar duality theorem, note that F(u, P ) < +∞ for
(uT , 0) and G(Λ(u, P )) is continuous at (uT , 0). This satisfies the duality theorem, and so

inf
(u,P )∈E0

{

F(u, P ) + G(Λ(u, P ))
}

= max
(m,w)∈E′

1

{

−F∗(Λ∗(m,w)) − G∗(−(m,w))
}

,

where E′
1 is the dual space of E1, i.e., the set of vector valued Radon measures (m,w) over Q with

values in R × R
d, E′

0 is the dual space of E0, Λ
∗ : E′

1 → E′
0 is the dual operator of Λ and F∗ and

G∗ are the convex conjugates of F and G respectively. We now compute the relevant conjugate
transforms.

F∗(Λ∗(m,w)) = sup
(u,P )

{

〈(u, P ),Λ∗(m,w)〉 − F(u, P )
}

= sup
(u,P )
u∈S

{

〈Λ(u, P ), (m,w)〉 −
∫ T

0
Φ∗(P (t)) dt+

∫

Td

u(0, x)m0(x) dx
}

= sup
(u,P )
u∈S

{

〈∂tu+Aij∂iju,m〉+ 〈Du,w〉+ 〈φ⊺P,w〉 −
∫ T

0
Φ∗(P (t)) dt+

∫

Td

u(0, x)m0(x) dx
}

= sup
(u,P )
u∈S

{

〈−∂tm+ ∂ij(Aijm)−∇ · w, u〉 + 〈φ⊺P,w〉 −
∫ T

0
Φ∗(P (t)) dt+

∫

Td

uT (x)m(T, x) dx
}

.

It is evident here that if −∂tm+∂ij(Aijm)−∇·w 6= 0 in the sense of distributions, this supremum
is infinite. If the condition does hold however, the supremum no longer depends on u, and so the
calculation is reduced to

sup
P

{

∫ T

0

(

∫

Td〈φ(x)⊺P (t), w(x, t)〉dx
)

−Φ∗(P (t)) dt
}

= sup
P

{

∫ T

0

〈

P (t),
∫

Tdφ(x)w(x, t) dx
〉

− Φ∗(P (t)) dt
}

= sup
P

{

∫ T

0
Φ
(∫

Tdφ(x)w(x, t) dx
)

dt
}

.

Combined with the conditions above, we have

F∗(Λ∗(m,w)) =















∫ T

0
Φ
(∫

Tdφw
)

+

∫

Td

uT (x)m(T, x) dx, if −∂tm+Aij∂ijm−∇ · w = 0,

+∞ otherwise.

Following [Car15], we have that G∗(m,w) = +∞ if (m,w) /∈ L1(Q)× L1(Q;Rd) and

G∗(m,w) =

∫∫

Q
K∗(x,m(t, x), w(t, x)) dxdt
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otherwise, where K∗ is given by

K∗(x,m,w) =















F (x,−m)−mH∗
(

x,− w
m

)

if m < 0

0 if m = 0 and w = 0

+∞ otherwise,

it is the convex conjugate of

K(x, a, b) = F ∗(x,−a+H(x, b)) ∀(x, a, b) ∈ T
d × R× R

d.

Therefore

max
(m,w)∈E′

1

{

−F∗(Λ∗(m,w)) − G∗(−(m,w))
}

= max
{

∫∫

Q
−F (x,m)−mH∗

(

x,−w

m

)

dxdt−
∫ T

0
Φ
(

∫

Tdφw
)

dt−
∫

Td

uT (x)m(T, x) dx
}

with the last maximum taken over the L1 maps (m,w) such that m ≥ 0 a.e. and

−∂tm+ ∂ij(Aijm)−∇ · w = 0, m(0) = m0

holds in the sense of distributions. Since
∫

Td m0 = 1, it follows that
∫

Td m(t) = 1 for any t ∈ [0, T ].
Thus the pair (m,w) belongs to the set K1 and the first part of the statement is proved.

It remains to show (2.7). Taking an optimal (m,w) ∈ K1 in the above problem, we have that
w(t, x) = 0 for all (t, x) ∈ [0, T ]× T

d whenever m(t, x) = 0. By convexity of Φ, we have
∫ T

0
Φ
(∫

Tdφw dx
)

dt ≥
∫ T

0
Φ(0) +

〈

Ψ(0),
∫

Td φw dx
〉

dt ≥ C − C‖w‖1. (2.8)

Moreover, by Hölder’s inequality,

‖w‖1 =

∫∫

Q

|w|
m

m dxdt ≤
(

∫∫

Q

( |w|
m

)r′

m
)1/r′

.

It follows with Young’s inequality that

‖w‖1 ≤ ε

r′

∫∫

Q
|w|r′m1−r′ dxdt+ ε−(r−1),

for any ε > 0. Therefore,
∫ T

0
Φ
(∫

Tdφw dx
)

dt ≥ C − εC

r′

∫∫

Q
|w|r′m1−r′ dxdt− ε−(r−1).

Using successively the optimality of (m,w), the growth conditions on F and H∗ and the above
inequality, we obtain

C ≥
∫∫

Q
F (x,m) +mH∗

(

x,−w

m

)

dxdt+

∫ T

0
Φ
(∫

Tdφw
)

dt+

∫

Td

uT (x)m(T, x) dx

≥ 1

C
‖m‖qq +

( 1

C
− εC

)

∫∫

Q
|w|r′m1−r′ dxdt− ε−(r−1) − C,

for some constant C > 0 independent of ε. Choosing ε > 0 sufficiently small, we deduce that
m ∈ Lq(Q) and that |w|r′m1−r′ ∈ L1(Q). To investigate the claim on w given in the statement,
write, for some ρ to be determined,

‖w‖r′ρr′ =
∥

∥

∥

∥

∥

mr′−1 |w|r′

mr′−1

∥

∥

∥

∥

∥

ρ

≤
∥

∥

∥mr′−1
∥

∥

∥

q

r′−1

∥

∥

∥

∥

∥

|w|r′

mr′−1

∥

∥

∥

∥

∥

1

= ‖m‖r′−1
q

∥

∥

∥

∥

∥

|w|r′

mr′−1

∥

∥

∥

∥

∥

1

< ∞.
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For this interpolative Hölder inequality to hold, we must have ρ = q
r′+q−1 . Thus w ∈ Lσ(Q;Rd),

with

σ =
r′q

r′ + q − 1
, i.e. σ′ = rp. (2.9)

Two cases must be considered. If 1
s ≥ 1− 1

rp = 1
σ , then we have σ ≥ s, thus w ∈ Ls(Q;Rd) and (2.7)

follows. In the other case, we have by Hypothesis (H1) the growth assumption Φ(z) ≥ 1
C |z|s−C. It

can be employed to get a better bound from below in (2.8). We obtain (2.7) with a straightforward
adaptation of the above proof. �

3. Optimal control problem of the HJ equation

In general we do not expect problem (2.3) to have a solution. In this section we exhibit a relaxation
for (2.3) (Proposition 3.8) and show that the obtained relaxed problem has at least one solution
(Proposition 3.10).

3.1. Estimates on subsolutions to HJ equations. In this subsection we prove estimates in
Lebesgue spaces for subsolutions of Hamilton-Jacobi equations of the form

{

(i) −∂tu−Aij∂iju+H(Du+ φ⊺P ) ≤ γ

(ii) u(x, T ) ≤ uT (x)
(3.1)

in terms of Lebesgue norms of γ, uT , and P . Equation (3.1) is understood in the sense of distribu-
tions. This means that Du+φ⊺P ∈ Lr(Q) and for any nonegative test function ζ ∈ C∞

c ((0, T ]×T
d),

−
∫

Td

ζ(T )uT +

∫∫

Q
u∂tζ + 〈Dζ,ADu〉+ ζ

(

∂iAij∂ju+H(Du+ φ⊺P )
)

≤
∫∫

Q
γζ. (3.2)

Let us introduce some notation. For all r̃ > 1 and for all p̃ ≥ 1, let us define κ̄(r̃, p̃) and η̄(r̃, p̃) by

η̄(r̃, p̃) =
d(r̃(p̃− 1) + 1)

d− r̃(p̃− 1)
and κ̄(r̃, p̃) =

r̃p̃(1 + d)

d− r̃(p̃− 1)

if p̃ < 1 + d
r̃ and

η̄(r̃, p̃) = ∞ and κ̄(r̃, p̃) = ∞
if p̃ > 1 + d

r̃ . In the border line case p̃ = 1 + d
r̃ , η̄(r̃, p̃) and κ̄(r̃, p̃) can be fixed to arbitrarily large

values. We let the reader verify that

κ̄(r̃, p̃) ≥ r̃ and κ̄(r̃, p̃) ≥ p̃, (3.3)

assuming that the assigned value to κ̄(r̃, p̃) is large enough in the border line case.

We now restate [CGPT15, Theorem 3.3], since it will prove useful below.

Theorem 3.1. Let u satisfy
{

(i) −∂tu−Aij∂iju+ 1
K |Du|r̃ ≤ γ

(ii) u(x, T ) ≤ uT (x)
(3.4)

in the sense of distributions, with γ ∈ Lp̃(Q) for some p̃ ≥ 1 and r̃ > 1. Then

‖u+‖L∞((0,T ),Lη(T)) + ‖u+‖Lκ(Q) ≤ C,

where u+ := max{u, 0}, κ = κ̄(r̃, p̃), η = η̄(r̃, p̃). The constant C depends only on T, d, r̃, p̃, K
(appearing in (3.4)), C4 (appearing in Hypothesis (H3)), ‖γ‖p̃, and ‖uT ‖η.
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Remark 3.2. Although the case p̃ = 1 is not explicitly mentioned in [CGPT15, Theorem 3.3], it
is not hard to check that the theorem also applies in that case.

Corollary 3.3. Let P ∈ C0([0, T ];Rk) and γ ∈ C0(Q;R). Let u be the viscosity solution to the HJ
equation

{

−∂tu−Aij∂iju+H
(

x,Du(x, t) + φ(x, t)⊺P (t)
)

= γ,
u(x, T ) = uT (x).

(3.5)

Let r̃ > 1. Define

κ = κ̄(r̃, 1) =
r̃(1 + d)

d
. (3.6)

Then
‖u‖L∞((0,T ),L1(T)) + ‖u‖Lκ(Q) ≤ C,

where the constant C depends only on T, d, r̃, p̃, C4 (appearing in Hypothesis (H3)), ‖γ‖1, ‖Du‖r̃,
‖H(Du+ φ⊺P )‖1, and ‖uT ‖1.

Proof. By [Ish95], u also satisfies the HJ equation in the sense of distributions. Observe that (3.5)
can be rewritten

− ∂tu−Aij∂iju+|Du|r̃ = γ −H(Du+ φ⊺P ) +|Du|r̃ . (3.7)

The L1 norm of the right-hand side depends on ‖γ‖1, ‖H(Du+ φ⊺P )‖1, and ‖Du‖r̃. Similarly, −u
is a weak subsolution of a HJ equation with right-hand side

−γ +H(Du+ φ⊺P ) + |Du|r̃.
By applying Theorem 3.1 to both u and −u, we deduce the desired estimate. �

When s′ ≥ r, the growth assumption on the Hamiltonian (Hypothesis (H2)) can be exploited to
derive a more precise estimate on the solution to (3.5).

Corollary 3.4. Let P , u, and γ be as in Corollary 3.3. Assume moreover that γ ≥ 0 and s′ ≥ r.
Take r̃ ∈ (1, r] and define

p̃ = min
(

p,
s′

r̃

)

, κ = κ̄(r̃, p̃), and η = η̄(r̃, p̃).

Then
‖u‖L∞((0,T ),Lη(Td)) + ‖u‖Lκ(Q) ≤ C.

The constant C depends only on T, d, r̃, p̃, C3 (appearing in Hypothesis (H2)), C4 (appearing in
Hypothesis (H3)), ‖γ‖p, ‖P‖s′, and ‖uT ‖η.

Proof. We have γ ≥ 0 and the upper bound

H(Du+ φ⊺P ) ≤ C|Du|r + C|P |r,
therefore,

− ∂tu−Aij∂iju+ C|Du|r ≥ −C|P |r − C, u(T, x) ≥
(

min
x′∈Td

uT (x
′)
)

. (3.8)

Let û be defined by

û(x, t) =
(

min
x′∈Td

uT (x
′)
)

−
∫ T

t
|P (t)|r dt− C(T − t),

which solves (3.8) with inequality replaced by equality. By the comparison principle, u ≥ û ≥ −C,
where C depends only on T, the growth of H, minuT , and ‖P‖r. Note that ‖P‖r depends only on
‖P‖s′ and T because s′ ≥ r.
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Next, by the growth condition of H we have

−∂tu−Aij∂iju+
1

C3
|Du+ φ⊺P |r − C3 ≤ γ.

Observe that by Young’s inequality,

|Du|r̃ ≤ 2r̃−1|Du+ φ⊺P |r̃ + 2r̃−1|φ⊺P |r̃ ≤ 2r̃−1
( r̃

r
|Du+ φ⊺P |r + 1

)

+ C|P |r̃,

since r ≥ r̃. It follows that

|Du+ φ⊺P |r ≥ 1

C
|Du|r̃ − C|P |r̃ − C,

therefore,

− ∂tu−Aij∂iju+
1

C
|Du|r̃ ≤ γ + C|P |r̃ + C. (3.9)

Since |P |r̃ lies in Ls′/r̃(Q), we have that the right hand side of (3.9) is bounded in Lp̃. Combining
this with the lower bound on u, the conclusion follows from Theorem 3.1. �

We can now fix the values of the coefficients r̃ ∈ (1, r], κ > 1, and η > 1 to be employed in the
sequel, consistently with Corollary 3.3 (if s′ < r) and Corollary 3.4 (if s′ ≥ r). As will appear later
in the proofs of Lemma 3.9 and Proposition 3.10 , these coefficients must satisfy the following:

[

s′ ≥ r̃
]

,
[

κ ≥ p
]

, and
[

A is not constant =⇒ r̃ ≥ p
]

.

This is the reason why four subcases have been introduced in Hypothesis (H5) and why we have a
specific definition of the coefficients for each of the subcases. In order to deal with the case 2B, we
need the following lemma.

Lemma 3.5. Assume that s′ ≥ r and A is constant, that is, consider the case 2B of Assumption
(H5). Then the corresponding condition:

[

s′ ≥ 1 + d
]

or
[

s′ < 1 + d and
s′(1 + d)

d− s′ + 1
> p
]

(3.10)

is satisfied if and only if there exists r̃ ∈ (1, r] such that

κ̄
(

r̃,min
(

p, s
′

r̃

)

)

≥ p. (3.11)

Proof. Several cases must be distinguished.

• Case (i): s′ > p. In that case, either s′ ≥ 1 + d or s′ < 1 + d and then

s′(1 + d)

d− s′ + 1
> s′ > p.

Thus, if s′ > p, then (3.10) holds true. Then we can set r̃ = s′

p > 1. We have min
(

p, s
′

r̃

)

= p

and therefore κ = κ̄(r̃, p) ≥ p, by inequality (3.3).

• Case (ii): s′ ≤ p. Then whatever the choice of r̃ ∈ (1, r], we have

p̃(r̃) := min
(

p, s
′

r̃

)

= s′

r̃ .

– Case (iia): s′ > 1 + d. Then we can chose r̃ sufficiently close to 1, so that

s′ − d

r̃
> 1.

Then we have p̃(r̃) > 1 + d
r̃ , thus κ = κ̄(r̃, p̃(r̃)) = ∞.
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– Case (iib): s′ ≤ 1 + d. Then whatever the choice of r̃ ∈ (1, r], we have p̃(r̃) < 1 + d
r̃

and therefore, condition (3.11) is equivalent to:

∃r̃ ∈ (1, r],
s′(d+ 1)

d+ r̃ − s′
≥ p.

The above condition is clearly satisfied if and only if either s′ = 1+ d or s′ < 1+ d and
s′(d+1)
d+1−s′ > p.

�

We can finally fix r̃, κ, and η.

• In cases 1A and 1B (i.e. s′ < r), we set

r̃ = s′, κ = κ̄(r̃, 1), η = η̄(r̃, 1).

Then we have κ ≥ r̃ ≥ p. In case 1A, r̃ ≥ p.

• In case 2A (i.e. s′ ≥ r and A is not constant), we set r̃ = p. In case 2B (i.e. s′ ≥ r and A is
constant), we assign a value to r̃ so that (3.11) holds true. In both cases 2A and 2B, we set

κ = κ̄
(

r̃,min
(

p, s
′

r̃

)

)

and η = η̄
(

r̃,min
(

p, s
′

r̃

)

)

.

In case 2A, we have κ ≥ r̃ = p by inequality (3.3). In case 2B, we have κ ≥ p by definition.

Remark 3.6. In case 2B, it is easy to deduce from the proof of Lemma 3.5 an explicit r̃ ∈ (1, r]
such that (3.11) holds. Note that the obtained r̃ may not be the best one (i.e. the largest one).

For example, if s′ ≥ pr, then one can take r̃ = r. Then s′

r̃ ≥ p and therefore κ = κ̄(r̃, p) ≥ p, by
inequality (3.3).

3.2. The relaxed problem. We propose in this subsection an appropriate relaxation of problem
(2.3). Let K denote the set of triplets (u, P, γ) ∈ Lκ(Q)×Ls′(0, T )×Lp(Q) such that Du+ φ⊺P ∈
Lr(Q;Rd), Du ∈ Lr̃(Q;Rd), and such that (3.1) holds in the sense of distributions.

The following statement explains that u has a “trace” in a weak sense.

Lemma 3.7. Let f ∈ L1(Q) and let u ∈ L1(Q) satisfy Du ∈ Lr̃(Q;Rd) and

− ∂tu−Aij∂iju ≤ f, u(T ) ≤ uT (3.12)

in the sense of distributions, i.e. for every non-negative function ϑ ∈ C∞
c (Td × (0, T ]) we have

∫∫

Q

(

u∂tϑ+ ∂j(Aijϑ)∂iu− fϑ
)

dxdt ≤
∫

Td

ϑ(x, T )uT (x) dx.

Then, for any C1 map ϑ : [0, T ]× T
d → R, the function

t 7→
∫

T

ϑ(x, t)u(x, t)dx

has a BV representative on [0, T ]. In particular, for any nonnegative C1 map ϑ : [0, T ] × T
d → R,

one has the integration by parts formula: for any 0 ≤ t1 ≤ t2 ≤ T ,

−
[

∫

Td

ϑu
]t2

t1
+

∫ t2

t1

∫

Td

u∂tϑ+ 〈Dϑ,ADu〉+ ϑ∂iAij∂ju ≤
∫ t2

t1

∫

Td

fϑ. (3.13)
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Proof. First, observe that x 7→ u(x, t) is a well-defined L1(Td) function for a.e. t ∈ (0, T ). Then by
standard convolution smoothing arguments, one can check that (3.13) holds for a.e. t1, t2 ∈ [0, T ]
with t1 ≤ t2. Indeed, if ξε is a convolution kernel, then uε = ξε ∗ u, fε = ξε ∗ f can be shown to
satisfy

− ∂tuε −Aij∂ijuε ≤ fε +Rε (3.14)

where Rε → 0 in L1 as ε → 0. Then integration by parts implies, for 0 < t1 ≤ t2 < T and ε small
enough, that

−
[

∫

Td

ϑuε

]t2

t1
+

∫ t2

t1

∫

Td

uε∂tϑ+ 〈Dϑ,ADuε〉+ ϑ∂iAij∂juε ≤
∫ t2

t1

∫

Td

(fε +Rε)ϑ. (3.15)

Since uε(·, t) → u(·, t) in L1(Td) for a.e. t, and likewise uε → u,Duε → Du, and fε → f in L1, so
by letting ε → 0 we deduce the (3.13) for a.e. t1, t2 ∈ [0, T ] with t1 ≤ t2.

Now define, for a.e. t ∈ [0, T ], the functions

G(t) =

∫

Td

ϑ(x, t)u(x, t) dx+ F (t), F (t) =

∫ T

t

∫

Td

u∂tϑ+ 〈Dϑ,ADu〉+ ϑ∂iAij∂ju− fϑ.

Now F is absolutely continuous, being the integral of an L1(0, T ) function. By what we have shown
G(t) is increasing on its domain, and moreover G(T ) ≤

∫

Td ϑ(x, T )uT (x) dx by hypothesis. Thus
I := G − F is BV, and (3.13) indeed continues to hold for all 0 ≤ t1 ≤ t2 ≤ T , even if we replace
∫

Td ϑ(x, t)u(x, t) dx by any value between I(t+) and I(t−). �

We extend the functional D to triplets (u, P, γ) ∈ K:

D(u, P, γ) = −
∫

Td

u(x, 0+)m0(x) dx+

∫ T

0
Φ∗
(

P (t)
)

dt+

∫∫

Q
F ∗
(

x, γ(x, t)
)

dxdt.

We consider the following relaxation of problem (2.3):

inf
(u,P,γ)∈K

D(u, P, γ). (3.16)

Proposition 3.8. We have

inf
(u,P,γ)∈K0

D(u, P, γ) = inf
(u,P,γ)∈K

D(u, P, γ).

The proof requires an integration by parts formula, established in the following lemma.

Lemma 3.9. Let (u, P, γ) ∈ K and (m,w) ∈ K1 satisfy (2.7). Assume that mH∗(·,−w/m) ∈
L1(Q). Then

γm ∈ L1((0, T )× T
d), 〈P (·),

∫

Tdφ(x)w(x, ·) dx〉 ∈ L1(0, T )

and for almost all t ∈ (0, T ) we have
∫

Td

(u(T )mT − u(t)m(t)) dx+

∫ T

t

∫

Td

(

mγ +mH∗
(

x,− w
m

)

+ 〈P (t), φ(x)w(x, t)〉
)

dxdt ≥ 0,

(3.17)
and
∫

Td

(u(t)m(t) − u(0)m0) dx+

∫ t

0

∫

Td

(

mγ +mH∗
(

x,− w
m

)

+ 〈P (t), φ(x, t)w(x, t)〉
)

dxdt ≥ 0.

(3.18)
Moreover, if equality holds in the inequality (3.17) for t = 0, then w = −mDξH(·,Du+ φ⊺P ) a.e.
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Proof. In the interest of smoothing (m,w) by convolution, extend the pair to [−1, T + 1] × T
d by

defining m = m0 on [−1, 0], m = m(T ) on [T, T + 1], and w(s, x) = 0 for (s, x) ∈ (−1, 0) ∪ (T, T +

1)× T
d. Let Ãij be an extension of Aij with Ãij = Aij if t ∈ (0, T ) and zero otherwise. Note that

with these described extensions, (m,w) solves

∂tm− ∂ij(Ãij(t, x)m) +∇ · w = 0 on (−1, T + 1)× T
d.

Let ξǫ = ξǫ(t, x) = ξǫ1(t)ξ
ǫ
2(x) be a smooth convolution kernel with support in Bǫ. We smoothen

the pair (m,w) with this kernel in a standard way into (mǫ, wǫ) = (ξǫ ∗m, ξǫ ∗ w). Then (mǫ, wǫ)
solves

∂tmǫ − ∂ij(Ãijmǫ) +∇ · wǫ = ∂jRǫ in

(

−1

2
, T +

1

2

)

(3.19)

in the sense of distributions, where

Rǫ := [ξǫ, ∂jÃij ](m) + [ξǫ, Ãij∂j ](m). (3.20)

Here we use again the commutator notation [DL89]

[ξǫ, c](f) := ξǫ ⋆ (cf)− c(ξǫ ⋆ f). (3.21)

By [DL89, Lemma II.1], we have that Rǫ → 0 in Lq, since m ∈ Lq and Ãij ∈ W 1,∞. Fix time
t ∈ (0, T ) at which u(t+) = u(t−) = u(t) in Lκ(Td) and mǫ(t) converges to m(t). We have the
following inequality based on the equality in (2.1),

− ∂tu−Aij∂iju+H(x,Du+ φ⊺P ) ≤ γ. (3.22)

Integrating this inequality against mǫ yields
∫ T

t

∫

Td

u∂tmǫ + ∂iu∂j(Ãijmǫ) +mǫH(x,Du+ φ⊺P ) +

∫

Td

mǫ(t)u(t) −mǫ(T )uT

≤
∫ T

t

∫

Td

γmǫ.

(3.23)

By (3.19), we have
∫ T

t

∫

Td

u∂tmǫ + ∂iu∂j(Ãijmǫ) =

∫ T

t

∫

Td

−∂iuRǫ + 〈Du,wǫ〉,

while the convexity of H in the last variable gives
∫ T

t

∫

Td

−mǫH
∗
(

x,− wǫ

mǫ

)

≤
∫ T

t

∫

Td

〈wǫ,Du+ φ⊺P 〉+mǫH(x,Du+ φ⊺P ). (3.24)

Combining these results yields
∫

Td

mǫ(t)u(t) ≤
∫

Td

mǫ(T )uT +

∫ T

t

∫

Td

mǫ

(

γ +H∗
(

x,− wǫ

mǫ

)

)

+ 〈φwǫ, P 〉+ ∂juRǫ.

Following now [CGPT15], we have that as Du ∈ Lr̃ (where we recall that r̃ ≥ p or A is a constant
matrix), and as m is continuous in time with respect to the topology on P (Td), we have, as ǫ → 0,

∫ T

t

∫

Td

∂juRǫ → 0,

∫ T

t

∫

Td

−mǫH
∗
(

x,− wǫ

mǫ

)

→
∫ T

t

∫

Td

−mH∗
(

x,− w
m

)

,

∫

Td

mǫ(T )uT →
∫

Td

m(T )uT .
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(For the second limit, cf. [CG15].) We also claim that
∫ T

t

∫

Td

〈φwǫ, P 〉 →
∫ T

t

∫

Td

〈φw,P 〉 .

To see this, recall Equation (2.7) from Lemma 2.1. If 1
s + 1

pr ≥ 1, we deduce that w ∈ Ls and

therefore wǫ → w in Ls; from this the claim follows immediately. Otherwise, if 1
s +

1
pr < 1, then by

Hypothesis (H1) we assume that φ is constant. Therefore, we have
∫ T

t

∫

Td

〈φwǫ, P 〉 =
∫ T

t

〈∫

Td

φwǫ, P

〉

=

∫ T

t

〈

ξǫ1 ∗
∫

Td

φw,P

〉

→
∫ T

t

〈∫

Td

φw,P

〉

because t 7→
∫

Td φw is in Ls. Now since u ∈ Lκ(Q), m ∈ Lq(Q), and κ ≥ p, mǫu strongly converges

to mu in L1(Q) and thus up to a subsequence,
∫

Td mǫ(t)u(t) →
∫

Td m(t)u(t) a.e. We now have that
∫

Td

m(t)u(t) dx ≤
∫

Td

m(T )uT dx+

∫ T

t

∫

Td

m
(

γ +H∗
(

x,− w
m

)

)

+ 〈P, φw〉dxdt.

An analogous argument produces the other desired inequality, so now assume that equality holds
in inequality (3.18) with t = 0. Then there is t∗ ∈ (0, T ) where equality holds with t = t∗. Let

Eσ(t) :=

{

(s, y), s ∈ [t, T ],m
(

H∗
(

y,− w
m

)

+H(x,Du+ φ⊺P )
)

≥ −〈w,Du+ φ⊺P 〉+ σ

}

.

If |Eσ(t)| > 0, then for ǫ > 0 small enough, the set of s, y satisfying

mǫ

(

H∗
(

y,− wǫ

mǫ

)

+H(x,Du+ φ⊺P )

)

≥ −〈wǫ,Du+ φ⊺P 〉+ σ

2

has measure larger than |Eσ(t)|
2 . Then by (3.24), for the fixed choice of ǫ,

∫ T

t∗

∫

Td

−mǫH
∗
(

x,− wǫ

mǫ

)

≤
∫ T

t∗

∫

Td

〈wǫ,Du+ φ⊺P 〉+mǫH(x,Du+ φ⊺P )− |Eσ(t)|σ/4,

whereby we obtain strict inequality in (3.18) with t = t∗, a contradiction. Thus |Eσ(t)| = 0 for any
σ and a.e. t,

〈−w,Du+ φ⊺P 〉 = m
(

H(x,Du+ φ⊺P ) +H∗(y,− w
m )
)

,

and hence
w = −mDξH(·,Du+ φ⊺P ) a.e. in (0, T ) × T

d.

�

Proof of Proposition 3.8. It is clear that the value of the relaxed problem is smaller than the value
of problem (2.3). It remains to show the other inequality. For any (m,w) ∈ K1 withmH∗(−w/m) ∈
L1(Q), we have, by Fenchel-Young inequality and Lemma 3.9,

D(u, P, γ) ≥ −
∫

Td

u(0)m0 +

∫ T

0

(

〈

P (t),
∫

Tdφw
〉

− Φ(
∫

Tdφw)
)

+

∫∫

Q

(

γm− F (m)
)

≥ −
∫

Td

uTm(T )−
∫∫

Q
mH∗

(

− w

m

)

−
∫ T

0
Φ(
∫

Tdφw)−
∫∫

Q
F (m)

= −B(m,w).

Maximizing the right-hand side with respect to (m,w), we obtain with Lemma 2.1 that

D(u, P, γ) ≥ − inf
(m,w)∈K1

B(m,w) = inf
(u,P,γ)∈K0

D(u, P, γ),

which concludes the proof. �
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3.3. Existence of a relaxed solution. We establish now the existence of a relaxed solution.

Proposition 3.10. The relaxed problem (3.16) has at least one solution (u, P, γ) ∈ K.

Proof. Let (un, Pn, γn) be a minimizing sequence for problem (2.3). By Proposition (3.8), it is
also a minimizing sequence for the relaxed problem (3.16). We can, without loss of generality,
assume that γn ≥ 0, so long as we only require un to be a viscosity solution to the Hamilton-Jacobi
equation. Let us replace γn with its positive part, i.e. (γn)+ := max{γn, 0}. Then we replace un
with ũn, the continuous viscosity solution of

−∂tũn −Aij∂ij ũn +H(Dũn + φ⊺Pn) = (γn)+, ũn(x, T ) = uT (x).

By [Ish95], ũn also satisfies this equation in the sense of distributions, and thus the new triple
(ũn, Pn, (γn)+) is also a member of K. We have ũn ≥ un and F ∗(γn) = F ∗((γn)+) for all (x, t) ∈ Q.
Therefore, D(ũn, Pn, (γn)+) ≤ D(un, Pn, γn), and thus the new sequence also minimizes D. The
arguments below will then apply to (ũn, Pn, (γn)+) in place of (un, Pn, γn).

Step 1: [Bounds for (γn), (Pn), and (Dun)]:
All constants C used in this part of the proof are independent of n. We integrate (3.1) against m0

on Q and obtain
∫

Td

un(0)m0 +

∫∫

Q
∂jun∂i(Aijm0) +

∫∫

Q
H(Dun + φ⊺Pn)m0 ≤

∫∫

Q
γnm0 +

∫

Td

uTm0. (3.25)

Let us recall that m0 ≥ 1
C . The Hamiltonian term can be bounded from below as:
∫∫

Q
H(Dun + φ⊺Pn)m0 ≥

1

C
‖Dun + φ⊺Pn‖rr − C. (3.26)

In light of the regularity assumptions on A and m0, we also have that
∣

∣

∣

∫∫

Q
∂jun∂i(Aijm0)

∣

∣

∣
≤ C‖Dun‖1 ≤ C‖Dun‖r̃. (3.27)

Finally, the right-hand side of (3.25) is bounded by C‖γn‖p + C. Combining this estimate with
(3.26) and (3.27), we obtain that

∫

Td

un(0)m0 +
1

CB
‖Dun + φ⊺Pn‖rr − C‖Dun‖r̃ ≤ C‖γn‖p + C (3.28)

for any choice of B ≥ 1. The constants C used are also independent of B. Now we use the fact
that (un, Pn, γn) is a minimizing sequence and the growth assumptions on F ∗ and Φ∗ to derive

−
∫

Td

un(0)m0 +
1

C
‖Pn‖s

′

s′ +
1

C
‖γn‖pp − C ≤ D(un, Pn, γn) ≤ C. (3.29)

Summing up (3.28) and (3.29), we obtain

1

CB
‖Dun + φ⊺Pn‖rr − C‖Dun‖r̃ +

1

C
‖Pn‖s

′

s′ +
1

C
‖γn‖pp ≤ C‖γn‖p + C. (3.30)

Now by Hölder’s inequality we have

‖Du‖r̃r̃ ≤ C
(

‖Du+ φ⊺P‖r̃r̃ + ‖φ⊺P‖r̃r̃
)

≤ C
(

‖Du+ φ⊺P‖rr + ‖P‖s′s′ + 1
)

and so
1

CB
‖Dun‖r̃r̃ +

[

1

C
− C

B

]

‖Pn‖s
′

s′ −C‖Dun‖r̃ +
1

C
‖γn‖pp ≤ C‖γn‖p + C. (3.31)
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We fix now B = 2C2. The terms ‖Dun‖r̃, ‖γn‖p can be absorbed. For instance, the former can be
absorbed by ‖Du‖r̃r̃ insofar as for an arbitrarily small ε > 0, there exists C > 0 (depending on ε)
such that

‖Dun‖r̃ ≤ ε‖Dun‖r̃r̃ + C. (3.32)

Taking ε small enough, we finally deduce from (3.31) the estimate

‖Dun‖r̃r̃ + ‖Pn‖s
′

s′ + ‖γn‖pp ≤ C, (3.33)

so that (γn)n∈N is bounded in Lp(Q), (Pn)n∈N is bounded in Ls′((0, T );Rk) and (Dun)n∈N is
bounded in Lr̃(Q). Inequality (3.30) further shows that Dun + φ⊺Pn is bounded in Lr(Q;Rd).
This implies that

‖H(Dun + φ⊺Pn)‖1 ≤ C.

Step 2 [Bound of un in Lκ(Q)]:

Now that we have estimates on Pn in Ls′ , γn in Lp, Dun in Lr̃, and H(Dun + φ⊺Pn) in L1, we can
apply Corollary 3.3 in case s′ < r or Corollary 3.4 in case s′ ≥ r and obtain ‖un‖κ ≤ C, where κ is
defined at the end of Section 3.1.

Step 3 [Conclusion]:
The rest of the proof is very similar to the proof of [CGPT15, Proposition 5.4], we only give the
main lines. By passing to a subsequence, we assume without loss of generality that

un ⇀ ū in Lκ(Q), Dun ⇀ Dū in Lr̃(Q), Dun + φ⊺Pn ⇀ Dū+ φ⊤P̄ in Lr(Q;Rd),

γn ⇀ γ̄ in Lp(Q), Pn ⇀ P̄ in Ls′(0, T ).

Since H is convex, (ū, P̄ , γ̄) ∈ K. By weak lower semicontinuity arguments, we have

lim inf
n→∞

∫∫

Q
F ∗(γn) +

∫ T

0
Φ∗(Pn) ≥

∫∫

Q
F ∗(γ̄) +

∫ T

0
Φ∗(P̄ ).

Using exactly the same arguments as in [CGPT15, Proposition 5.4 (Step 3)], one can prove that

lim sup
n→∞

∫

Td

un(0)m0 ≤
∫

Td

ū(0)m0,

which proves the optimality of (ū, P̄ , γ̄). �

4. Existence and uniqueness of a solution for the MFG system

We prove in this section the existence and uniqueness of a weak solution to the MFG system (1.2).

Definition 4.1. We say that a quadruplet (u, P,m,w) ∈ Lκ(Q)× Ls′(0, T )× Lq(Q)× L
r′q

r′+q−1 (Q)
is a weak solution if

(i) The following integrability conditions hold: Du ∈ Lr̃(Q) and mH∗(·,−m/w)) ∈ L1(Q).

(ii) Equation (1.2)-(i) holds in the sense of distributions,

−∂tu−Aij∂iju+H(Du+ φ⊺P ) ≤ f(m), u(T ) ≤ uT

(iii) Equation (1.2)-(ii) holds in the sense of distributions,

∂tm− ∂ij
(

Aijm
)

−∇ · w = 0, m(0) = m0,

(iv) Equations (1.2)-(iii)-(iv) hold almost everywhere,
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(v) The following equality holds:
∫∫

Q

(

mf(m) +mH∗(−w/m) + 〈P, φw〉
)

+

∫

Td

m(T )uT −
∫

Td

m0u(0) = 0. (4.1)

Theorem 4.2. There exists a weak solution (u, P,m,w) to the MFG system (1.2). It is unique
in the following sense: if (u, P,m,w) and (u′, P ′,m′, w′) are two solutions, then m = m′, w = w′,
P = P ′ a.e. and u = u′ in {m > 0}.

Theorem 4.3. Let (m̄, w̄) ∈ K1 be a minimizer of (2.6) and (ū, P̄ , γ̄) be a minimizer of (3.16).
Then, (ū, P̄ , m̄, w̄) is a weak solution of the MFG system and γ̄ = f(m̄).

Conversly, any weak solution (ū, P̄ , m̄, w̄) of the MFG system is such that (m̄, w̄) is the solution to
(2.6) and (ū, P̄ , f(m̄)) is a solution to (3.16).

Proof. Part 1. Let (m̄, w̄) ∈ K1 be the solution to (2.6) and (ū, P̄ , γ̄) ∈ K be a solution to (3.16).
Conditions (ii) and (iii) of Definition (4.1) are already verified. By Lemma 2.1 and Proposition
3.8, these two problems have the same value, thus

0 = D(ū, P̄ , γ̄) +B(m̄, w̄)

=

∫∫

Q

(

F ∗(γ̄) + F (m̄)
)

+

∫ T

0

(

Φ∗(P̄ ) + Φ
(∫

Tdφw̄
)

)

+

∫∫

Q
m̄H∗(−w̄/m̄) +

∫

Td

uT m̄(T )−
∫

Td

ū(0)m0.

By the Fenchel-Young inequality, we have

F ∗(γ̄) + F (m̄) ≥ γ̄m̄ for a.e. (x, t) ∈ Q, (4.2)

Φ∗(P̄ ) + Φ
(∫

Tdφw̄
)

≥
〈

P̄ ,
∫

Tdφw̄
〉

for a.e. t ∈ (0, T ) (4.3)

thus

0 ≥
∫∫

Q

(

m̄γ̄ + m̄H∗(−w̄/m̄) + 〈P, φw〉
)

+

∫

Td

m̄(T )uT −
∫

Td

m0ū(0). (4.4)

This implies first that m̄H∗(−w̄/m̄) ∈ L1(Q). Moreover, by Lemma 3.9, inequality (4.4) is in fact
an equality and w̄ = −m̄DξH(Dū + φ⊺P̄ ). Moreover, the equality holds a.e. in (4.2) and (4.3)
therefore,

γ̄ = F ′(m̄) = f(m̄) for a.e. (x, t) ∈ Q,

P̄ = DΦ
(∫

Tdφw̄
)

= Ψ
(∫

Tdφw̄
)

for a.e. t ∈ (0, T ).

Since (4.4) is an equality and γ̄ = f(m̄), (4.1) holds true. We conclude that (ū, P̄ , m̄, w̄) is a weak
solution to the MFG system.

Part 2. Let (ū, P̄ , m̄, w̄) be a weak solution to (1.2). Let γ̄ = f(m̄). The growth condition on
f implies that γ̄ ∈ Lp(Q). Therefore, (m̄, w̄) ∈ K1 and (ū, P̄ , γ̄) ∈ K. It remains to show that
(ū, P̄ , γ̄) solves (3.16) and that (m̄, w̄) solves (3.16).

The argument is very similar to the one used in Proposition 3.8. It mainly consists in showing that
D(ū, P̄ , γ̄) +B(m̄, w̄) = 0. Since γ̄ = f(m̄) = F ′(m̄) a.e., we have by convexity of F that

F (m̄) + F ∗(γ̄) = γ̄m̄, for a.e. (x, t) ∈ Q.

Similarly, since P̄ = Ψ
(∫

Tdφw
)

= DΦ
(∫

Tdφw
)

, we have

Φ
(∫

Tdφw
)

+Φ∗(P̄ ) =
〈

P,
∫

Tdφw
〉

, for a.e. t ∈ (0, T ).
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These two equalities and (4.1) yield:

D(ū, P̄ , γ̄) +B(m̄, w̄) =

∫∫

Q

(

F ∗(γ̄) + F (m̄)
)

+

∫ T

0

(

Φ
(∫

Tdφw̄
)

+Φ∗(P̄ )
)

+

∫∫

Q
m̄H∗(−w̄/m̄) +

∫

Td

(

uT m̄(T )− ū(0)m0

)

=

∫∫

Q
m̄γ̄ +

∫∫

Q
〈P̄ , φw̄〉+

∫

Td

uT m̄(T )− ū(0)m0 +

∫∫

Q
m̄H∗(−w̄/m̄)

= 0.

As a consequence, we obtain

inf
(u,P,γ)∈K

D(u, P, γ) ≤ D(ū, P̄ , γ̄) = −B(m̄, w̄) ≤ − min
(m,w)∈K1

B(m,w).

The first and the last term being equal, the two above inequalities are equalities, which shows the
optimality of optimality of (ū, P̄ , γ̄) and (m̄, w̄), respectively. �

Proof of Theorem 4.2. By Lemma 2.1, problem (2.6) has a solution (m̄, w̄) and by Proposition 3.10,
problem (3.16) has a solution (ū, P̄ , γ̄). By Theorem 4.3, (ū, P̄ , m̄, w̄) is a weak solution to the MFG
system.

Now, let (u1, P1,m1, w1) and (u2, P2,m2, w2) be two weak solutions. By Theorem 4.3, (m1, w1) and
(m2, w2) are solutions to problem (2.6), they are therefore equal. Relation (1.2)-(iii) implies that
P1 = P2. Let (m̄, w̄, P̄ ) = (m1, w1, P1) denote the common values. Let γ̄ = f(m̄). Then (u1, P̄ , γ̄)
and (u2, P̄ , γ̄) lie in K (by definition of weak solutions).

For t ∈ (0, T ), (m,w) ∈ K1, and (u, P, γ) ∈ K, we introduce

Bt(m,w) =

∫ T

t

∫

Td

(

mH∗(−w/m) + F (m)
)

+

∫ T

t
Φ
(∫

Tdφw
)

+

∫

Td

uTm(T )

Dt(u, P, γ) = −
∫

Td

u(0)m0 +

∫ T

t
Φ∗(P ) +

∫ T

t

∫

Td

F ∗(γ).

Proceeding as in the proof of Proposition 3.8, we obtain that

inf
(u,P,γ)∈K

Dt(u, P, γ) ≥ −Bt(m̄, w̄).

By Lemma 3.9 and relation (4.1),

∫ T

t

∫

Td

(

m̄f(m̄) + m̄H∗(−w̄/m̄) + 〈P̄ , φw̄〉
)

+

∫

Td

m̄(T )uT −
∫

Td

m̄(t)ui(t) = 0

for a.e. t ∈ (0, T ) and for i = 1, 2. Proceeding as in the proof of Theorem 4.3, we obtain that
−Bt(m̄, w̄) = Dt(ui, P̄ , γ̄). Thus (u1, P̄ , γ̄) and (u2, P̄ , γ̄) minimize Dt over K.

Let ū = u1 ∨ u2. Adapting the proof in [CGPT15, Theorem 6.2], we obtain that (ū, P̄ , γ̄) ∈ K.
Since Dt(ū) ≤ Dt(ui), we deduce that (ū, P, γ) also minimize Dt. It follows that

∫

Td

u1(t)m̄(t) =

∫

Td

u2(t)m̄(t) =

∫

Td

ū(t)m̄(t)

As u1 ≤ ū and u2 ≤ ū, this implies that u1 = u2 = ū a.e. in {m̄ > 0} and concludes the proof. �
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5. Regularity estimates

In this section we adapt the methods used in [GM18a, GMST19] to show that weak solutions of
(1.1) possess extra regularity–Sobolev estimates in both space and time–not required by Definition
4.1. These estimates hold under general strong monotonicity assumptions on the coupling f(x,m)
and coercivity on the Hamiltonian. We divide our results into “space regularity,” i.e. estimates on
derivatives with respect to x, and “time regularity,” estimates on derivatives with respect to t.

5.1. Space regularity. Before stating the result, let us enumerate a few additional assumptions.

Assumption 5.1. Aij is constant.

Assumption 5.2 (Strong monotonicity). We have a Lipschitz estimate on f of the form

|f(x,m)− f(y,m)| ≤ C(mq−1 + 1)|x− y| ∀x, y ∈ T
d, m ≥ 0. (5.1)

We also assume that f(x,m) is strongly monotone in m, that is, there exists cf > 0 such that
(

f(x, m̃)− f(x,m)
)

(m̃−m) ≥ cf min{m̃q−2,mq−2}|m̃−m|2 ∀m̃,m ≥ 0, m̃ 6= m. (5.2)

If q < 2 one should interpret 0q−2 as +∞ in (5.2). In this way, when m̃ = 0, for instance, (5.2)
reduces to f(x,m)m ≥ cfm

q, as in the more regular case q ≥ 2.

Assumption 5.3 (Coercivity). There exist j1, j2 : R
d → R

d and cH > 0 such that

H(x, ξ) +H∗(x, ζ)− ξ · ζ ≥ cH |j1(ξ)− j2(ζ)|2. (5.3)

In particular, and in light of our restriction on the growth of H, we specify that j1(ξ) ∼ |ξ|r/2−1ξ

and j2(ζ) ∼ |ζ|r′/2−1ζ.

Assumption 5.4. m0 ∈ W 2,∞(Td), uT ∈ W 2,∞(Td), φ ∈ W 2,∞
(

T
d;L(Rk,Rd)

)

, and H∗ is twice

continuously differentiable in x with

|D2
xxH

∗(x, ζ)| ≤ CH

(

|ζ|r′ + 1
)

. (5.4)

Notice that Assumption 5.2 holds for the canonical case f(x,m) = mq−1 or even if f(x,m) =

f̃(x)mq−1 for some strictly positive, Lipschitz continuous function f̃ on T
d. Assumption 5.3 likewise

holds for a canonical structure H(x, ξ) = c(x)|ξ|r for some strictly positive, C2 smooth function
c(x) on T

d.

Proposition 5.5. Let Assumptions 5.1, 5.3, 5.2, 5.4 hold. Then, if (u,m) is a weak solution of
(1.1),

‖m q

2
−1Dm‖L2(Q ≤ C and ‖m1/2D(j1(Du))‖L2(Q ≤ C,

where C is a constant depending only on the data.

Throughout we use the notation gδ(x) = g(x+ δ) for any function depending on x ∈ T
d.

Take a smooth minimizing sequence (un, Pn, γn) ∈ K0 for the dual problem. Integrate (2.4) by
parts against un and rearrange to get
∫∫

Q
mH(x,Dun + φ⊺Pn) dxdt =

∫

Td

(uTm(T )− un(0)m0) dx+

∫∫

Q
γnm− 〈Dun, w〉dxdt. (5.5)

Step 1. The following estimates show that (up to a subsequence) Dun ⇀ Du in Lr̃
m([0, T ]×T

d;Rd)
(see Section 3 for definition of r̃, and NB r̃ ≤ min{r, s′}):
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Using Young’s inequality and Assumption (H2) we get

1

C

∫∫

Q
|Dun + φ⊺Pn|r̃ m dxdt ≤ 1

C

∫∫

Q
|Dun + φ⊺Pn|r m dxdt+ C

≤ ‖uT ‖∞ +

∫

Td

|un(0)|m0 +

∫∫

Q

(

(γn)+m+ Cm

∣

∣

∣

∣

w

m

∣

∣

∣

∣

r′
)

dxdt+C. (5.6)

By possibly increasing C we get

1

C

∫∫

Q
|Dun|r̃ m dxdt

≤ ‖uT ‖∞ +

∫

Td

|un(0)|m0 +

∫∫

Q

(

(γn)+m+ Cm

∣

∣

∣

∣

w

m

∣

∣

∣

∣

r′

+C|φ⊺Pn|r̃ m
)

dxdt+ C

≤ ‖uT ‖∞ +

∫

Td

|un(0)|m0 +

∫∫

Q

(

(γn)+m+ Cm

∣

∣

∣

∣

w

m

∣

∣

∣

∣

r′
)

dxdt+ C

∫ T

0
|Pn|s

′

dt+C. (5.7)

Since Pn is bounded in Ls′ , we have that Dun is bounded in Lr̃
m where we recall that r̃ = min(r, s′).

Thus, up to a subsequence, Dun ⇀ ζ for some ζ ∈ Lr̃
m. The argument that ζ = Du m−a.e. follows

as in [GM18a]. We also have, up to a subsequence, that Pn ⇀ P in Ls′(0, T ), and thus also that
Dun + φ⊺Pn ⇀ Du + φ⊺P in Lr

m([0, T ] × T
d;Rd). Indeed, the upper bound given by (5.6) shows

that Dun + φ⊺Pn converges weakly in Lr
m, and its limit must be equal to Du+ φ⊺P a.e. by taking

the limit of each summand.

Step 2. Now use uδn and u−δ
n as test functions in (2.4) to get

∫

Td

(

uδTm(T )− uδn(0)m0

)

dx =

∫∫

Q

(

H(x+ δ,Duδn + (φδ)⊺Pn)m− γδnm+Duδn · w
)

dxdt (5.8)

and
∫

Td

(

u−δ
T m(T )− u−δ

n (0)m0

)

dx =

∫∫

Q

(

H(x− δ,Du−δ
n + (φ−δ)TPn)m− γ−δ

n m+Du−δ
n · w

)

dxdt

(5.9)
We have the optimality condition
∫

Td

(

uTm(T )− u(0)m0

)

dx = −
∫∫

Q

(

H∗

(

x,−w

m

)

m+ P · (φw) + f(x,m)m

)

dxdt. (5.10)

Take (5.8) + (5.9)− 2(5.10) to get

∫

Td

(

(

uδT + u−δ
T − 2uT

)

m(T )− un(0)
(

mδ
0 +m−δ

0 − 2m0

)

)

dx

=

∫∫

Q

(

H(x+ δ,Duδn + (φδ)TPn)m+H∗

(

x+ δ,−w

m

)

m+
(

Duδn + (φδ)TPn

)

· w
)

dxdt

+

∫∫

Q

(

H(x− δ,Du−δ
n + (φ−δ)TPn)m+H∗

(

x− δ,−w

m

)

m+
(

Du−δ
n + (φ−δ)TPn

)

· w
)

dxdt

+

∫∫

Q

(

(

2f(x,m)− γδn − γ−δ
n

)

m+ 2P · (φw) − Pn · (φδw + φ−δw)

)

dxdt− I (5.11)
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where

I :=

∫∫

Q

(

H∗

(

x+ δ,−w

m

)

+H∗

(

x− δ,−w

m

)

− 2H∗

(

x,−w

m

)

)

m (5.12)

and where we have used
∫

Td

(

uδn(0) + u−δ
n (0)− 2u(0)

)

m0 dx =

∫

Td

un(0)
(

mδ
0 +m−δ

0 − 2m0

)

dx. (5.13)

Since H is convex in the third argument, by the result of Step 1 and weak lower semicontinuity we
have

∫∫

Q
H(x± δ,Du±δ + (φ±δ)TP )m dxdt ≤ lim inf

∫∫

Q
H(x± δ,Du±δ

n + (φ±δ)TPn)m dxdt.

Letting n → ∞ in (5.11) we obtain

∫∫

Q

(

H(x+ δ,Duδ + (φδ)TP )m+H∗

(

x+ δ,−w

m

)

m+
(

Duδ + (φδ)TP
)

· w
)

dxdt

+

∫∫

Q

(

H(x− δ,Du−δ + (φ−δ)TP )m+H∗

(

x− δ,−w

m

)

m+
(

Du−δ + (φ−δ)TP
)

· w
)

dxdt

≤
∫

Td

(

(

uδT + u−δ
T − 2uT

)

m(T )− u(0)
(

mδ
0 +m−δ

0 − 2m0

)

)

dx+ I

+

∫∫

Q

(

(

f(x+ δ,mδ) + f(x− δ,m−δ)− 2f(x,m)
)

m+ P ·
(

(

φδ + φ−δ − 2φ
)

w

)

)

dxdt.

(5.14)

By [GM18a, computation (4.25)] we have

∫

Td

(

f(x+ δ,mδ) + f(x− δ,m−δ)− 2f(x,m)
)

m dx

≤ C|δ|2
(

1 +

∫

Td

min{mδ,m}q dx
)

− cf
2

∫

Td

min{(mδ)q−2,mq−2}|mδ −m|2 dx. (5.15)

Using estimate (5.3) on the left-hand side of (5.14), then using|a+ b|2 ≤ 2|a|2+2|b|2, and combining
with (5.15), then using Assumption 5.4 we deduce

cH
2

∫∫

Q

∣

∣

∣

∣

(

Duδ + (φδ)TP
)r/2

−
(

Du−δ + (φ−δ)TP
)r/2

∣

∣

∣

∣

m dxdt

+
cf
2

∫

Td

min{(mδ)q−2,mq−2}
∣

∣

∣mδ −m
∣

∣

∣

2
dx

≤|δ|2


‖uT ‖W 2,∞ +‖m0‖W 2,∞

∫

Td

∣

∣u(0)
∣

∣ dx+ CH

(

∥

∥

∥

∥

w

m

∥

∥

∥

∥

Lr
m

+ 1

)





|δ|2
(

C

(

1 +

∫

Td

min{mδ,m}q dx
)

+‖φ‖W 2,∞

∫∫

Q
|P · w| dxdt

)

. (5.16)
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5.2. Time regularity. As in the previous subsection, we enumerate our assumptions before stating
the main result.

Assumption 5.6. We assume that Aij = 0.

We remark that Assumption 5.6 is much stronger than Assumption 5.1 but appears to be necessary,
for technical reasons that appear in the estimates below.

Assumption 5.7 (Strong monotonicity in time). We assume that (5.2) holds.

We assume that Ψ is invertible, with inverse denoted by
(

Ψ−1
)

(t, ·) (for instance, it suffices to
assume that its primitive Φ is strictly convex). We assume that, for some constant cΨ > 0,
(

Ψ−1(P̃ )−Ψ−1(P )
)

(P̃ − P ) ≥ cΨmin

{

∣

∣

∣
P̃
∣

∣

∣

s′−2
,|P |s′−2

}

|P̃ − P |2 ∀t, τ ∈ [0, T ], P ∈ R
k (5.17)

Proposition 5.8. Under Assumptions 5.6, 5.7, and (5.4), for every ε > 0, there exists a constant
C(ε), depending only on ε and the data, such that

∥

∥

∥

∥

∂t

(

mq/2
)

∥

∥

∥

∥

L2(Qε)

+

∥

∥

∥

∥

d
dt

(

P s′/2
)

∥

∥

∥

∥

L2(ε,T−ε)

≤ C(ε) (5.18)

where Qε := T
d × (ε, T − ε).

Remark 5.9. The proposition could also be proved for data depending on time, in particular with
f(x,m) and H(x, ξ) replaced by f(t, x,m) and H(t, x, ξ), respectively. The only additional assump-
tion needed would be a Lipschitz estimate in t, where the Lipschitz constant can depend on x (but
not on m or ξ).

Proof. Let ε ∈ R be small and η : [0, T ] → [0, 1] be smooth and compactly supported on (0, T )
such that |ε| < min

{

dist(0, spt(η)); dist(T, spt(η))
}

and maxt
∣

∣εη′(t)
∣

∣ < 1. If ε > 0 we set ηε(t) =

t+εη(t), which is a strictly increasing bijection from [0, T ] to itself. Then we set η−ε = η−1
ε , which is

also smooth by the inverse function theorem. For competitors (u, P, γ) of the minimization problem
for A, let us define

uε(x, t) := u(x, ηε(t)); P ε(t) = P (ηε(t)); γε(x, t) := η′ε(t)γ(x, ηε(t)).

Notice that by construction, if t ∈ {0, T} then u(x, t) = uε(x, t) and γ(x, t) = γε(x, t), provided
that γ(x, t) is well-defined.

Similarly, for competitors (m,w) of minimization problem for B, we define

mε(x, t) := m(x, ηε(t)); wε(x, t) := η′ε(t)w(x, ηε(t))

and here as well if t ∈ {0, T} then m(x, t) = mε(x, t) and w(x, t) = wε(x, t).

We define moreover perturbations on the data as

Φε(t, v) := η′ε(t)Φ
(

v/η′ε(t)
)

,

f ε(t, x,m) := η′ε(t)f(x,m); F ε(t, x,m) := η′ε(t)F (x,m),

from which the Legendre transforms w.r.t. the last variable satisfy

(Φε)∗(t, P ) = η′ε(t)Φ(P ), (F ε)∗(t, x, γ) := η′ε(t)F
∗(x, γ/η′ε(t)).

Finally, we define

Hε(t, x, ξ) := η′ε(t)H(x, ξ), thus (Hε)∗(x, ζ) := η′ε(t)H
∗(x, ζ/η′ε(t)).
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Step 1. Take a smooth minimizing sequence (un, Pn, γn) in K0. Use u±ε
n as a test function in

∂tm+∇ · w = 0 to get
∫

Td

(

uTm(T )− un(0)m0

)

dx ≥
∫∫

Q

(

Hε(t, x,Duεn + φ⊺P ε(t))m− γεnm+Duεn · w
)

dxdt (5.19)

and
∫

Td

(

uTm(T )− un(0)m0

)

dx ≥
∫∫

Q

(

H−ε(t, x,Du−ε
n + φ⊺P−ε(t))m− γ−ε

n m+Du−ε
n · w

)

dxdt.

(5.20)
Take (5.19) + (5.20)− 2(5.10) to get

∫

Td

2
(

u(0)− un(0)
)

m0 dx

≥
∫∫

Q

(

Hε(x,Duεn + φ⊺P ε) +H∗

(

x,−w

m

)

+ (Duεn + φ⊺P ε) · w
m

)

m dxdt

+

∫∫

Q

(

H−ε(x,Du−ε
n + φ⊺P−ε) +H∗

(

x,−w

m

)

+
(

Du−ε
n + φ⊺P−ε

)

· w
m

)

m dxdt

+

∫∫

Q

(

2f(x, t,m)− γεn − γ−ε
n

)

m dxdt+

∫∫

Q

(

2P · (φw) − P ε · (φw) − P−ε · (φw)
)

dxdt.

(5.21)

Letting n → ∞ we get

∫∫

Q

(

Hε(x,Duε + φ⊺P ε) + (H∗)ε
(

x,−w

m

)

+ (Duε + φ⊺P ε) · w
m

)

m dxdt

+

∫∫

Q

(

H−ε(x,Du−ε + φ⊺P−ε) + (H∗)−ε

(

x,−w

m

)

+
(

Du−ε + φ⊺P−ε
)

· w
m

)

m dxdt

+

∫∫

Q

(

2f(x,m)− f ε(t, x,mε)− f−ε(t, x,m−ε)
)

m dxdt

+

∫∫

Q

(

2P · (φw) − P ε · (φw) − P−ε · (φw)
)

dxdt ≤ R(ε) (5.22)

where

R(ε) :=

∫∫

Q

(

(H∗)ε
(

x,−w

m

)

+ (H∗)−ε

(

x,−w

m

)

− 2H∗

(

x,−w

m

)

)

dxdt. (5.23)

Arguing as in [GMST19, Proposition 3.3, Step 1] and using the estimate on D2
xxH

∗, we have
R(ε) = O(ε2).

Next we perform changes of variables and the relation P = DvΦ(t,
∫

φw) to rewrite

∫∫

Q

(

2P · (φw) − P ε · (φw) − P−ε · (φw)
)

dxdt =

∫∫

Q
(P ε − P ) · (φwε − φw) dxdt

=

∫ T

0
(P ε − P ) ·

(

(

Ψ−1
)ε

(t, P ε)−Ψ−1(t, P )

)

dt. (5.24)
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Using the same argument as in [GMST19, Proposition 3.3, Step 4], Assumption 5.7 implies

∫ T

0
(P ε − P ) ·

(

(

Ψ−1
)ε

(t, P ε)−
(

Ψ−1
)

(t, P )

)

dt

≥ cΨ
2

∫ T

0
min

{∣

∣P ε(t)
∣

∣ ,
∣

∣P (t)
∣

∣

}s′−2∣
∣P ε(t)− P (t)

∣

∣

2
dt− C|ε|2

∫ T

0

∣

∣P (t)
∣

∣

s′
dt. (5.25)

We use an analogous argument (or see [GMST19, Proposition 3.3, Step 4]) we deduce
∫∫

Q

(

2f(x,m)− f ε(t, x,mε)− f−ε(t, x,m−ε)
)

m dxdt

=

∫∫

Q

(

f ε(t, x,mε)− f(x,m)
)

(mε −m) dxdt

≥ cf
2

∫∫

Q
min {mε,m}q−2|mε −m|2 dxdt− C|ε|2

∫∫

Q
mq dxdt. (5.26)

Finally, using Assumption 5.3 we get

∫∫

Q

(

Hε(x,Duε + φ⊺P ε) + (H∗)ε
(

x,−w

m

)

+ (Duε + φ⊺P ε) · w
m

)

m dxdt

+

∫∫

Q

(

H−ε(x,Du−ε + φ⊺P−ε) + (H∗)−ε

(

x,−w

m

)

+
(

Du−ε + φ⊺P−ε
)

· w
m

)

m dxdt

≥ cH

∫∫

Q

∣

∣

∣

∣

∣

j1 (Duε + φ⊺P ε)− j2

(

w

m

)

∣

∣

∣

∣

∣

2

m dxdt+cH

∫∫

Q

∣

∣

∣

∣

∣

j1

(

Du−ε + φ⊺P−ε
)

− j2

(

w

m

)

∣

∣

∣

∣

∣

2

m dxdt

≥ cH
2

∫∫

Q

∣

∣

∣

∣

j1 (Duε + φ⊺P ε)− j1

(

Du−ε + φ⊺P−ε
)

∣

∣

∣

∣

2

m dxdt (5.27)

Combining (5.23), (5.25), (5.26), and (5.27) with (5.22), we get

cH
2

∫∫

Q

∣

∣

∣

∣

j1 (Duε + φ⊺P ε)− j1

(

Du−ε + φ⊺P−ε
)

∣

∣

∣

∣

2

m dxdt

+
cf
2

∫∫

Q
min {mε,m}q−2|mε −m|2 dxdt

+
cΨ
2

∫ T

0
min

{∣

∣P ε(t)
∣

∣ ,
∣

∣P (t)
∣

∣

}s′−2∣
∣P ε(t)− P (t)

∣

∣

2
dt ≤ C|ε|2 , (5.28)

where we have used the estimates on
∫∫

Qmq dxdt and
∫ T
0

∣

∣P (t)
∣

∣

s′
dt. The conclusion follows. �
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