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Highlights.

• Extension of AKMCS for the computation of small failure probability.

• An Isotropic Centered Gaussian with tuned Std permits to generate
suitable candidate samples.

• The method is robust also for unfavorable initial sampling.
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Abstract
We consider the problem of estimating a probability of failure pf , defined as
the volume of the excursion set of a complex (e.g. output of an expensive-
to-run finite element model) scalar performance function J below a given
threshold, under a probability measure that can be recast as a multivariate
standard gaussian law using an isoprobabilistic transformation. We propose
a method able to deal with cases characterized by multiple failure regions,
possibly very small failure probability pf (say ∼ 10−6− 10−9), and when the
number of evaluations of J is limited. The present work is an extension of
the popular Kriging-based active learning algorithm known as AK-MCS, as
presented in [1], permitting to deal with very low failure probabilities. The
key idea merely consists in replacing the Monte-Carlo sampling, used in the
original formulation to propose candidates and evaluate the failure probabil-
ity, by a centered isotropic Gaussian sampling in the standard space, whose
standard deviation is iteratively tuned. This extreme AK-MCS (eAK-MCS)
inherits its former multi-point enrichment algorithm allowing to add several
points at each iteration step, and provide an estimated failure probability
based on the Gaussian nature of the Kriging surrogate.

Both the efficiency and the accuracy of the proposed method are show-
cased through its application to two to eight dimensional analytic examples,
characterized by very low failure probabilities: pf ∼ 10−6 − 10−9. Numer-
ical experiments conducted with unfavorable initial Design of Experiment
suggests the ability of the proposed method to detect failure domains.
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Analysis, Multiple Failure Regions, Low Failure Probability, Rare Event

1. Introduction

Various methods have been proposed in the literature to estimate a prob-
ability of failure and the reader may refer to [2] for a critical review.

A first popular class of methods relies on the notion of so-called Most
Probable Failure Point (MPFP), defined in the standard space as the closest
point to the origin, belonging to the failure domain. Local approximation
of the expensive-to-evaluate Limit-State Function (LSF) through a linear or
quadratic Taylor expansion around this MPFP lead, respectively, to FORM
and SORM, including in cases involving multiple MPFPs [3]. The FORM
step require the evaluation of the gradient of the performance function, while
SORM is based on the computation of the Hessian at the MPFP. Both are
generally obtained by means of a finite difference scheme, known to be less
efficient in high dimensional space, and subject to numerical instabilities.
Morevover, FORM/SORM do not assess the error resulting from the Taylor
series assumption.

Sampling methods include the well-known Monte-Carlo (MC) character-
ized by a low convergence rate, Importance Sampling (IS) [4, 5] relying on
a prudent choice of the importance sampling density and Subset Simulation
(SS) [6].

Surrogate-based methods rely on the substitution of the LSF by a meta-
model, orders of magnitude faster to evaluate. The approximate model can
be used in conjunction with sampling methods, to improve the latter or to
correct the potential bias due to the surrogate model, such as AK-MCS [7],
AK-MCSi [8], AK-IS [9], Meta-IS [10], MetaAK-IS2 [11], KAIS [12], AK-SS
[13], 2SMART [14] and ASVR [15].

In particular, the AK-MCS algorithm as described in [1] presents attrac-
tive feature w.r.t. the original AK-MCS [7], such as a multipoint refinement
strategy based on a clustering technique among samples generated with MC,
and a stopping criterion based on the Kriging surrogate accuracy.

Amonsgt aforementioned algorithms, only a few permit to deal with very
small failure probabilities (10−5−10−9) and multiple failure regions: Meta-IS,
BSS, ASVR, 2SMART and AK-MCSi. Some other methods such as SORM
or AK-IS are suitable for very small failure probabilities, but rely on the
existence of an assumed unique MPFP.
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In this paper, we propose an extreme version of AK-MCS [1], called eAK-
MCS, in order to evaluate very small failure probabilities. It consists mainly
in reformulating the MCS-based samples generation and the failure proba-
bility estimation. Indeed a centered isotropic Gaussian distribution, whose
standard deviation is iteratively tuned, is used to generate the candidate
samples for the refinement step; the resulting surrogate adaptive strategy is
suitable for very small failure probabilities, while AK-MCS would require an
untractable number of candidate samples. The surrogate exploitation step
aiming at estimating the failure probability could potentially be performed
with any suitale sampling method (IS, SS...); here, IS is employed based on
the centered isotropic Gaussian distribution. Unlike AK-MCS [1], the pro-
posed method requires to work in the standard space, resorting if necessary
to an isoprobabilistic transformation.

Additionally, the approach followed by eAK-MCS is significantly differ-
ent from the one adopted in AK-MCSi: the latter proposes to split the large
MC population (required by standard AK-MCS) into several populations of
smaller sizes, and thus, to perform sequential MC simulations. Although
adressing the RAM issue, AK-MCSi still requires to perform a considerable
number of metamodels evaluations (similarly to AK-MCS), impacting signif-
icantly the computational burden.

The main advantage of eAK-MCS relies on its strong similarities with
AK-MCS, whose refinement strategy has been derived to other fields such as
quantile estimation [1] and (quantile-based) optimization under uncertainty
[16]. As a consequence, eAK-MCS could enable the adaptation of those
methodologies for very small probabilities. Another interesting feature is
that eAK-MCS aims at refining directly the LSS, while for instance, BSS or
2SMART adaptively improve LSSs corresponding to intermediate thresholds
since those two methods are combined with SS. Finally, its simplicity presents
a particularly favorable compromise between efficiency/accuracy and ease of
implementation.

The proposed paper is structured as follows. Section 2 presents the prob-
lem description and general concepts such as Gaussian Processes and the
theory of Importance Sampling. In Section 3, the proposed algorithm, ex-
tended AK-MCS (eAK-MCS), is described. Academic application examples
are treated in Section 4. Conclusions are finally drawn in Section 5.
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2. General Definitions

This section is devoted to introduce some concepts and to provide an
introduction to some of the methods used in the proposed algorithm. The
problem of interest is formulated in Subsection 2.1. Gaussian Processes are
concisely described in Subsection 2.2. Model accuracy and IS theory are
commented respectively in Subsections 2.3 and 2.4.

2.1. Problem Description
Let us introduce a probabilistic model, described by a physical d-dimensional

random vector X fully defined by its joint probability density function (PDF)
fX, and a performance function J : X ⊆ Rd → R, representing the system
response. In reliability analysis, the failure probability pf is defined as the
probability that the model response J is smaller than a threshold value u:

pf = PX(J(X) < u), (1)

PX denoting the probability measure induced by the random vector X. It
is assumed possible to recast the problem (Eq. 1) using an isoprobabilistic
transformation T (e.g. Rosenblatt/Nataf transform [17–19]), used to define
the standard random variables Y = T (X) and the performance function
G = J ◦ T−1 in the standard space. This latter point is crucial for the
viability of the present approach, and might constitute a limitation for some
industrial cases. We recall that Y ∼ N (0, Id) is the d-dimensional standard
Gaussian vector, described by its PDF denoted as fY = fN (0,Id). The failure
probability reads then

pf = PY(G(Y) < u) = EY[1G<u(Y)] =

∫
Rd

1G<u(y)fY(y)dy, (2)

1G<u being the indicator function such that 1G<u = 1 for G < u, 1G<u =
0 otherwise; PY and EY denote respectively the probability measure and the
expectation operator induced by the random vector Y.

2.2. Gaussian Processes
Computing a metamodel requires the construction of a Design of Ex-

periments (DoE), denoted here by Y = {y1, ...,ym}. We choose to build a
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Gaussian Process (GP) of the performance function G; its best linear unbi-
ased estimation (BLUE, see [20, 21]) at an unknown location y is shown to
be a Gaussian random variable Ĝ(y):

Ĝ(y) ∼ N (µĜ(y), σ
2
Ĝ
(y)),

where N refers to the univariate gaussian law, whose PDF and Cumu-
lative Density Function (CDF) are denoted respectively by ϕ and Φ. µĜ(y)
and σ2

Ĝ
(y) refer respectively to the so-called predictive mean and variance of

the GP at y. The metamodel of the original performance function is denoted
by:

G̃(y) = µĜ(y).

The stationary anisotropic Matérn covariance function with regularity 5

2
is used, the hyperparameters being tuned by maximizing the likelihood [22].
It is equivalent to the Simple Kriging formulation, assuming a known null
mean. Note that the algorithm presented in this paper is obviously also com-
patible with any GP-based metamodel, for instance with more sophisticated
trends (e.g. PC-Kriging [1]) or kernels. In cases where an isoprobabilistic
transform T is used to recast the physical problem into the standard one, it
might be recommended to build a surrogate in the physical space, namely
for J(x), obtaining: G̃(y) = µĜ(y) = µĴ(x) and σĜ(y) = σĴ(x), where
x = T−1(y). Considering for instance bounded input distributions in the
physical space, the isoprobabilistic transform T might be highly non-linear.
Consequently, a linear Limit-State Surface (LSS) easy to approximate in the
physical space might result in a LSS characterized by a intricate geometry.

2.3. Model Accuracy
Accounting for the prediction uncertainty in the GP model, we define

[1, 23] the lower {y ∈ Rd : µĜ(y) − kσĜ(y) = u} and upper {y ∈ Rd :
µĜ(y)+kσĜ(y) = u} boundaries of the predicted LSS {y ∈ Rd : µĜ(y) = u},
where k sets the confidence level, typically 1.96 = Φ−1(97.5%). Analogously,
the lower and upper bounds, and predicted failure domains are respectively
defined as:
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D(k)−
f = {y ∈ Rd : µĜ(y) + kσĜ(y) < u}

D(k)+
f = {y ∈ Rd : µĜ(y)− kσĜ(y) < u}
D0

f = {y ∈ Rd : µĜ(y) < u} (3)

with D(k)−
f ⊂ D0

f ⊂ D
(k)+
f . The predicted failure probability pf̃ and its

lower and upper bounds, resp. p
(k)−
f̃

and p
(k)+

f̃
are defined as:

p
(k)−
f̃

= PY(µĜ(Y) + kσĜ(Y) < u) =EY[1µĜ+kσĜ<u(Y)]

p
(k)+

f̃
= PY(µĜ(Y)− kσĜ(Y) < u) =EY[1µĜ−kσĜ<u(Y)]

pf̃ = PY(µĜ(Y) < u) =EY[1µĜ<u(Y)] (4)

The so-called Limit State Margin (LSM) [1] M(k)
f = D(k)+

f \D(k)−
f is a

natural region where to focus the design enrichment. Given a set of samples
S = {y1, ...,yN}, S(k) = S ∩M(k)

f refers to samples in S belonging to the
LSM M(k)

f , containing points of interest for enrichment among S, since they
should lie close to the true LSS. Note that S(k) can be empty for a given set
S.

2.4. Importance Sampling Theory
We recall the IS method, by considering the following generic estimation:

pg = EY[g(Y)], (5)

where g refers, for instance, to 1µĜ<u(y), 1µĜ+kσĜ<u(y) or 1µĜ−kσĜ<u(y).
Let h be a proposal PDF, a.k.a. biasing/instrumental PDF or Importance
Sampling Density (ISD) assumed to dominate gfY in the absolutely contin-
uous sense:

h(y) = 0 =⇒ g(y)fY(y) = 0, ∀y ∈ Rd. (6)

Then, pg may be rewritten as follows:

pg =

∫
Rd

g(y)
fY(y)

h(y)
h(y)dy = Eh

[
g(Y)

fY(Y)

h(Y)

]
. (7)
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It easily leads to the importance sampling estimator:

p̂g =
1

N

N∑
i=1

g(yi)
fY(yi)

h(yi)
, (8)

where y1, ...,yN
iid∼ h. This estimator is unbiased and its quality may be

measured by means of its variance estimator:

σ̂2
g =

1

N − 1

(
1

N

N∑
i=1

g(yi)
2fY(yi)

2

h(yi)2
− p̂2g

)
. (9)

The corresponding Coefficient of Variation (CoV) δ̂g, quantifying the es-
timation accuracy, is defined by:

δ̂g =
σ̂g

p̂g
, (10)

provided p̂g ̸= 0.
The accuracy of the approximation given by IS critically depends on the

choice of the ISD h. In this work, we mainly focus on ISDs in the form
N (0, γ2Id), with γ > 0. A discussion on how to tune the parameter γ can
be found in Subsection 3.3. Note that a gaussian mixture ISD with suitably
tuned parameters might be used [24].

3. The eAK-MCS Algorithm

In this section, we describe the method proposed in this paper, i.e. the
eAK-MCS algorithm, aiming at building a GP-based surrogate, refining it
iteratively in the LSS {G(y) = u}, and estimating the predicted failure prob-
ability p̂f̃ as an approximation of pf .

The main steps can be summarized as follows (similarly to AK-MCS [1]):

1. Initial DoE: An experimental design Y is generated by Latin-Hypercube
Sampling (LHS) (Subsection 3.1).

2. Metamodel Update: The response of the exact performance function G
is carried out on Y . The metamodel is then built (Subsection 2.2).

3. Candidates: A set of NC candidate points S is generated (Subsection
3.2).
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4. Selection Step: The selection step determines the sample(s) y∗ to be
added to the experimental design: Y ← {Y ,y∗} (Subsection 3.4).

5. Stopping Criterion: If a stopping criterion is satisfied (Subsection 3.5),
the enrichment stops. The failure probability is estimated using IS on
the metamodel. Otherwise the algorithm goes back to step 2.

W.r.t. the AK-MCS algorithm as presented in [1], the fundamental dif-
ference lies in the generation of candidate points (Step 3) relying on an
isotropic centered Gaussian distribution and is the main contribution of the
paper. The exploitation step aiming at estimating the failure probability
from the approximate model and a sampling method is presented here with
IS associated to the aforementioned distribution as the ISD, while any other
sampling method such as SS or IS with another ISD could be used.

The candidate selection procedure and the stopping criterion, described
respectively in Step 4 and 5 are inspired mainly from [1] but slightly modi-
fied and suggested here to improve the efficiency of the proposed algorithm.
Finally, in Section 3.6, we indicate some typical values for the tuning param-
eters.

3.1. Initial DoE
An initial design of size n0 = 5d [10, 23, 25] is generated in the standard

space, as described in [25]. A compact subset Y0 =
∏d

i=1[q
i
ϵ, q

i
1−ϵ] is con-

structed, where qiϵ and qi1−ϵ are respectively the quantiles of order ϵ and 1− ϵ
of the ith input variable. Working in the standard space, Y0 simply reads
[Φ(ϵ),Φ(−ϵ)]d. A LHS design on [0, 1]d of size n0 (criterion maximin here) is
then scaled to Y0 using an affine mapping.

3.2. Candidates Generation
Using MC samples as candidates points as in the original AK-MCS al-

gorithm [1, 7] is not suitable when pf is very small: possibly only a few of
them would lie in the LSM M(k)

f . To tackle this issue, samples are generated
[24] from the centered uncorrelated multivariate gaussian N (0, γ2Id) , where
the choice of γ ⩾ 1 is discussed in Section 3.3. This process is summarized
below (Algorithm 1).
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Note that too distant samples from the origin are discarded, the choice of
the user-defined parameter rmax (Step 2) being discussed in Subsection 3.6.

Algorithm 1: Candidates Generation
Input: NC , rmax, p, γ
Output: Set S of NC samples

1 Generation of pNC samples {y1, ...,ypNC
} iid∼ N (0, γ2Id).

2 Discard Distant samples:
I = {i ∈ [1, pNC ] s.t. ∥yi∥2 < rmax} = {i1, ..., i|I|} with ik < ik+1

and |I| ⩾ NC . (If not, increase p).
3 Candidate: S = {yi1 , ...,yiNC

}.

3.3. Choice of γ
We describe hereafter a procedure to tune the parameter γ, associated

to the ISD fN (0,γ2Id) used both for the candidate samples generation, and
the surrogate exploitation, namely the failure probability estimation based
on IS. The selected approach is based on the following comment. In the
context of IS for failure probability estimation using an ISD belonging to the
parametric family {fN (0,γ2Id), γ > 0}, one would seek for γ∗ leading to an
optimal ISD. A natural approach consists in finding the value γ∗ that mini-
mizes the variance estimator (Eq. 9), sometimes referred to as the Variance
Minimization Method [26]. Inspiring from the latter, the procedure used in
this work seeks to minimize the IS CoV (Eq. 10). The first step consists
in generating Nγ samples {yi}i

iid∼ fN (0,Id), while it is worthy pointing out
that {γyi}i

iid∼ fN (0,γ2Id), for γ > 0. It is then possible to define the func-
tions γ 7→ CoV(γ) and γ 7→ CoV+(γ) returning the IS CoV obtained from
the estimation of pf̃ and p

(k)+

f̃
respectively, based on the IS samples {γyi}i

and corresponding surrogate evaluations. Note that for some given surrogate
model and γ, CoV(γ) or CoV+(γ) might be undefined, indicating that all
samples {γyi}i are considered to belong to the safe domain by the surrogate.

The chosen value γ∗ is then set to

γ∗ = argmin
γ∈[γmin,γmax]

CoV(γ) (11)

with γmin, γmax > 0 (Table 1), under existence. Otherwise,

γ∗ = argmin
γ∈[γmin,γmax]

CoV+(γ). (12)
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If the latter is not defined, γ+ is set to a default value γ0 (Table 1). The opti-
mization steps (Eq. 11-12) are approximately solved, discretizing uniformly
the interval [γmin, γmax] in nγ values. This operation requires at worst 2Nγnγ

surrogate evaluations, and is performed anytime the metamodel is updated.

3.4. DoE Selection
Considering a set S of candidate points as described in Algorithm 1, we

follow a strategy very similar to [1] to select the point(s) to be added to the
DoE.

3.4.1. Single Sample Selection: Single eAK-MCS
Due to the Gaussian nature of the metamodel, to each sample y ∈ Rd

corresponds the so-called probability of misclassification Pm(y) defined as the
non-zero probability that the gaussian predictor Ĝ(y) exceeds the threshold
u (safe) while the prediction mean µĜ(y) is below u (failure) or vice versa.
It can be written as [27]:

Pm(y) = Φ

(
−|µĜ(y)− u|

σĜ(y)

)
(13)

The so-called U-function U is then defined as the reliability index linked
to the probability of misclassification Pm [1, 7, 28]:

U(y) =
|µĜ(y)− u|

σĜ(y)
. (14)

Similarly to AK-MCS, the sample used to enrich the DoE among the can-
didates S is the one minimizing the U-function, thus maximizing its proba-
bility of being misclassified:

y∗ = argmin
y∈S

U(y) = argmax
y∈S

Pm(y) (15)

Note that Pm and U are associated to the threshold u, which is not clearly
indicated with the notation for a sake of clarity.

3.4.2. Multiple Sample Selection
If parallel computing is available, and (K + 1) samples can be added

simultaneously to the DoE, we propose the following strategy, inspired from
[1] but different in steps 1, 2 and 3:
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1. One sample y∗
0 is selected among S following the single eAK-MCS

selection (Eq. 15).
2. K samples (y∗

1, ...,y
∗
K) are simultaneously selected among the margin

set S(k) belonging to the LSM M(k)
f , using a clustering technique [1],

the weighted K-means algorithm, detailed hereafter for a sake of clarity.
If this method returns only K1 < K samples (K1 = 0 possibly), then
the very same method is applied to the extended set S to provide the
remaining K −K1 samples.

3. To avoid samples too close to each other (for preventing metamodel
training issues), a filtering procedure is performed on the selected sam-
ples Y∗ = (y∗

0, ...,y
∗
K), removing too close points: if ∥y∗

i −y∗
j∥2 < TOL,

y∗
j is discarded from Y∗. It involves that the multiple selection strategy

might return strictly less than K + 1 samples.

Weighted K-means Algorithm. Let A = (y1, ...,yP ) denoting a sample set,
referring either to S or S(k). In step 2, a weighted K-means clustering al-
gorithm is used [29] accounting for the importance of the samples in A.
Following [1], the weights are set to the probability of misclassification (Eq.
13) of each sample y ∈ A, bounded on [0, 0.5] by definition. The K samples
are then selected as the clusters’ centroids. More specifically, this clustering
technique aims to minimize the total cluster variance defined as:

VA =
K∑
j=1

∑
l\il=j

∥y∗
j − yl∥2 (16)

where il = argmin
j∈J1,KK ∥y∗

j − yl∥2, indicates the index of the closest centroid

y∗
il

to a sample yl. {y∗
j}j denote the K weigthed centroids defined as

y∗
j =

1∑
l\il=j

ωl

∑
l\il=j

ωlyl (17)

where ωl = Pm(yl) [1] is the weight associated to the sample yl. Note that
in AKMCSi [8], the chosen weights are ωl =

1

U2(yl)
. y 7→ 1

U2(y)
and

y 7→ Pm(y) being characterized by the same monoticity, numeral experiments
have not demonstrated clear advantages in choosing one or the other weight
definition.
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Setting ωl = 1 for all samples leads to the definition of the regular cen-
troids, and by extension, to the regular K-means algorithm. The weighted
K-means algorithm is summarized in Algorithm 2.

Remark. The set of candidate points S(k) belonging to the LSM M(k) can
contain less than K samples, possibly being empty. This fact explains why
a point in S maximizing the U-function is also selected.

Algorithm 2: Weighted K-means Algorithm [1].
Input: samples A = (y1, ...,yP ), TOL, NMAX, Pm, K
Output: K centroids (y∗

1, ...,y
∗
K)

1 If P < K, return A. Centroids Initialization C(0) = (y
(0)
1 , ...,y

(0)
K ):

Regular K-means (or Random).
2 n=0 ; err=1 ;
3 while n < NMAX and err > TOL do
4 n← n+ 1
5 Assign a cluster il to each sample yl:

∀l ∈ [1, P ], il = argmin
j∈J1,KK ∥y∗

j − yl∥2

6 Update Weigthed centroids C(n): Equation 17.

7 Update Error: err =
K∑
j=1

∥y(n)
j − y

(n−1)
j ∥2

8 Return C(n)

Illustrative example. To showcase the process of selecting multiple additional
samples, we consider the two-dimensional four-branches series system exam-
ple introduced in Subsubsection 4.1.2, characterized by pf ∼ 5.596 × 10−9

and initialized with a DoE of size 10. The process of selecting K + 1 = 8
samples (resp. K + 1 = 64) is illustrated in Figure 1 (resp. Figure 2).

In Figures 1(a) and 2(a), the small black dots indicate the candidate
points S among which a single point minimizing the U-function is selected
(purple diamond). The candidates points of S(k) belonging to the LSMM(k)

and extracted from S are indicated in small black dots in Figures 1(b) and
2(b), where selected samples (weighted centroids from the clustering tech-
nique Algorithm 2) are indicated in red squares. The set S(k) contains less
points focused on the LSM (exploitation), while the point selected among the
set S has an exploratory role.
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(a) Single Selection (S) (b) Parallel Selection (S(k)) (c) Selected DoE

(d) Metamodel Updated (e) Selected DoE(Pm) (f) Metamodel Updated(Pm)

Figure 1: Illustration of the parallel refinement strategy: Selection of K + 1 = 8 samples.
Four-branch series system 2D (Subsection 4.1.2). Candidates points S(k) or S are repre-
sented by small black dots. LSS: The true LSS {G(y) = u} is indicated by a black line, the
predicted LSS {µĜ(y) = u} by a dashed blue line, the lower LSS {µĜ(y) − kσĜ(y) = u}
by a red dashed line and the upper LSS {µĜ(y) + kσĜ(y) = u} by a green dashed line.
DoE: The initial DoE is indicated by grey crosses, the current DoE by black triangles,
the point selected with single eAK-MCS by a purple diamond and selected points with
weighted K-means by red squares. Contours of the probability of misclassification Pm are
indicated in white when lower than 10−4. Blue and red correspond respectively to 10−4

and 1.

3.5. Stopping Criterion
The stopping criterion adopted in this paper is the same as the one pro-

posed in [1], focusing on the accuracy of the quantity of interest, consequently
on the upper and lower bounds of the failure probability:

Basic:
p̂
(k̃)+

f̃
− p̂

(k̃)−
f̃

p̂f̃
< ϵpf̃ , (18)

for two consecutive iteration steps, where pf̃ , p(k̃)+
f̃

and p
(k̃)−
f̃

are estimated
using IS based on the ISD fN (0,γ∗2Id)

with N IS
γ samples. Those estimations
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(a) Single Selection (S) (b) Parallel Selection (S(k)) (c) Selected DoE

(d) Metamodel Updated (e) Selected DoE(Pm) (f) Metamodel Updated(Pm)

Figure 2: Illustration of the parallel refinement strategy: Selection of K+1 = 64 samples.
Four-branch series system 2D (Subsection 4.1.2). Legend settings in Figure 1.

can be performed with another ISD, such as the Gaussian mixture as intro-
duced in [24]. However, it seems that in high dimension and for very small
failure probabilities, the IS efficiency is reduced involving estimates subject
to larger CoVs, thus, larger IS confidence intervals.

Modified versions of the basic stopping criterion (Eq. 18) reads:

Conservative:
p̂
(k̃)+

f̃ ,max
− p̂

(k̃)−
f̃ ,min

pf̃
< ϵpf̃ , (19)

Fast:
p̂
(k̃)+

f̃ ,min
− p̂

(k̃)−
f̃ ,max

pf̃
< ϵpf̃ . (20)

Note also that the value of k depends on the level of accuracy required and
might be different from the one used in the process of generating candidate
points selection (via LSM M(k)

f ) or when tuning γ, for which we would rec-
ommend a large value (say k = 3). A lower value denoted as k̃ is used when
evaluating the stopping criterion.
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3.6. eAK-MCS numerical settings
The tuning parameters mentioned in the method section are summarized

in Table 1 with their suggested value, used in the numerical experiments
(except when explicitly mentioned). The stopping criterion selected is sys-
tematically Fast (Eq. 20). rmax, the distance from the center above whose
candidate samples are discarded, is chosen so that a reliability problem in-
volving a MPFP y∗ s.t. ∥ y∗ ∥= rmax would lead to a negligible FORM
failure probability estimate pFORM

f = 10−20.

k̃ k n0 ϵ rmax NC γ0 γmin γmax Nγ nγ N IS
γ

1 3 5d 10−5 −Φ−1(10−20) ≈ 9.2 106 2.5 1 5 105 15 107

p dmin K + 1 TOL NMAX α ϵpf̃
5 10−4 8 10−4 100 2 5%

Table 1: Tuning Parameters

4. Numerical experiments

In this section, we illustrate the capabilities of the algorithm through
its application to several test-cases. Only cases involving pf ∼ 10−5 − 10−9

are considered here, to showcase the suitability of the proposed algorithm to
deal with very small failure probabilities (unlike AK-MCS). Reference values
are estimated either with Subset Simulation [25] or by means of IS with a
Gaussian mixture ISD [24].

eAK-MCS is systematically compared against FORM and SORM, using
respectively SQP (Python implementation) and the asymptotic formula of
Hohenbichler and Rackwitz [30], if not explicitely mentioned. Gradient and
Hessian estimations are performed by finite differences with a step size of
10−4 assuming one iteration.

The test cases are introduced in Subsection 4.1.
A first study involving three 2D and one 6D examples consists of the

assessment of the eAK-MCS algorithm with the parallel refinement strategy,
with K+1 = 8 samples being iteratively added to the DoE (Subsection 4.2).
In Subsection 4.3, the same examples are then considered with a single refine-
ment strategy, starting from an unfavorable DoE: it permits to investigate
the capability of eAK-MCS to detect failure regions, even when the initial
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surrogate does not. Finally, two more challenging 8D benchmark cases asso-
ciated to a highly non-linear isoprobabilistic transformation T are studied in
Subsection 4.4, underlying some limitations of the stopping criterion and the
isotropic centered Gaussian used as the ISD in the exploitation step, while
assessing the robustness of the surrogate refinement algorithm.

4.1. Academic Examples
4.1.1. Single Failure Region 2D

A first classic 2D example is taken from [9] [11]. This example is char-
acterized by a low failure probability (pf ∼ 3 × 10−5), a very smooth limit
state and a single failure region. The performance function in the standard
space reads:

G(y1, y2) =
1

2
(y1 − 2)2 − 3

2
(y2 − 5)3 − 3 (21)

where Y1, Y2

|=∼ N (0, 1). The probability of failure reads pf = PY(G(Y) <
0). The reference value is estimated as 2.874 × 10−5 with a CoV of 0.03%
using IS with a Gaussian mixture ISD [24] based on 107 samples.

4.1.2. Four-branch series system 2D
This example is a variation of a classical structrural reliability test case

[10, 11], where the threshold is modified to make pf smaller. The performance
function is defined as:

G(y1, y2) = min


3 + (y1−y2)2

10
− y1+y2√

2

3 + (y1−y2)2

10
+ y1+y2√

2

y1 − y2 +
7√
2

−(y1 − y2) +
7√
2

 (22)

and Y1, Y2

|=∼ N (0, 1). The objective is to estimate pf = PY(G(Y) ≤ u).
For u = −4, the reference failure probability is pf ∼ 5.596×10−9, with a CoV
of about 0.04% [25], based on 100 runs of Subset Simulation with sample size
107.
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4.1.3. Deviation of a Cantilever Beam 2D
This example is taken from [25], where the deflection of the tip of a

Cantilever Beam with a rectangular cross-section reads

f(x1, x2) =
3L4x1

2Ex3
2

, (23)

where L = 6, E = 2.6 × 104, X1 and X2 are assumed independent, with
Xi ∼ N (µi, σ

2
i ), µ1 = 10−3, σ1 = 0.2µ1, µ2 = 0.3 and σ2 = 0.1µ2. The

failure probability reads pf = PX(−f(X) < − L

325
). The reference value is

pf ∼ 3.937 × 10−6, with a CoV of about 0.03% [25], based on 100 runs of
Subset Simulation with sample size 107 .

4.1.4. Response of a non-linear Oscillator 6D
This example is taken from [25]. It consists of a non-linear undamped

single degree of freedom system [7]. In particular, the performance function
is given as follows:

J(x) = J(c1, c2,m, r, t1, F1) = 3r −
∣∣∣∣ 2F1

mω2
0

sin

(
ω0t1
2

)∣∣∣∣ (24)

with ω0 =

√
c1 + c2
m

. The six random variables (assumed independent)
are listed in Table 2, where the variability of F1 is modified w.r.t. [7] in order
to make the failure probability pf = PX(J(X) < 0) smaller. The reference
value is pf ∼ 1.514 × 10−8, with a CoV of about 0.04% [25], based on 100
runs of Subset Simulation with sample size 107 .

Table 2: Response of a non-linear oscillator: Random Vari-
ables [25].

Variablea P.D.F. Mean Standard Deviation
m Normal 1 0.05
c1 Normal 1 0.1
c2 Normal 0.1 0.01
r Normal 0.5 0.05
F1 Normal 0.45 0.075
t1 Normal 1 0.2
a Variables are independent
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4.1.5. Borehole-function 8D
This example is taken from [1]. This benchmark function describes the

water flow through a borehole:

v(x) =
2πTu(Hu −Hl)

ln( r
rw
)
(
1 +

Tu

Tl

+
2LTu

ln( r
rw
)r2wKw

) (25)

with x = (rw, r, Tu, Hu, Tl, Hl, L,Kw), v(x) is the fluid water flow mea-
sured in m3/year, rw is the radius of the borehole, r the radius of influence,
Tu the transmissivity of the upper aquifer, Hu the potentiometric head of the
upper aquifer, Tl the trasmissibity of the lower aquifer, Hl the potentiometric
head of the lower quifer, L the length of the borehole and Kw the hydraulix
condutivity of the soil.

The eight independent random variables are listed in Table 3. The
threshold value is modified w.r.t. [1] to make the failure probability pf =
PX(−v(X) < −300) smaller. The reference values is pf ∼ 8.732 × 10−9,
estimated with a CoV of 0.20% using IS with a Gaussian mixture ISD [24]
based on 107 samples.

Table 3: Borehole-functions 8D: Random Variables [1].

Variablea Distribution Parameters
rw [m] Uniform (0.05,0.15)b
r [m] Lognormal (7.71,1.0056)c
Tu [m2/year] Uniform (63070,115600)b
Hu [m] Uniform (990,1110)b
Tl [m2/year] Uniform (63.1,116)b
Hl [m] Uniform (700,820)b
L [m] Uniform (1120,1680)b
Kw [m2/year] Uniform (9855,12045)b
a Variables are independent.
b Minimum and maximum of the distribution.
c Mean and standard deviation of the natural logarithm of
the distribution.

4.1.6. A two-degree-of-freedom damped oscillator 8D
This eight-dimensional structural reliability example was first proposed

in [31] and studied in [10, 14, 15]. It is used here to demonstrate the ro-
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bustness of eAK-MCS for this case characterized by a highly non-linear LSS.
This example considers the reliability assessmeent of a two d.o.f. primary-
secondary system under a white noise base acceleration. The performance
function is defined, in the physical space, as

J(x) = J(mp,ms, kp, ks, ξp, ξs, FS, S0)

= FS − 3ks

(
πS0

4ξsω3
s

ξaξs
ξpξs(4ξ2a + θ2) + κξ2a

(ξpω
3
p + ξsω

3
s)ωp

4ξaω4
a

) 1
2

, (26)

with ωp =
√

kp
mp

, ωs =
√

ks
ms

, ωa = ωp+ωs

2
, ξa = ξp+ξs

2
, κ = ms

mp
and θ = ωp−ωs

2
.

The eight independent random variables are listed in Table 4. The reference
value reading pf = PX(J(X) < 0) is estimated using IS with a Gaussian
mixture ISD [24] based on 107 samples. It results in pf ∼ 3.781× 10−7 with
a CoV of 0.09%, consistent with previous studies [10, 14].

Table 4: Two d.o.f. damped oscillator: Ran-
dom Variables [10].

Variablea P.D.F. Mean CoV
mp Lognormal 1.5 10%
ms Lognormal 0.01 10%
kp Lognormal 1 20%
ks Lognormal 0.01 20%
ξp Lognormal 0.05 40%
ξs Lognormal 0.02 50%
F b
S Lognormal 27.5 10%

S0 Lognormal 100 10%
a Variables are independent.

4.2. Parallel Refinement Study
In this Subsection, the test cases listed in Subsubsections 4.1.1 4.1.2 4.1.3

4.1.4 considering K+1 = 8 samples added at each iteration of the refinement
procedure are investigated.

To assess the statistical significance of the proposed method (due to its
stochastic nature), each test case is studied based on 50 independent runs.
The number of calls Ncalls to the performance function, the number of itera-
tions Niter, the estimation of the failure probability p̂f , and the final relative
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ϵrelpf
error, a.k.a. relative absolute bias ϵrelpf

=
|p̂f̃ − preff |

preff

are consequently

random variable illustrated by their empirical average. The initial DoE is
supposed to be evaluated in one iteration.

Note that the CoV indicated for eAK-MCS is the one empirically esti-
mated from the replications: the lowest it is, the more likely the method
is to return an estimation pf̃ close to its asymptotic average. Differently,
the IS-based CoV (Equation 10) is an indicator of the efficiency of the sur-
rogate exploitation step, applying the IS method on the metamodel, hence,
independently of the latter.

Note that in the context of multiple independent runs, the CoV of p̂f̃
estimated from realizations of p̂f̃ (which is different from the IS-based CoV
estimation (Equation 10) for a single run), is an indicator of the robustness
of the method. The lowest is the CoV, the more likely the method will return
an estimation p̂f̃ close to its asymptotic average. It is then dependent of the
metamodel accuracy at the end of the refinement algorithm (or equivalently
the DoE), and the IS-based CoV estimation (Equation 10).

The tuning parameters are the ones provided in Table 1. For each case,
figures showing the average relative absolute bias ϵrelpf

, and the average es-
timate p̂f̃ as a function of the number of performance function calls are
provided, where additional samples are added even after the stopping cri-
terion is met, for the sake of illustration. As previously mentioned, the
parallel strategy refinement might propose strictly less than K + 1 = 8 sam-
ples. For two-dimensional examples, we have also provided an illustration
of the final DoE and the refined metamodel, when the convergence criterion
is satisfied, based on a single run. Whenever it is possible, results also are
compared against other methods in the literature. The Four-branch series
system 2D, the Cantilever Beam 2D and the non-linear Oscillator 6D are
compared against BSS as reported in [25], based on 100 independent runs,
for different accuracy settings (see [25] for details) and a single enrichment
strategy. It explains the vast range of CoV and ϵrelpf

for those cases estimated
with BSS.

Single Failure Region 2D. In Table 5, we compare the results against the fol-
lowing methods: Crude MC, FORM, SORM, FORM+IS, AK-IS, MetaAK-IS2,
based on single runs. The proposed algorithm performs well w.r.t. other
metamodel based methods (AK-IS, MetaAK-IS2) with reasonable accuracy,
concerning the number of performance function calls, while it outperforms
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them regarding the number of iterations, as expected. An illustration is pro-
vided in Figure 3(a), showing the refined metamodel for a single run. The
DoE selected at the last iteration are well clustered around the true LSS,
the latter being correctly estimated by the predicted LSS, matching the up-
per/lower LSS. This is further illustrated in the failure probability history
Figure 3(c) where the 2σ confidence interval of p̂f̃ rapidly merges and con-
verges to the reference value. After 4 iterations, the average absolute relative
bias ϵrelpf

is below 1%. The low empiral CoV ∼ 1% quantifies the high robust-
ness of the method for this test case characterized by a single MPFP and a
slighly curved LSS. It explains why it is also well treated by SORM while
FORM significantly overestimates pf .

The low value of ϵrelpf
can be explained by both the good predictability

of the surrogate, and the efficient metamodel exploitation quantified by the
IS-based CoV (below 0.40%).

Table 5: Results of the Single Failure Region 2D with the parallel strategy (K+1 =
8).

Method Ncalls Niter p̂f CoV ϵrelpf

Referencea 107 - 2.874× 10−5 0.03% -
FORMb 19 - 4.21× 10−5 - 98.5%
SORMc 19+5 - 2.83× 10−5 - 1.64%
FORM + ISb 19 + 104 10 + 104 2.86× 10−5 2.39% 0.48%
AK-ISb 26 17 2.86× 10−5 2.39% 0.48%
MetaAK-IS2 b 28 19 2.87× 10−5 2.39% 0.14%
eAK-MCSc 26.5 3.1 2.851× 10−5 1.02% 1.01%
a IS with a gaussian mixture as ISD [24]
b Reproduced from [11], single run, single refinement strategy.
c Result obtained assuming the MPFP is obtained from FORM [11], with
Ncalls = NFORM +NSORM .
d Initial DoE size: 10. K+1=8 samples iteratively added. Based on 50
independent runs.

Four-branch series system 2D. This two-dimensional example characterized
by four failure domains is subject to a very low failure probability (∼ 5.6×
10−9). The results are presented in Table 6 and Figure 4. eAK-MCS stops
after ∼ 62 calls (∼ 8 iterations) on average, while BSS uses between 50 and
80 calls. The empirical CoV is small, 1.57%, and the accuracy satisfactory,
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Figure 3: Results of the Single Failure Region 2D with the parallel strategy (K + 1 = 8).
(a) Legend Settings in Figure 1. (b) Green and red thick dashed lines indicate respectively
5% and 1% relative error. The y-axis is logarithmic. The average relative absolute bias and
the associated 2σ confidence interval are represented respectively in black thick line and
black thin dashed lines. (c) The average predicted failure probability p̂f̃ and the associated
2σ confidence interval are represented respectively in thick plain and thin dashed black
lines. (b-c) based on 50 runs.

with an average relative error of 1.20%. IS is efficient for that case, the
IS-based average CoV being lower than 0.60%.

As seen in Figure 4 (a), the true LSS is well estimated by the predicted
LSS in the region characterized by high density of input distribution, where
the ability of the surrogate to classify samples into the safe/unsafe domain
is the most sensitive. Note also that in that zone, the upper/lower predicted
LSS match the predicted LSS, indicating high predictability of the surrogate
and the presence of DoE clustered in that zone. Figures 4 (b) (c) illustrate
respectively the average relative absolute bias and the failure probability
history as a function of the number of performance calls. One can note that
after, 26 function calls (3 iterations), the average predicted failure probability
p̂f̃ is already of the same order of magnitude of the reference value, and the
convergence is then rather fast, with an average absolute relative bias lower
that 1% after ∼ 70 function calls (∼8 iterations).

As expected, FORM/SORM present large biases due to the presence of
multiple MPFPs of similar Hasofer-Lind reliability indexes. Moreover, they
provided the same pf estimation, since the MPFP found is associated to a
linear LSS.

Deviation of a Cantilever Beam 2D. This two-dimensional example is char-
acterized by a single failure region, with pf ∼ 4 × 10−6. The results are
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Table 6: Results of the Four-branch series system 2D with the parallel strategy (K + 1 = 8).

Method Ncalls Niter p̂f CoV ϵrelpf

Referencea 107 - 5.596× 10−9 0.04% -
BSS [25] ∼ 50− 80 ∼ 41− 71 - ∼ 0.5− 0.01 ∼ 0.01− 5%
FORMb ∗ ∗ 2.79× 10−9 - 50.0%
SORMb ∗+5 ∗+ 1 2.79× 10−9 - 50.0%
eAK-MCSc 61.9 7.5 5.579× 10−9 1.57% 1.20%
a Based on 100 independent runs, for different accuracy settings and a single refinement
strategy. [25].
b ∗ denotes NFORM .
c Initial DoE size: 10. K+1=8 samples iteratively added. Based on 50 independent runs.
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Figure 4: Results of the Four-branch series system 2D with the parallel strategy (K+1 =
8). Legend settings in Figure 3.

presented in Table 7 and Figure 5. The eAK-MCS algorithm stops after ∼
41 calls in average, significantly larger than for BSS (∼ 25), but still with
fewer iterations (∼ 5 against ∼ 15). Figure 5 (b) shows that the average
relative absolute bias is below 1% after around 48 calls. For the sake of il-
lustration, we have truncated the history to 50 calls. Indeed, for few runs
characterised by very accurate metamodels, the enrichment algorithm pro-
poses candidates that are too close to the existing DoE to be accepted, and
the algorithm stops.

The empirical CoV is small, 2% and the accuracy is satisfactory, with
an average relative error lower of 1.21%. IS performs well, with a average
IS-based CoV lower than 0.5%. It can be noticed that the surrogate detects
spurious predicted LSS during the refinement step, which explains the addi-
tional computational burden. For the single run illustrated Figure 5 (a), a
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second artificial failure region is finally so far from the origin (center of the
standard space distribution) that it has no impact on the estimated failure
probability.

Both FORM and SORM perform well, due to the presence of a single
MPFP and an almost linear LSS.

Table 7: Results of the Deviation of a Cantilever Beam 2D with the parallel strategy (K +1 = 8).

Method Ncalls Niter p̂f CoV ϵrelpf

Referencea 107 - 3.937× 10−6 0.03% -
BSS [25] ∼ 22− 25 ∼ 13− 16 - ∼ 0.5− 0.01 ∼ 0.1− 5%
FORMb ∗ ∗ 4.19× 10−6 - 6.49%
SORMb ∗+ 5 ∗+ 1 3.88× 10−6 - 1.26%
eAK-MCSb 41.2 4.9 3.949× 10−6 2.07% 1.21%
a Based on 100 independent runs, for different accuracy settings and a single refinement
strategy. [25].
b ∗ denotes NFORM .
c Initial DoE size: 10. K+1=8 samples iteratively added. Based on 50 independent runs.
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Figure 5: Results of the Deviation of a Cantilever Beam 2D with the parallel strategy
(K + 1 = 8). Legend settings in Figure 3.

Response of a Nonlinear Oscillator 6D. The results for this six-dimensional
example characterized by pf ∼ 1.5 × 10−8 are presented in Table 8 and
Figure 6. They are compared against FORM/SORM, BSS [25] and AK-
MCSi [8]. eAK-MCS requires on average ∼ 45 calls, significantly less than
AK-MCSi, similarly to BSS for the less costly settings, but with a meager
number of iterations (∼ 3). Note however that for the most expensive ones,
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BSS would require in average 180 calls. The robustness and accuracy for this
higher dimensional test case are acceptable (empirical CoV ∼ 8.3%, average
relative error ∼ 8.9%) compared to previous two-dimensional test-cases but
still satisfactory considering the low computational cost.

This increased inaccuracy stems mainly from the average efficiency of the
IS (with the ISDN (0, γ2Id)) to reduce the variance in this higher dimensional
case. Indeed, the CoV of the IS estimation of p̂f̃ is in average ∼ 2.25 % (while
below 0.5% for the two-dimensional cases), and is entirely independent of
the quality of the surrogate (or the DoE). The second reason is the choice
of the stopping criterion (Fast, Eq. 20) which is likely to stop prematurely,
especially here with significant IS confidence intervals.

Figure 6(a)show that the average relative error reaches around 2% after
∼ 75 calls and then oscillates to stay between ∼ 1.5% and 2.5%, confirming
respectively that the algorithm stopped prematurely, and that the IS estima-
tion is not accurate enough to provide an average relative error lower than
1%. The quality of the refinement algorithm itself (or equivalently, of the
surrogate) is further confirmed in Figure 6 (b) indicating that the reference
value is however contained the noise associated to the IS-based CoV.

Table 8: Results of Response of a Nonlinear Oscillator 6D with the parallel strategy (K + 1 = 8).

Method Ncalls Niter p̂f CoV ϵrelpf

Referencea 107 - 1.514× 10−8 0.04% -
BSS [25] ∼ 45− 180 ∼ 36− 171 - ∼ 0.5− 0.01% ∼ 0.01− 10%
AK-MCSib [8] 77 68 1.44× 10−8 < 5% 3.4%
FORMc ∗ ∗ 1.56× 10−8 - 3.14%
SORMc ∗+ 27 ∗+ 1 8.44× 10−9 - 44.28%
eAK-MCSd 44.7 2.8 1.633× 10−8 8.35% 8.91%
a Based on 100 independent runs, for different accuracy settings and a single refinement strategy.
[25].
b Single refinement strategy [8].
c ∗ denotes NFORM .
d Initial DoE size: 10. K+1=8 samples iteratively added. Based on 50 independent runs.

4.3. Sequential Study: Failure regions detection
In this Subsection, numerical experiments are conducted with an unfa-

vorable initial DoE, namely too focused on the center of the standard space,
corresponding to a large ϵ: ϵ = 10−2, against ϵ = 10−5 in default numerical
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Figure 6: Results of Response of a Nonlinear Oscillator 6D with the parallel strategy
(K + 1 = 8). Legend settings in Figure 3.

settings; in order to provide some hints about the ability of eAK-MCS to
detect failure regions, even if the surrogate does not.

eAKMCS is used without parallel refinement, with a single run, adressing
the test cases introduced in Subsubsections 4.1.2 4.1.3 4.1.4.

For each case, figures showing the relative absolute bias ϵrelpf
, and the

estimates p̂
(k̃)+

f̃
, p̂

(k̃)−
f̃

and p̂f̃ as a function of the number of performance
function calls are provided. For two-dimensional examples, an illustration of
the metamodel refinement is provided.

Four-branch series system 2D. Figures 7 (a), (b), (c) and (d) show that all
the four failure domains are detected after respectively 11, 28, 56 and 100
calls of the original model. It illustrates a behaviour discussed in the original
AK-MCS version [7], namely that the single refinement strategy tends to
focus on each failure branch individually then explore other branches when
sufficiently refined. Even though the initial DoE is unfavorable, all failure
domains are successfully detected.

Deviation of a Cantilever Beam 2D. Figure 8 (a) shows that the failure
domain is detected after 14 performance function evaluations. The final
metamodel is obtained iteratively with a total of 23 function calls, the same
order of magnitude required for BSS. Note the unexpected convergence of
the failure probability history, from whose we can notice that the reference
value is globally not contained within the estimated failure probability range:
it highlights a lack of predictability of the selected surrogate, whose features
could be modified accordingly, while validating the robustness of the method.
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(a) First Failure Zone: N =
11.

(b) Second Failure Zone:
N = 28.

(c) Third Failure Zone: N =
56.

(d) Fourth Failure Zone: N =
100.

(e) Final: N = 112.

(f) Relative Absolute Bias
History.

(g) p̂f History

Figure 7: Results of the Four-branch series system 2D with the single refinement strategy,
based on a single run and unfavorable initial DoE (ϵ = 10−2). Legend settings in Figure
3 (a-f). (g) The predicted failure probability p̂f̃ , its lower and upper bounds p̂

(k̃)−
f̃

, p̂(k̃)+
f̃

are indicated respectively in black, red and green thick lines. Associated 2σ)-IS confidence
intervals are indicated in thin dashed lines, however not visible for small CoV.

Response of a Nonlinear Oscillator 6D. The Absolute Relative Bias history
represented in Figure 9 (a) shows that the relative error is below 5% after
around 35-50 performance calls, corresponding to around 5-20 refinement

28



(a) First Failure Zone: N =
14.

(b) Final: N = 23.

(c) Relative Absolute Bias
History.

(d) p̂f History

Figure 8: Results of the Deviation of a Cantilever Beam 2D with the single refinement
strategy, based on a single run and unfavorable initial DoE (ϵ = 10−2). Legend settings
in Figure 7.

steps. Note the oscillatory behaviour of the relative absolute bias. Those
oscillations stem from the significant IS-based CoV, as mentioned in the
previous Subsection. Again, Figure 9(b) shows that the reference value lies
within the confidence interval of p̂f̃ .

It illustrates the capability of eAK-MCS to detect failure regions even
under unfavorable initial DoE.

4.4. eAK-MCS limits
In this Subsection, the two main weaknesses of eAK-MCS as presented

in this article are discussed through its application to the 8D cases (Subsub-
sections 4.1.5 4.1.6) involving a non-linear isoprobabilistic transform T. The
robustness of the eAK-MCS refinement algorithm, main contribution of the
present study, is however assessed.
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(a) Relative Absolute Bias
History.

(b) p̂f History

Figure 9: Results of Response of a Nonlinear Oscillator 6D with the single refinement
strategy, based on a single run and unfavorable initial DoE (ϵ = 10−2). Legend settings
in Figure 7.

Borehole-function 8D. This eight-dimensional case characterized by a very
small failure probability (pf ∼ 9× 10−9) is considered in the following: it is
based on a single run and a parallel strategy adding K + 1 = 8 samples at
each iteration, starting from an initial DoE of size 40 and a maximal DoE
size of 200 samples.

The relative absolute bias and predicted failure probability histories are
presented in Figure 10, respectively. Conversely to the lower dimensional
cases studied in the two previous Subsections and characterized by linear iso-
probabilistic transformations, we observe in Figure 10(b) that the IS-based
CoV is very large (40%-50%). It reveals the inadequacy of the centered
isotropic ISD to accurately exploit the surrogate by IS (see [32]). Addi-
tionally, we observe that the reference value is contained within the 2σ IS
confidence interval, after around 45 LSF evaluations. It explains the few
peaks of very low relative absolute biases (Figure 10(a)), corresponding to
favorable realizations of the predictive failure probability pf̃ . We note how-
ever, a very oscillatory relative absolute bias, mostly above 10%. This IS
ineffiency the oscillatory nature of the predicted failure probabilities (Figure
10).

In order to partially adress this issue, we resort to a Gaussian mixture ISD
[24] in place of the isotropic centered gaussian distribution in the IS-based
surrogate exploitation step, for the very same DoE, represented in Figure
11. The IS-based CoV is greatly reduced (∼ 0.30%−0.40%), showcasing the
suitability of this IS, as observed in Figure 11(b). The latters highlights that,
rapidly, the obtained predicted failure probabilities are of the same order of
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magnitude as the reference value. This is confirmed in Figure 11(a), which
shows that the relative error bias is most of the time below 10%, and below
5% after around 120 LSF calls. Besides few peaks, Figure 11(b) depicts a
fairly stable predicted failure probability, close to the reference value, while
the bounds p̂f̃ ,min and p̂f̃ ,max do not clearly converge towards pf̃ .

This test case suggests that in higher dimension, IS based on the isotropic
centered Gaussian ISD is not adapted [32]; hence, the surrogate exploitation
step should be performed by a more accurate technique, such as IS using a
more suitable ISD [24], SS... Moreover, it also shows limit of the stopping
criterion introduced in Subsection 3.5, depending mainly on the predictive
accuracy of the GP-based surrogate. Indeed, in that case the algorithm would
stop either prematurily or until the LSF budget is exhausted, depending on
the ISD choice.

The Table 9 summarizes the results obtained, and compared against
FORM/SORM. FORM totally overestimates pf while SORM provides an ac-
ceptable result associated to a bias of 13.9%. eAK-MCS outperforms both,
with a relative absolute bias below 3%. It is worth mentioning that an
adapted stopping criterion would have permitted to stop earlier the algo-
rithm.
Table 9: Results of Borehole-function 8D with the parallel strategy (K+1 =
8).

Method Ncalls Niter p̂f CoV ϵrelpf

Referencea 107 - 8.732× 10−9 0.20% -
FORMb ∗ ∗ 3.11× 10−7 - 3462%
SORMb ∗+ 44 ∗+ 1 7.51× 10−9 - 13.9%
eAK-MCSc 199 21 8.978× 10−9 0.30% 2.81%
a IS with a gaussian mixture as ISD [24]
b ∗ denotes NFORM .
c Initial DoE size: 40. K+1=8 samples iteratively added. Based on
a single run. Algorithm stopped when the DoE size is above 200.

A two-degree-of-freedom damped oscillator 8D. This eight-dimensional ex-
ample studied in [10, 14, 15] is compared against FORM, SORM, 2SMART,
Meta-IS and ASVR. eAK-MCS sharing more similarities with Meta-IS, the
case is investigated with an initial DoE size of 32, adding K + 1 = 16 sam-
ples at each iteration, based on a single run, the LSF budget is fixed to 600.
Convergence histories are reported in Figure 12.
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(a) Relative Absolute Bias History. (b) p̂f History

Figure 10: Results of the Borehole-Function with the parallel strategy (K +1 = 8), based
on a single run. Legend settings in Figure 7.

(a) Relative Absolute Bias History. (b) p̂f History

Figure 11: Results of the Borehole Function (pf = PX(−v(X) < −290) ∼ 5.795 × 10−7)
with the parallel strategy (K+1 = 8), based on a single run. Exploitation step performed
with Gaussian Mixture ISD [24]. Legend settings in Figure 7.

Similar difficulties to the previous case are encountered: the stopping
criterion do not seem adapted, while IS associated to the isotropic centered
Gaussian ISD lacks of efficiency (IS-based CoV ∼ 20%. Again, a Gaussian
mixture ISD [24] is used to exploit the surrogate, considering the very same
DoE (Figure 13). We observe that after around 200 LSF calls, the predicted
failure probability is rather close to the reference value, slighly overestimat-
ing it, and presenting some oscillations. Predicted failure probability bounds
very slowly converge to pf̃ . Results are summarized in Table 10. The single
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failure domain having the shape of a needle pointing towards the origin [23],
explains why FORM overestimates pf while SORM provides a fairly good
estimation. In terms of accuracy and number of iterations, Meta-IS outper-
forms eAK-MCS, ASVR providing also a more accurate result with the same
order of magnitude of LSF calls. Though, it is worth mentioning that a more
suitable stopping criterion, or expert judgement (which is meaningful in the
context of reliability analysis) would very likely lead to stop the algorithm
between 200 and 300 LSF calls. In that case, eAK-MCS seems less accurate
than other methods, while it seems to rapidly provide a failure probability
reasonably estimated. It could also be explained by the lowest quality of the
surrogate w.r.t. to the ones of Meta-IS or ASVR.

(a) Relative Absolute Bias History. (b) p̂f History

Figure 12: Results of the two d.o.f. Oscillator 8D with the parallel strategy (K +1 = 16),
based on a single run. Legend settings in Figure 7.

5. Conclusion

This paper proposes an extension of AK-MCS as presented in [1] to make
it suitable for very low failure probabilities. It uses a centered uncorrelated
gaussian distribution to sample candidate points and use the IS method to
estimate pf . A procedure is proposed to tune its standard deviation adap-
tively. Moreover, the original multipoint refinement strategy inherited from
[1] is slightly modified, enabling the use of available high-performance com-
puting resources. The performance of the proposed algorithm is assessed
and illustrated through some benchmark analytical functions, showcasing
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(a) Relative Absolute Bias History. (b) p̂f History

Figure 13: Results of the two d.o.f. Oscillator 8D with the parallel strategy (K +1 = 16),
based on a single run. Exploitation step performed with Gaussian Mixture ISD [24].
Legend settings in Figure 7.

Table 10: Results of the two d.o.f. oscillator 8D with the parallel strategy
(K + 1 = 16), based on a single run.

Method Ncalls Niter p̂f CoV ϵrelpf

Referencea 107 - 3.781× 10−7 0.09% 0
FORMb 2727 303 3.91× 10−6 - 934 %
SORMb 2727+44 303+1 3.70× 10−7 - 2.14%
2SMARTc 4011 - 3.66× 10−7 9.6% 3.20%
Meta-IS2,c 480+200 28+1 3.76× 10−7 < 5% 0.55%
ASVRd 648 - 3.81× 10−7 1.6% 0.8%
eAK-MCSe 595 49 3.870× 10−7 0.34% 2.35%
a IS with a gaussian mixture as ISD [24].
b Reproduced from [14]. 2SMART performed with 50 independent runs,
the CoV being empirically estimated from the replications.
c Reproduced from [10]. Ncalls = m + Ncorr, m being the DoE size
used to build the Kriging surrogate, Ncorr the number of calls required
to estimate the correction factor. Initial DoE size: 32. 16 samples
iteratively added. Single run.
d Reproduced from [15], based on 20 independent runs. CoV empirically
estimated from the replications.
e Initial DoE size: 32. K+1=16 samples iteratively added. Single run.
Algorithm stops when the DoE size exceeds 600.
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very satisfactory performances. Unlike AK-MCS, eAK-MCS requires to re-
cast the problem in standard space. eAK-MCS, like most surrogate-based
procedures, is a victim of the curse of dimensionality, and its efficiency is
closely linked to the surrogate’s ability to fit the original model. eAK-MCS
is globally robust to the choice of the tuning parameters (Table 1), which pro-
vide excellent results for a broad range of cases, including the ones presented
in this work.

eAK-MCS is straightforward to implement, with a clear parallelization
strategy, and the possibility to easily monitor bounds of the predicted failure
probability at each iteration.

The two eight dimensional examples characterized by a non-linear iso-
probabilistic transformation T outlined two limitations of eAK-MCS as pre-
sented in this study. The first one is related to the stopping criterion de-
pending only on the predicted accuracy of the GP-based surrogate, through
the estimated bounds of the failure probability; In the context of reliability
assessment, it has finally not an enormous impact since the user can stop at
anytime the refinement, modify some parameters and re-run the procedure
without losing any information. The second concerns the inadaptability of
the isotropic centered Gaussian ISD for the surrogate exploitation step. As
mentioned previously, it could be replaced by any suitable sampling strategy,
as illustrated with the use of a Gaussian mixture ISD [24]. The surrogate
refinement strategy is however assessed for those two challenging cases.

Studies with unfavorable initial DoE shows the ability of eAK-MCS to de-
tect multiple failure domains, even if, unlike BSS, it aims at refining directly
the Limit-State Surface {G = u}. This latter feature could be exploited
in AK-MCS based derived methods such as quantile estimation [1] or in
(quantile-based) optimization under uncertainty [16] where the refinement
algorithm for a LSS of the form {G = u} is part of more extensive pro-
cedure, the associated failure probability of this LSS being relatively high
though (say > 10−4). It makes eAK-MCS particularly attractive, so the
adaptation of the mentioned algorithms for LSSs associated with small fail-
ure probability could be facilitated. The adaptation of the algorithm [1] for
very small quantile estimation using eAK-MCS is indeed under progress.
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