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ABSTRACT

The human body acts as a complicated mechanical system. One of the subsystems in the
human body is the respiratory system, which contains the lung and the thorax. Simulating
this system as a mechanical system, mechanical properties, like stiffness for the lung, can

be considered. Our lungs are under mechanical load by air. In the inhalation and exhalation
process, the lung geometry passes through different configurations, but never the unloaded
configuration. Fining this unloaded configuration is an interesting problem in biomechanics. In
this paper, different mechanical systems have been studied, and methods for finding the unloaded
configuration have been suggested, which are applied for solving such a problem for the lung. In
this paper, it has been shown that estimating the unloaded configuration, one data point, which
contains a loaded configuration and the corresponding applied force, is needed. and for material
parameter estimation, if the dimension of the problem is more than the quantity of the material
parameters, one data point is enough for material parameters estimation, too.

In this article, the inverse problem for the linear and nonlinear spring, Rivlin cube, tube, and
at the end, the lung mechanical modeling has been discussed. The inverse problem is divided
into the unloaded configuration and material parameter estimation. Methods used for solving
the nonlinear equations are the gradient-free method, Newton nonlinear solver, and the gradient
descent method. Moreover, the priority of the Newton solver has been shown.

The novelty studied in this project combines two classic problems in mechanics, and here the
combined estimation of the material parameters and unloaded configuration has been discussed.
In the end, the application of this estimation in lung pro mechanic has been studied. For modeling
the lung mechanics, CT1 (x-ray based) images during the inhalation and exhalation process for
the hospital patients have been used.

1Computed tomography
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INTRODUCTION

One classic problem in biomechanics is solving the inverse problem for a biomechanical

system when the unloaded configuration or the material parameters are unknown. The

new problem discussed here is the combined estimation of the unloaded configuration

and material parameters. One of the exciting problems discussed in this paper will be developed

later is to solve such a lung problem. This problem can be simulated to a mechanical system

by finite element methods and considering a stiffness for it as a mechanical property where the

controlling force is the air pressure.

In this chapter, some simple 1D to 3D problems have been discussed. In the end, the methods

have been generalized for a more complicated problem like the tube, which has an n-dimensional

configuration, making it more complicated to find a solution for the unloaded configuration.

The last model that has been discussed in this project is the lung poromechanic. The purpose

of what has been discussed before is to model and find a lung poromechanics solution as the lung

contains blood and air as the liquid in it. Besides the lung, the thorax plays an essential role

in respiration, which is always in contact with the lung. So, thorax displacement can affect the

inhalation and exhalation process.

Literature Review

For solving the inverse problem in hyperelasticity, different methods have been proposed. First of

all, it is necessary to consider a re-parameterization of the weak form of the forward problem of

finite elasticity as a solution method for the inverse incompressible problem. Many numerical

approaches have been proposed for solving forward problems in incompressible finite elasticity.

Most commonly, a mixed formulation is assumed with independent fields for displacements,

1



CHAPTER 1. INTRODUCTION

pressure, and sometimes the volumetric deformation[7].

The material used in this paper and cites govindjeecomputational1998istheNeo−HookeanmaterialwiththecompressibleCiarletGeymonatconstitutiverelationship [6].Forsolvingsuchproblemsnumericall y, itisneededtominimizeacost f unction [1].So, therewouldsuggestaniterativemethod f orminimizingsuchacost f unctionf oraprobleminwhichf orcesareappliedintheboundary [12]asshowninFigure 1.1.

Figure 1.1: Sketch of the general forward mechanical problem [12].

The methods used in [12] has been implemented for a problem which contains fluid like what

is discussed in the next chapter [11] as in Figure 1.2. The concept of the inverse problem in

hyperelasticity is what is proposed in [2].

Figure 1.2: Illustration of Sellier’s iterative method for identifying a stress-free reference configu-
ration in biomechanical boundary value problems [11].

.

The concept of the inverse problem in hyperelasticity is what is proposed in [2].

As discussed in the last chapter, the inverse problem can be solved for the multi-dimensional

problems if there are as many data points as needed. The same problem can be solved for the

lung, but there are other aspects of this problem: the existence of the thorax and the porosity in

the lung.

In [9], the lung’s inverse problem by considering the porosity and poromechanics theory for large

2



deformations has been discussed hyperelastic potential reproducing the volumetric response of

the pulmonary mixture to a change of pressure has been studied.

Figure 1.3: Schematic of the reference configuration and the deformed configuration with the
associated local quantities, volumes and porosity [9].

A similar method has been discussed for the heart. The proposed method is embedded within

the continuum theory of fictitious configurations and uses a fixed-point iteration on the geometry

itself [3].

The motivation to work on the lung is its importance on human health as there are many

pulmonary diseases. For example, a chronic disease in which collagen fibers accumulate into

interstitial tissue leads to thickening, stiffening, and damage of alveolar walls. This disease

remains poorly understood, poorly diagnosed, and poorly treated and represents a real clinical

challenge. In interaction with data such as medical imaging, mechanical modeling-based tools

could help clinicians in classifying patients and thus deciding on the treatment options [8]. For

modeling the lung from the CT images, images registration tools have been implemented [4].

In the lung problem, the lung is in contact with the thorax, so the boundary problem by consid-

ering the contact between the lung and thorax should be considered in the boundary condition

problem [10]. In [5], image processing has been implemented for the heart problem for extracting

ventricular strain data from MR images.

3



CHAPTER 1. INTRODUCTION

Figure 1.4: Kinematics of pre-strained biological systems. Pre-strain maps the stress-free refer-
ence configuration onto the residually stressed but mechanically unloaded configuration [3].

Types of the Problems Discussed

This chapter will start with the most simple problem, which is the linear spring. This problem

has a one-dimensional configuration, which is the length of the spring. And also, there is stiffness

for this spring as its material parameter.

Assumptions for obtaining the unknown material parameter and unloaded configuration is that

the spring’s length under an applied force has been measured. So, two applied forces with the

corresponding deformed length are needed two obtain these two unknowns.

Different methods for solving this problem are implemented and generalized for a nonlinear

spring and a three-dimensional problem, which is the Rivlin cube. For Rivlin cube, different

material laws have been studied, and the more practical one is introduced. All the different

methods have been implemented in the tube problem with the n-dimension configuration, and

the more efficient one is introduced.

Materials and Methods

In mechanical systems, we may face problems in which the initial (unloaded) state is known,

plus the material parameters. In this situation, the configuration under a specific load can be

determined.

There are some unknown parameters, while these parameters like deformed configuration in

these kinds of problems are known. Moreover, this deformed configuration is typically measured

from the imaging data. So, there would be a cost function like Equation (1.1), which shows that

4



the parameter θ is the actual value when making the cost function minimum, which is equal to

zero.

(1.1) θ = argmin
{

J(θ)= 1
2

∫
Ωmes

(U(θ)−Umes)2
}

So, the goal is to minimize the cost function, which varies from problem to problem. Never-

theless, the critical point is that the suggested cost function needs at least as many terms as

the unknown parameters. There are different ways to minimize such a cost function, containing

unknown parameters such as the material parameters or the unknown configurations. The

unknown configuration depends on the problem dimension; for instance, it is one for a linear

spring and three for a cube with three different dimensions.

5
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2
COMBINED ESTIMATION OF MATERIAL PARAMETERS AND

UNLOADED CONFIGURATIONS

Introduction

In this chapter, the inverse problem has been discussed for different models, and different methods

have been implemented for solving the nonlinear equations. The inverse problem contains two

aspects of the unloaded configuration and material parameter estimation, estimated together.

Before going to the inverse problem concept, the forward problem has been explained. In the end,

the minimization of the cost function has been discussed and methods of doing it.

2.1 Models

Materials discussed in this paper are linear and nonlinear spring, Rivlin cube, and a tube. Each

of them has its material parameters and coordinates, which are discussed in the following.

2.1.1 Linear Spring

A linear spring is the most straightforward problem which can be discussed here. The linear

spring has only a stiffness coefficient and a length, which changes by applying a force. In general,

the linear spring law can be written as below:

(2.1) E
(
udef −uundef

)= F

E is the stiffness coefficient, F the applied force, and uundef and udef are the undeformed

and deformed length, respectively.

7



CHAPTER 2. COMBINED ESTIMATION OF MATERIAL PARAMETERS AND UNLOADED
CONFIGURATIONS

2.1.2 Nonlinear Spring

For the linear spring, there was only one material parameter, which was the young modulus.

For the nonlinear spring, there are two parameters for the nonlinear spring, which law is as

mentioned below:

(2.2) σ= E(ε) ·ε

(2.3) E(ε)= E0e
ε
ε1

(2.4) σ= E0e
ε
ε1 · (ε−ε0)

Three data points are needed for solving the inverse problem and material parameters for

this geometry as there are two parameters as material parameters. The solving method is a

bit different here, though the CMA1 algorithm has been used again. For solving this problem

with three data points and three unknown parameters, the solving process can be started from a

known configuration with the applied force, different values for E0 and ε1 can be guessed, which

are the material parameters.

There are three deformed configurations with measured forces. So, the solving process can

be started with one of the known configurations and with the guessed material parameters,

and the unloaded configuration can be computed by it. There are an unloaded configuration

and two measured forces with which two corresponding loaded configuration can be computed.

Here, the cost function is defined as calculating the difference between the measured deformed

configuration and the calculated ones. The minimization of the cost function concerning the

material parameters are shown in the Figure 2.1

2.1.3 Rivlin Cube

What is mentioned simply for spring can be generalized for a 3D cube, which has three different

dimensions, and any vector force can be applied on each aspect with different values that can

deform the shape of the cube. If we applied force on a different aspect of such a cube, there would

be deformation on each side. For example, if we apply forces on a cube with dimensions of:

(2.5) X0=


x

y

z


1Covariance Matrix Adaptation

8



2.1. MODELS

8 9 10 11 12 13 14
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0.0002
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J

(a) Minimization if the cost function with respect to
the material parameter E0

1.4 1.5 1.6 1.7 1.8 1.9 2.0 2.1
epsilon_1

0.0000

0.0002

0.0004

0.0006

0.0008

0.0010

J
(b) Minimization if the cost function with respect to
the material parameter ε1

Figure 2.1: Minimization of the cost function of the nonlinear spring with respect to the material
parameters

After deforming such a cube under the force applied, the dimensions of the cube would be

deformed as below:

(2.6) X1=


λ1x

λ2 y

λ3z


Here we define matrix F which is the deformation gradient.

(2.7) F =


λ1 0 0

0 λ2 0

0 0 λ3


The right Green-Cauchy tensor C and the left Green-Cauchy tensor b are as below:

(2.8) C = FT ·F =


λ2

1 0 0

0 λ2
2 0

0 0 λ2
3



(2.9) b = F ·FT =


λ2

1 0 0

0 λ2
2 0

0 0 λ2
3


And E is the Green-Lagrange strain tensor.

(2.10) E =
C− I

2
=


λ2

1−1
2 0 0

λ2
2−1
2 0

Sym λ2
3−1
2
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CHAPTER 2. COMBINED ESTIMATION OF MATERIAL PARAMETERS AND UNLOADED
CONFIGURATIONS

(a) Unloaded configuration of the tube (b) Loaded configuration of the tube

Figure 2.2: Tube geometry by Martin Genet in two different time steps under different loading
pressures

In which "I" is the identity tensor:

(2.11) I =


1 0 0

0 1 0

0 0 1



It is evident that the stress tensor is obtained from the derivative of the energy form. So, what

we choose as our energy model can change the stress tensor.

2.1.4 Tube

Here a 2D tube has been discussed, which has an inner radius and an outer radius. This problem

is symmetric and has a constant young modulus. The input of the problem is the tube inner

pressure, which makes inflation of the tube.

This 2D problem is multi-dimensional in that it would be parameterized by the finite element

method, and the node displacements would be the configuration of the problem. There is the

young modulus as the material parameter for the tube problem and the unloaded configuration.

There are some time steps, which are the configurations of the tube for different values of the

inner pressure. In Figure 2.2, the first and last loaded configuration has been shown.

10



2.2. FORWARD PROBLEM

2.2 Forward Problem

This kind of problem is not very common to solve. The meaning of the forward problem is that

we change the model configuration and see what forces correspond to the new configuration. In

the real problem, this is rarely happening, or it may only be calculated to see the force needed

to obtain the ideal configuration. In the following, the forward problem is demonstrated for the

models discussed in this paper.

2.2.1 A Method for Solving Nonlinear Problems

For the hyperelastic model the stress tensor σ(λ) should be equal to the applied pressure P, but

as an initial guess like λ0 we have a residual which is the difference between the stress tensor

and the applied pressure vector:

(2.12) R0 =σ(λ0)−P

In the above equation, σ and P are defined as below:

(2.13) σ=


σ11

σ22

σ33



(2.14) P =


P1

P2

P3


And:

(2.15) R0 =


σ11 −P1

σ22 −P2

σ33 −P3


Using Taylor expansion around λ0, we can obtain the update law.

(2.16) σ(λ0 +∆λ)≈σ(λ0)+ ∂σ

∂λ
(λ0) ·∆λ

As there is:

(2.17) σ(λ0 +∆λ)= P

So, the update law would be like Equation (2.90)

(2.18) ∆λ0 =
P −σ(λ0)
∂σ

∂λ
(λ0)

=−Jac−1 ·R0

11



CHAPTER 2. COMBINED ESTIMATION OF MATERIAL PARAMETERS AND UNLOADED
CONFIGURATIONS

In which Jac is Jacobian matrix of σ:

(2.19) Jac = ∂σ

∂λ

What has been done here is that the cost function should be minimized, which means that its

gradient should become zero. So, the newton method has been done on the derivative of the cost

function.

2.2.2 Linear Spring

For a linear spring, The forward problem is such that the stiffness coefficient, applied force, and

the undeformed length is known, and the only unknown is the deformed length, which can be

obtained by the following relation:

(2.20) udef = uundef + F
E

2.2.3 Rivlin Cube

What is mentioned simply for spring can be generalized for a 3D cube, which has three different

dimensions, and any force vector can be applied on each face with different values that can deform

the shape of the cube. If a force is applied to different aspects of such a cube, there would be

deformation on each side. For example, the mentioned force can be applied on a cube by following

dimensions:

(2.21) X0=


x

y

z


After deformation of such a cube under the force applied, the dimensions of the cube would be

deformed as below:

(2.22) X1=


λ1x

λ2 y

λ3z


Here matrix F which is the deformation gradient can be defined as below:

(2.23) F =


λ1 0 0

0 λ2 0

0 0 λ3


2.2.3.1 Saint Venant-Kirchhoff Model

Saint Venant-Kirchhoff energy model is like the (Equation (2.24))

(2.24) Ψ= λ

2
(trE)2 +µ(trE2)

12
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Stress tensor for compressible material can be obtain by derivative of the energy function.

(2.25) Σ= ∂Ψ

∂E
=λ(trE)I +2µE

(2.26) σ= 1
J

F Σ FT =


σxx 0 0

σyy 0

Sym σzz


The stress components are:

(2.27) σxx =
λ1[(λ+2µ)λ2

1 +λ(λ2
2 +λ2

3)−3−2µ
2λ2λ3

(2.28) σyy =
λ2[(λ+2µ)λ2

2 +λ(λ2
1 +λ2

3)−3−2µ
2λ1λ3

(2.29) σzz =
λ3[(λ+2µ)λ2

3 +λ(λ2
1 +λ2

2)−3−2µ
2λ1λ2

And also the compressibility index:

(2.30) J =λ1λ2λ3

For such a model we do a test by pulling it in the x - direction. So, the boundary conditions

can be defined as below:

(2.31) σ · (±ex)= Fex

(2.32) σ · (±e y)= 0

(2.33) σ · (±ez)= 0

The test done on this model is pulling the cube in the x-direction. This test has been done by

applying tension from -0.2 MPa to 0.4 MPa. The results are shown in the Figure 2.3.

To solve the inverse problem for different applied force values, a numerical solver is needed

to solve the equation and numerically obtain the inverse values. So, we implemented a Newton

solver, and in the end, we compared it with the Newton solver of the Python library.

In Figure 2.4 Saint Venant-Kirchhoff model shows logical responses for equitriaxial loading,

which means that the more compression, the stiffer the material.

13



CHAPTER 2. COMBINED ESTIMATION OF MATERIAL PARAMETERS AND UNLOADED
CONFIGURATIONS

0.2 0.1 0.0 0.1 0.2 0.3 0.4
P_applied

0.80

0.85

0.90

0.95

1.00

1.05

1.10

1.15

1.20

la
m

bd
a

lambda1
lambda2
lambda3

(a) Variation of λi

0.2 0.1 0.0 0.1 0.2 0.3 0.4
P_applied

0.2

0.1

0.0

0.1

0.2

0.3

0.4

Si
gm

a

sigma_x
sigma_y
sigma_z

(b) Variation of σi

Figure 2.3: The variation of Rivlin cube configuration and stress for the Saint Venant-Kirchhoff
model under the applied axial compression in the x- direction
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Figure 2.4: The variation of the Rivlin configuration and stress with respect to the equitriaxial
pressure applied on the compressible Saint Venant-Kirchhoff model
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2.2.3.2 Mooney-Rivlin Model

Mooney-Rivlin energy model is proposed as Equation (2.34)

(2.34) Ψ= c1(IC −3)+ c2(I IC −3)+κ(J2 −1−2ln J)

Which quantities are defined as below:

(2.35) IC = J− 2
3 IC

(2.36) I IC = J− 4
3 I IC

(2.37) C = J− 2
3 C

(2.38) F = J
1
3 F

For obtaining Σ the following equation can be used:

(2.39) Σ= ∂Ψ

∂E
= 2

∂ψ

∂C
= 2

∂Ψ

∂IC

∂IC

∂C
+2

∂Ψ

∂I IC

∂I IC

∂C
+2

∂Ψ

∂J
∂J
∂C

By the chain rule:

(2.40)
∂IC

∂C
= ∂IC

∂J
∂J
∂C

(2.41)
∂J
∂C

= J
2

C−1

As a result:

(2.42)
∂IC

∂C
= J− 2

3

(
I − IC

3
C−1

)

(2.43)
∂I IC

∂C
= J− 4

3

(
IC I −C− 2

3
I ICC−1

)
For compressible material:

(2.44) Σ= 2C1J− 2
3

(
I − IC

3
C−1

)
+2C2J− 4

3

(
IC I −C− 2

3
I ICC−1

)
+2κ(J2 −1)C−1

(2.45) σ= 1
J

F S FT

15
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So:

(2.46) σ= 2C1J− 5
3

(
b− IC

3
I
)
+2C2J− 7

3

(
ICb−b2 − 2

3
I IC I

)
+2κ(J− 1

J
)C−1

It can be supposed c1 = c2 = cK . So, σ will be:

(2.47) σ= 2cK

[
J− 5

3

(
b− IC

3
I
)
+ J− 7

3

(
ICb−b2 − 2

3
I IC I

)]
+2κ(J− 1

J
)C−1

For the incompressible model (J = 1) and the following relations are true:

(2.48) σxx = 2cK

[
λ2

1 −
λ2

1 +λ2
2 +λ2

3

3
+ (
λ2

1 +λ2
2 +λ2

3
)
λ2

1 −λ4
1 −

2
3

(
λ4

1 +λ4
2 +λ4

3
)]−γ

(2.49) σyy = 2cK

[
λ2

2 −
λ2

1 +λ2
2 +λ2

3

3
+ (
λ2

1 +λ2
2 +λ2

3
)
λ2

2 −λ4
2 −

2
3

(
λ4

1 +λ4
2 +λ4

3
)]−γ

(2.50) σzz = 2cK

[
λ2

3 −
λ2

1 +λ2
2 +λ2

3

3
+ (
λ2

1 +λ2
2 +λ2

3
)
λ2

3 −λ4
3 −

2
3

(
λ4

1 +λ4
2 +λ4

3
)]−γ

In which γ is the hydro-static pressure. For the incompressible model another relation exists:

(2.51) J =λ1λ2λ3 = 1

By applying the boundary conditions as below:

(2.52) σ · (±ex)= Fex

(2.53) σ · (±e y)= 0

(2.54) σ · (±ez)= 0

The following relation comes true:

(2.55) λ3 =λ2

So:

(2.56) λ2
3 =λ2

2 =
1
λ1

There are two equations with the applied pressure P:

(2.57) λ2
1 −

λ2
1

3
− 2

3λ1
+

(
λ2

1 +
2
λ

)
λ2

1 −λ4
1 −

2
3

(
λ4

1 +
2
λ2

)
−γ= P
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(2.58)
1
λ1

− λ2
1

3
− 2

3λ1
+

(
λ2

1 +
2
λ

)
1
λ1

− 1
λ2

1
− 2

3

(
λ4

1 +
2
λ2

)
−γ= 0

By subtracting the second equation from the first one, γ can be omitted.

(2.59) λ2
1 +λ1 − 1

λ1
− 1
λ2

1
= P

For linearization, following relation can be implemented:

(2.60) J ≈ 1+ tr(ε)

(2.61) b ≈ 1+2ε

(2.62) b2 ≈ 1+4ε

(2.63) C ≈ 1+2ε

(2.64) IC ≈ 3+2tr(ε)

(2.65) I IC ≈ 3+4tr(ε)

So, the linearized stress-strain relation can be written as below:

(2.66) σ≈ 4(c1 + c2 +κ)ε+4(κ− (c1 + c2)
3

)tr(ε)I

(2.67) ε= F − I

By supposing that

(2.68) κ=λ/2

When there is no stress on the cube, it doesn’t have any deformation, it mean:

(2.69) λ1 =λ2 =λ3 = 1

And for such a special condition

(2.70) σ · (±ex)= 0

(2.71) σ · (±e y)= 0

(2.72) σ · (±ez)= 0

By applying force in the x-direction on the compressible Mooney-Rivlin model, the result obtained

in Figure 2.5. By applying force in the equitriaxial direction on the compressible Mooney-Rivlin

model, the result shown in Figure 2.6.

The same test had been done on the incompressible Mooney-Rivlin model. One test applied

the pressure in the x-direction, which results are shown in the Figure 2.7. The other test is

applying equitriaxial pressure as in Figure 2.8. As expected, the notable point is that there is no

dimension change for the incompressible models in compression and tension. Moreover, the same

result is for the Saint Venant-Kirchhoff model.
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Figure 2.5: The variation of Rivlin cube configuration and stress with respect to applied axial
pressure for the compressible Mooney-Rivlin model

2 1 0 1 2 3 4 5
P_applied

1.0

1.5

2.0

2.5

3.0

3.5

la
m

bd
a

lambda1
lambda2
lambda3

(a) Variation of λi

2 1 0 1 2 3 4 5
P_applied

2

1

0

1

2

3

4

5

Si
gm

a

sigma_x
sigma_y
sigma_z

(b) Variation of σi

Figure 2.6: The variation of Rivlin cube configuration and stress with respect to applied equireiax-
ial pressure for the compressible Mooney-Rivlin model
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Figure 2.7: The variation of Rivlin cube configuration and stress with respect to applied axial
pressure for the incompressible Mooney-Rivlin model
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Figure 2.8: The variation of Rivlin cube configuration and stress with respect to applied equireiax-
ial pressure for the incompressible Mooney-Rivlin model
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2.2.3.3 Analysis of the Bulk Energy Forms

A form of energy for the Mooney-Rivlin model has been choosen, but the bulk energy can have

different forms. Here these different forms of energy have been discussed in the following:

(2.73) Ψ1 = J−1− ln J

(2.74) Ψ2 = (J−1− ln J)2

(2.75) Ψ3 = J2 −1−2ln J

These three different forms of the bulk energy can be shown qualititatively in Figure 2.9. All

0 1 2 3 4 5
J

0

5

10

15

20

Ps
y

Energy
J - 1 - ln(J)
(J - 1 - ln(J))^2
J^2 - 1 - 2ln(J)

Figure 2.9: Three different bulk energy models variation with respect to the compression index

energy form are suitable up to now, as they are all infinity in zero and minimum equal zero when

we have no deformation(J = 1) and infinity when J goes to infinity. The first derivative of the bulk

energy forms are as the following:

(2.76)
∂Ψ1

∂J
= 1− 1

J

(2.77)
∂Ψ2

∂J
= 2(J−1− ln J)(1− 1

J
)

(2.78)
∂Ψ3

∂J
= 2(J− 1

J
)
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Figure 2.10: First derivative of three different bulk energy models variation with respect to the
compression index

First derivative of these three different forms of the bulk energy can be shown qualititatively in

(Figure 2.10.)

The first derivative of energy is related to stress. It is evident that for the first energy model, the

stress is limited in infinity. It means that there is no solution for stress applied more than the

limited value; in other words, “J” is equal to infinity for such stress.

(2.79)
∂2Ψ1

∂J2 = 1
J2

(2.80)
∂2Ψ2

∂J2 = 2
(
1− 1

J
− ln J

J2

)

(2.81)
∂2Ψ3

∂J2 = 2
(
1+ 1

J2

)
Second derivative of these three different forms of the bulk energy can be shown qualititatively

in (Figure 2.11.)

The second energy, which shows the stiffness coefficient, is zero at rest position, which is not

proper, and also the first one has the stiffness equal to zero in the infinity, which is not meaningful

either.

2.2.3.4 Nonlinearity of the Rivlin Cube

After pulling the Rivlin cube with specific pressure, the minus pressure can be applied to the

deformed cube to illustrate the model non-linearity. For example, if the extension with calue
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Figure 2.11: Second derivative of three different bulk energy models variation with respect to the
compression index

of P = 0.2 MPa can be applied in the x-direction to a cube with dimension 10, it leads to the

following configuration:

(2.82) X1=


11.9575926911927

9.58610080999857

9.58610080999857


And by applying the minus value of the last applied pressure P = −0.2 MPa on the above

configuration, it leads to the following configuration:

(2.83) X2=


10.6963257156302

9.93319594415821

9.93319594415821


Which is not the same configuration we started with.

2.3 Inverse Problem

This kind of problem is the most important one is very applicable in biomechanics as there are

many problems that the unloaded configuration or material parameter is not known, or it can be

the combination of these two. What are know in these kinds of problems are the applied force and

some measured deformed configuration. So, it is needed as many data points as the unknown

parameters. These parameters can be material parameters or the undeformed configuration,

which depends on the coordinates. In the following, all cases of the mentioned materials will be

discussed.
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The golden point which will be presented in the following is that besides the material parameter

estimation, only one additional data point is needed for estimation of the unloaded configuration.

2.3.1 Methods for Minimizing a Cost Function

2.3.1.1 Gradient Free Method (CMA)

This method is the least efficient method for finding a minimum for the cost function. It does

check different parameters in a specific domain and find the least value of the cost function

corresponding to the guessed parameters values. CMA2 algorithm has been used for minimizing

the cost function by this method.

2.3.1.2 Newton Solver

For the hyperelastic model the stress tensor σ(λ) should be equal to the applied pressure P, but

as an initial guess like λ0 we have a residual which is the difference between the stress tensor

and the applied pressure vector:

(2.84) R0 =σ(λ0)−P

In the above equation, σ and P are defined as below:

(2.85) σ=


σ11

σ22

σ33



(2.86) P =


P1

P2

P3


And:

(2.87) R0 =


σ11 −P1

σ22 −P2

σ33 −P3


By writing Taylor expansion around λ0, the updated law can be obtained.

(2.88) σ(λ0 +∆λ)≈σ(λ0)+ ∂σ

∂λ
(λ0) ·∆λ

As the following equation exists:

(2.89) σ(λ0 +∆λ)= P
2Covariance Matrix Adaptation Evolution Strategy
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So, the update law would be like Equation (2.90)

(2.90) ∆λ0 =
P −σ(λ0)
∂σ

∂λ
(λ0)

=−Jac−1 ·R0

In which Jac is Jacobian matrix of σ:

(2.91) Jac = ∂σ

∂λ

What has been done here is that the cost function should be minimized, which means that its

gradient should become zero. So, the Newton method has been done on the derivative of the cost

function.

2.3.1.3 Gradient Descent Method

This method is somehow a more straightforward Newton solver, which converges after some steps

to the minimum cost function. It can be described as below:

(2.92) xn+1 = xn −γn∇F(xn)

In which γn can be described as:

(2.93) γn =
∣∣(xn − xn−1)T [∇F(xn)−∇F(xn−1)]

∣∣
||∇F(xn)−∇F(xn−1)||2

In this paper γ0 has been considered as 1.

2.3.2 Methods for Computing Gradients and Hessians

So far, different cost functions for the different inverse problems have been suggested, and a

common characteristic between them is the convexity of the cost function near the exact value

of material parameters or zero with normalized parameters. The existence of a solution for

parameters depends on the convexity of the cost function near the solution. So, criteria to chase

the behavior of the cost function.

2.3.2.1 Finite difference approximation

The cost function behavior can be predicted by obtaining the gradient or Hessian matrix, and the

cost function eigenvalues on the convex point. This can be done numerically and analytically in

general. Here it is shown that the gradient of some cost functions numerically can be obtained,

with finite difference method.

Two things are calculable here. One is the gradient of the cost function on each point, which is
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applicable for solving the Newton method. Most of the time, the cost function is complicated,

that the gradient can not be calculated analytically. So, it is needed to calculate it numerically.

The numerical gradient of the cost function J with two parameters in a specified point θ can be

determined below:

(2.94) Grad(J(θ))=
 J( h

2 ,0)−J( −h
2 ,0)

h
J(0, h

2 )−J(0, −h
2 )

h


An for a cost function with three parameters (like a nonlinear spring) it would be:

(2.95) Grad(J(θ))=


J( h

2 ,0,0)−J( −h
2 ,0,0)

h
J(0, h

2 ,0)−J(0, −h
2 ,0)

h
J(0,0, h

2 )−J(0,0, −h
2 )

h


One crucial point here is the existence of a minimum for the cost function. The existence of the

minimum can be recognized by Hessian matrix. Hessian matrix can be calculated as below:

H( f )=



∂2 f
∂x2

1

∂2 f
∂x1∂x2

· · · ∂2 f
∂x1∂xn

∂2 f
∂x2∂x1

∂2 f
∂x2

2
· · · ∂2 f

∂x2∂xn

...
...

. . .
...

∂2 f
∂xn∂x1

∂2 f
∂xn∂x2

· · · ∂2 f
∂x2

n


In which the second derivative would be obtained numerically:

(2.96)
∂2 f

∂x1∂x2
= f (h,h)− f (0,h)− f (h,0)+h(0,0))

h2

In which h value supposed a minimal value like 10−6.

2.3.2.2 The Adjoint Method

The most important thing we need, is the derivative of the cost function- which can be defined as

below- with respect to the unknown parameter:

(2.97) J (θ)=
∫
Ω

j(uθ)+ β

2
||θ−θ0||2

In which j(θ) can be as an instant:

(2.98) j(uθ)= (
u−umes)

For obtaining the derivative of the cost function with respect to the parameter we would define

the "adjoint problem":

(2.99) Ĵ(θ,u)=
∫
Ω

j(u)+ β

2
||θ−θ0||2
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In which u is supposed independant to θ. And here Lagrangian is defined as:

(2.100) L(θ,u,λ)= Ĵ(θ,u)+Wint(u,λ)−Wext(λ)

By doing the finite differentiation with respect to variables:

(2.101) δuL ·u∗ = δu Ĵ ·u∗+Wint(u∗,λ)= 0

(2.102) δλL ·λ∗ =Wint(u,λ∗)−Wext(λ∗)= 0

There is:

(2.103) δuL ·u∗ = δu J ·u∗

As a conclusion:

(2.104) L(θ,u,λ)= Ĵ(θ,u)= J(θ)

(2.105)
∂J
∂θ

·θ∗ = ∂L
∂θ

·θ∗+ ∂L
∂u

∂u
∂θ

·θ∗

As a result:

(2.106)
∂J
∂θ

= ∂L
∂θ

(θ,u,λ)

2.3.2.3 Linear Spring

The cost function for solving the inverse problem of the spring can be written as below as

mentioned before:

(2.107) J(K)= 1
2

(
uK −umes)2

For this simple problem, the derivative of the cost function concerning the material parameter

can be obtained easily:

(2.108)
∂J
∂K

= ∂J
∂u

∂u
∂K

=−(uK −umes)
F

K2

As in the linear spring u = F
K +u0. However, by implementing the mentioned method, the

adjoint problem can be defined for that:

(2.109) Ĵ = 1
2

(
u−umes)2

So, Lagrangian can be written as:

(2.110) L = 1
2

(
u−umes)+λ (K(u−u0)−F)
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Like the last part, it can be written as below:

(2.111) δu Ĵ ·u∗ =−Wint(u∗,λ)

Which means:

(2.112) λKu∗+ (u−umes)u∗ = 0

And from the equation (2.102):

(2.113) u = F
K

+u0

As a conclusion:

(2.114) λ= −(u−umes)
K

And the derivative of the Lagrangian with respect to the material parameter:

(2.115)
∂L
∂K

=λ(u−u0)

So from the equations (2.114) and (2.115) the gradient of the cost function with respect to the

material parameter can be obtained:

(2.116)
∂J
∂K

= −(u−umes)F
K2

2.3.2.4 Linear Elasticity

The same problem for the linear elasticity problem in continuum mechanics can be solved. In the

linear elasticity the Hooke’s law is as below:

(2.117) σ= 2µε+λtr(ε)I

Here the virtual work of the internal and external forces can be defined as below:

(2.118) Wint(u,u∗)=
∫
Ω
ε(u) : C : ε(u∗)

(2.119) Wext(u∗)=
∫
∂Ω

F ·u∗+
∫
Ω

f ·u∗

By assuming Wint =Wext can obtain the strong form of the equations:

(2.120) div σ+ f = 0, in Ω

(2.121) σ ·n = F, on ∂Ω
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(2.122) σ= C : ε(u), in Ω

For such a material, two material parameters exist, which are µ and λ. So, two data points are

needed:

(2.123) J(µ,λ)=
∫
Ω

1
2
||εµ,λ

1 −εmes
1 ||2 + 1

2
||εµ,λ

2 −εmes
2 ||2

The adjoint problem can be defined by defining Ĵ

(2.124) Ĵi(ε)=
∫
Ω

1
2
||εi −εmes

i ||2

And Lagrangian is;

(2.125) L i(µ,λ,ε,Λ)= Ĵi +
∫
Ω
σ : ε(Λ)−

∫
∂Ω

F ·Λ−
∫
Ω

fΛ

(2.126) L i(µ,λ,ε,Λ)=
∫
Ω

1
2
||εi −εmes

i ||2 +
∫
Ω
σ : ε(Λ)−

∫
∂Ω

Fmes ·Λ−
∫
Ω

f mesΛ

(2.127) δεL i ·ε∗ =
∫
Ω
ε∗||ε−εmes||+

∫
Ω
σ : ε∗(Λ)= 0

The above equation is true of every ε∗. So:

(2.128)
∫
Ω
ε∗||ε−εmes|| = −

∫
Ω
σ : ε∗(λ)

And

(2.129) δΛL i ·Λ∗ =
∫
Ω
σ : ε(Λ∗)−

∫
∂Ω

F ·Λ∗−
∫
Ω

fΛ∗ = 0

So:

(2.130)
∫
Ω
σ : ε(Λ∗)=

∫
∂Ω

F ·Λ∗+
∫
Ω

fΛ∗

And derivative of the Lagrangian

(2.131) δλL i ·λ∗ =
∫
Ω
λ∗

(
tr(ε)I

)
ε

(2.132) δµL i ·µ∗ =
∫
Ω
µ∗(ε)ε

At the end:

(2.133) δλJ = δλL1 +δλL2

(2.134) δµJ = δµL1 +δµL2
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2.3.3 Unloaded Configuration Estimation

2.3.3.1 Linear Spring

Suppose the known parameters are the deformed length of the spring, applied force, and the

stiffness coefficient, but the spring undeformed length is unknown. There is one unknown here,

and the undeformed length of the spring can be estimated as the following equation:

(2.135) uundef = ude f − F
E

2.3.3.2 Rivlin Cube

The inverse problem for the Rivlin cube for obtaining the unloaded configuration is such that the

applied force and a loaded configuration are known, and the unloaded configuration is the goal.

The applied force can be supposed as below:

(2.136) F =


F1 0 0

0 F2 0

0 0 F3


And the deformed configuration is supposed is below:

(2.137) X1=


X

Y

Z


While X = λ1x, Y = λ2 y and Z = λ3z. So, for finding the undeformed configuration x, y and z,

three equations needed to be solved for finding the unloaded configuration:

(2.138) F1 =λ1x

(2.139) F2 =λ2 y

(2.140) F3 =λ3z

Saint Venant-Kirchoff is not a good model. To show this fact, the displacement control test was

done, and the results, as shown in (Figure 2.12) is that when applying the displacement change

in the x-direction, the pressure in the x direction is limited. This means that we cannot have any

solution for the displacement when we apply a pressure beyond that limit. This shows that the

Saint Venant-Kirchhoff model is not good as when the cube is compressed, it will become less

stiff, and it would be easier to compress the cube. The other test is applying pressure on the Saint

Venant-Kirchhoff Cube in the equitriaxial direction. It means that there is the same pressure in

all directions. Another test can be done on this cube, which is controlling the displacement. The

λi is changing during this test, and the variation of the pressure is visible in (Figure 2.12)

29



CHAPTER 2. COMBINED ESTIMATION OF MATERIAL PARAMETERS AND UNLOADED
CONFIGURATIONS

0.2 0.4 0.6 0.8 1.0
lambda

3.0

2.5

2.0

1.5

1.0

0.5

0.0

P

Px
Py
Pz

(a) Variation of Pi

0.2 0.4 0.6 0.8 1.0
lambda

0.8

0.6

0.4

0.2

0.0

ep
sil

on

epsilon_x
epsilon_y
epsilon_z

(b) Variation of εi

Figure 2.12: The variation of the pressure and displacement with respect to the lambda for the
compressible Saint Venant-Kirchhoff model

2.3.4 Material Parameter Estimation

2.3.4.1 Linear Spring

There is another kind of problem in which the deformed and undeformed configuration is known

while the material property, like the stiffness coefficient here, is unknown, which can be obtained

by the Equation (2.141).

(2.141) E = F
udef −uundef

This simple problem can be solved by minimizing the cost function as defined in the Equa-

tion (2.142).

(2.142) J(E)= 1
2

(
ude f −umes)2(

umes2)2

umes is what is known from the measurement and:

(2.143) udef = F
E

+uundef

In Equation (2.143), F and uundef are known. The minimization of this function is done by

assuming uundef = 0.1 mm, ude f = 0.2 mm and applied force F = 1 N. This minimization can be

done by hand quickly, but CMA is used here to validate the data. The result of the minimization

by CMA is shown in Figure 2.13.

Figure 2.13 shows the minimization of the cost function for the linear spring for finding the

stiffness coefficient. CMA code has done lots of attempts for the given domain to find a minimum

for the cost function.
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Figure 2.13: Minimizing the cost function (J(E)) by CMA code for the linear spring.

2.3.4.2 Rivlin Cube

As mentioned in section 2.2.3.1, in the Saint Venant-Kirchhoff model, there are two material

parameters λ and µ. In solving the inverse problem for the material parameters, it is needed two

equations.

An analytical solution is presented when an equitriaxial pressure is applied on the cube with

the Saint Venant-Kirchhoff model. In this specific condition: λ1 = λ2 = λ3 = λ0. So, the relation

between λ and the applied pressure, can be obtained as below:

(2.144) λ= P +
√

P2 + (3λ0 +µ)(3+2µ)
(3λ0 +µ)

By applying different pressures, the variation of λ with respect to the applied pressure can be

plotted as Figure 2.14. For incompressible materialS:

(2.145) Σ= ∂Ψ

∂E
=λ(trE)+2µE−γJC−1

for the incompressible materials, J = 1, so:

(2.146) λ3 = 1
λ1λ2

(2.147) σxx =
λ2

1[(λ+2µ)λ2
1 +λ(λ2

2 + 1
λ2

1λ
2
1
)−3−2µ

2
− γ

λ2
1

(2.148) σyy =
λ2

2[(λ+2µ)λ2
2 +λ(λ2

1 + 1
λ2

1λ
2
2
)−3−2µ

2
− γ

λ2
2
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Figure 2.14: The variation of λ in Saint-Venant Kirchhoff model with respect to the applied
equitriaxial pressure applied on Rivlin Cube
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Figure 2.15: The variation of Rivlin cube configuration and stress with respect to applied axial
pressure for the incompressible Saint-Venant Kirchhoff model

(2.149) σzz =
[(λ+2µ) 1

λ2
1λ

2
2
+λ(λ2

1 +λ2
2)−3−2µ

2λ2
1λ

2
2

−γλ2
1λ

2
2

The previous tests on the compressible material are also done on the incompressible material.

The results for the applied force in the x-direction is Figure 2.15. For the equitriaxial applied

force, the results are as Figure 2.16.

There are two unknowns as the parameters of this model, like µ and λ. So, two data points
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Figure 2.16: The variation of Rivlin cube configuration and stress with respect to applied equitri-
axial pressure for the incompressible Saint-Venant Kirchhoff model

are needed to minimize this cost function.

(2.150) J = 1
2

{[
X1 − X mes

1
]2[

X mes
1

]2 +
[
X2 − X mes

2
]2[

X mes
2

]2

}

In which X mes
i is the measured configuration, and X i is the calculated configuration. The problem

here is obtaining the calculated configuration. Supposing the relation below, which was discussed

before:

(2.151) σ= (2µ(b− I)+2λ(ICb−b2 −2I))/J+2κ(J−1/J)C−1

As here the matrix C contains λ1, λ2 and λ3, beside the forces applied on the cube, there are

three equations to solve:

(2.152) σx = Px

(2.153) σy = Py

(2.154) σz = Pz

From the above equations, λ1, λ2 and λ3 would be obtained with respect to µ and λ. So, now

the cost function is only a function of µ and λ, which should be minimized. In section 1.5, it is

explained how to minimize the cost function. For the Mooney-Rivlin model, the cost function

concerning the dimensionless variables is shown in Figure 2.17, and the minimization of each

parameter is shown in Figure 2.18.
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Figure 2.17: Minimization of Mooney-Rivlin cube cost function with respect to re-scaled material
parameters λ and µ.

2.3.5 Combined Estimation of the Unloaded Configuration and Material
Parameters

2.3.5.1 Linear Spring

The more important problem is when the undeformed length or the stiffness of the spring is not

known. This problem importance is that because it is a classic problem in biomechanics where

the unloaded configuration and the material parameters are unknown most of the time. In this

problem, the known data are the deformed configuration and the applied force, but as there are

two unknowns: the undeformed configuration and the stiffness coefficient, two sets of data points

are needed.

(2.155) E(umes
1 −uundef )= Fmes

1

(2.156) E(umes
2 −uundef )= Fmes

2
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Figure 2.18: Minimization of Mooney-Rivlin cube cost function with respect to re-scaled material
parameters λ and µ.

From the above equations E and uundef can be obtained.

(2.157) E = Fmes
2 −Fmes

1

umes
2 −umes

1

And

(2.158) uundef = umes
1 − Fmes

1

Fmes
2 −Fmes

1
(umes

2 −umes
1 )

Now a problem can be defined and solved with two different approaches. Supposing u1 = 0.2 mm

and F1 = 1 N and another data point as u2 = 0.22 mm and F2 = 1.2 N, here there are two

equations and two unknowns. With the above equations:

(2.159) E = 10

(2.160) uundef = 0.1

Of course, this problem is easy enough to be solved by hand, but CMA optimizer can be used for

validation such that it minimizes J concerning E and uundef , which is defined as Equation (2.161).

(2.161) J(E,uundef )= 1
2

((
U1 −umes

1
)2

umes
1

2 +
(
U2 −umes

2
)2

umes
2

2

)

(2.162) U1 = F1

E
+uundef

(2.163) U2 = F2

E
+uundef
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This cost function can be shown qualitatively as Figure 2.19.By having this function in the 3D

medium, a good concept can be obtained. The sensitivity of the cost function concerning these

parameters is different. So, the cost function is plotted concerning the dimensionless parameters

as below:

(2.164) J(Ẽ, ũundef )= 1
2u2

1

(Fmes
1

E
+uundef −umes

1

)
+ 1

2u2
2

(Fmes
2

E
+uundef −umes

2

)
Such that:

(2.165) E = (1+ Ẽ)Ē

(2.166) uundef = (1+ ũundef )ūundef

The CMA code minimizes the mentioned J concerning the difference between the calculated and

measured stiffness coefficient and calculated and measured undeformed length. The result is

shown in the Figure 2.20

For solving the inverse problem for the material parameter and the unloaded configuration,

the cost function has to parameters as Figure 2.19. This cost function has a different sensitivity

to its variables. The sensitivity can be normalized by changing the variables:

(2.167) E = (1+ Ẽ)Ē

(2.168) uundef = (1+ ũundef )ūundef

The two-dimensional minimization is shown from each intersection near the minimum configu-

ration in Figure 2.19 and is compared with the results of the CMA code.

2.3.5.2 Rivlin Cube

Here we have the last two unknown parameters plus three new ones like λ1, λ2, and λ3. One

data point is needed for estimating the unloaded configuration, and one more is needed for the

material parameter estimation as the problem dimension is more than the material problem

parameters. So our cost function has five unknowns. The difference between this part and section

1.4.2.2 in which the problem was only the material parameters; here, the cost function has five

parameters to minimize. The result of minimization of the cost function with five data points is

presented in Figure 2.21. In each graph, the cost function minimization is shown concerning the

mentioned parameter.

(2.169) J = 1
2

{[
X1 − X mes

1
]2[

X mes
1

]2 +
[
X2 − X mes

2
]2[

X mes
2

]2 +
[
X3 − X mes

3
]2[

X mes
3

]2 +
[
X4 − X mes

4
]2[

X mes
4

]2 +
[
X5 − X mes

5
]2[

X mes
5

]2

}
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Figure 2.19: Linear spring cost function minimization with respect to the re-scaled parameters of
the unloaded configuration and Young modulus

2.3.5.3 Tube

For the tube problem, the young modulus exists as the material parameter and the unloaded

configuration. There are some time steps, which are the configurations of the tube for different

values of the inner pressure. In Figure 2.2 the first and the last time step has been shown.

The tube studied here has a young modulus as its material parameter and n-dimensional

coordinates. There are a side of material parameters and an aspect of the unloaded configuration

in an inverse problem. For the unloaded configuration, each loaded measured configuration

creates as many equations as it is needed to obtain the unloaded configuration.

The material parameter depends on the dimension of the problem. So, suppose the coordinates of

the problem are more than the material parameters. In that case, one data point of the measured

coordinates creates as many equations as needed to obtain the material parameters.

The unloaded configuration material parameter estimation for the tube has been solved with

three different methods. These methods differ in the minimization of the cost function. The first
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Figure 2.20: Minimization of the cost of the linear spring with respect to two parameters of the
unloaded configuration and stiffness coefficient
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Figure 2.21: Minimization of Mooney-Rivlin cube cost function with respect to re-scaled material
parameters λ and µ and unloaded configuration parameters.
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Figure 2.22: Tube cost function minimization for the unloaded configuration and material param-
eter estimation via CMA code.
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Figure 2.23: Tube cost function minimization for the unloaded configuration and material param-
eter estimation via Newton method.

model presented in Figure 2.22 is the least efficient one. This has been optimized with CMA code,

and the minimization takes between 40 to 50 iterations.

Figure 2.23 and Figure 2.24 show the Newton solver for minimizing the cost function and Gradi-

ent Descent solver, respectively. These two methods take almost equal iterations to solve, and

both around 10. It is needed to solve the inverse problem for Gradient Descent twice in each

iteration and for Newton solver three times. So, the newton solver takes 1.5-time iterations of the

Gradient Descent method. Notably, choosing the first step convergence coefficient γ1 may also

affect the overall steps.

The notable point about the Newton solver and Gradient Descent is that the error cannot be
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Figure 2.24: Tube cost function minimization for the unloaded configuration and material param-
eter estimation via gradient descent method.

smaller than a value. This fact is because of using numerical gradient. In these methods, there is

the unloaded configuration error, and by choosing small values of h, the gradient can be affected

by the error of the unloaded configuration tolerance.

2.4 Finite Differences Approximation of the Derivative and
Hessian Matrix

2.4.1 Computing the Gradient of Some Functions

Here there are the numerical gradient and Hessian matrix of some cost functions near their

minimum, which were used in the last sections, which are calculated with finite differences.

The cost functions defined before had as many as terms as unknown parameters. In the next

section, the identifiability of the parameters is discussed. It is shown that for cost functions that

had fewer terms as needed to identify parameters, the eigenvalues would not be positive, which

means that the cost function does not have at that point.

2.4.1.1 Linear Spring

For minimizing the cost function for the linear spring with unknown unloaded configuration,

Equation (2.161) was proposed. The young modulus and the unloaded configuration can be

determined by minimizing the mentioned cost function. So, the gradient of mentioned cost

function near the solution can be determined with a finite difference:

(2.170) Grad(J(E,uundef ))=
[
−0.054

3.6

]
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And Hessian matrix near this point:

(2.171) H(J(E,uundef ))=
[

0.109 −0.060

−0.060 4.0

]

The Hessian matrix eigenvalues are 0.108 and 4.0, which are positive, which means that the

function has a minimum in the solution neighborhood. If the cost function be assumed as

equation (2.172)

(2.172) J(E,uundef )= 1
2

(
U1 −umes

1
)2

umes
1

2

There is one less data point than it is needed to determine all the parameters needed. So, probably

the cost function would not have a minimum near the solution. In this condition, the Hessian

matrix would be as equation 2.173

(2.173) H(J(E,uundef ))=
[

0.036 −0.020

−0.020 2.0

]

For the mentioned Hessian matrix, eigenvalues would be -0.018 and 1.8, which means that the

function does not have a minimum near the solution.

2.4.1.2 Non-linear Spring

The cost function for determining the unloaded configuration and two material parameters for

the non-linear spring, as discussed before is as below:

(2.174) J(E0,ε1,uundef )= 1
2

((
U1 −umes

1
)2

umes
1

2 +
(
U2 −umes

2
)2

umes
2

2 +
(
U3 −umes

3
)2

umes
3

2

)

The young modulus and the unloaded configuration can be determined by minimizing the

mentioned cost function. So, the gradient of the mentioned cost function near the solution can be

determined with a finite difference:

(2.175) Grad(J(E0,ε1,uundef ))=


3.00∗10−6

3.87∗10−5

3.22∗10−7


And Hessian matrix near this point:

(2.176) H(J(E,uundef ))=


6. −19.0 −1.70

−19.0 77.50 3.85

−1.70 3.85 0.64


41



CHAPTER 2. COMBINED ESTIMATION OF MATERIAL PARAMETERS AND UNLOADED
CONFIGURATIONS

The eigenvalues of the Hessian matrix are 82.44, 1.68 and 0.00208 which are positive and this

means that the function has a minimum in the neighborhood of the solution.

If the cost function is assumed as below:

(2.177) J(E0,ε1,uundef )= 1
2

((
U1 −umes

1
)2

umes
1

2 +
(
U2 −umes

2
)2

umes
2

2

)

There is one less data point than it is needed to determine all the parameters needed. So, probably

the cost function would not have a minimum near the solution. In this condition, the Hessian

matrix would be as below.

(2.178) H(J(E0,ε1,uundef ))=


2.0 −11 −0.2

−11 60.50 1.10

−0.2 1.1 0.02


For the mentioned Hessian matrix, eigenvalues would be 62.5, 1.37∗10−5, and −1.94∗10−7,

which means that the function does not have a minimum near the solution.

2.4.1.3 Rivlin Cube

The cost function for determining the unloaded configuration and two material parameters µ and

λ for the non-linear spring, as discussed before, is as below:

(2.179) J(µ,λ)= 1
2

(
(X1(0)− X1(0)mes)2

X1(0)mes2 + (X1(1)− X1(1)mes)2

X1(1)mes2

)

µ and λ can be determined by minimizing the mentioned cost function. So, the gradient of the

mentioned cost function near the solution can be determined with a finite difference:

(2.180) Grad(J(µ,λ))=
[

8.81∗10−9

3.81∗10−7

]

And Hessian matrix near this point:

(2.181) H(J(µ,λ))=
[

0.018 −0.072

−0.072 0.76

]

The eigenvalues of the Hessian matrix are 0.0107 and 0.769 which are positive, and this means

that the function has a minimum in the neighborhood of the solution.

If the cost function is assumed as below:

(2.182) J(µ,λ)= 1
2

(
(X1(0)− X1(0)mes)2

X1(0)mes2

)
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2.4. FINITE DIFFERENCES APPROXIMATION OF THE DERIVATIVE AND HESSIAN
MATRIX

There is one less data point than is needed to determine all the parameters needed. So,

probably the cost function would not have a minimum near the solution. In this condition, the

Hessian matrix would be as below.

(2.183) H(J(µ,λ))=
[

0.001 0.017

0.017 0.27

]

For the mentioned Hessian matrix, eigenvalues would be −2.73∗10−1 and −3.11∗10−9, which

means that the function does not have a minimum near the solution.
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3
LUNG MECHANICAL MODELING

3.1 Introduction

This section is more applied compared to what has been discussed before. There are some steps

for modeling the lung and thorax and obtaining the displacement field between the exhalation

and inhalation processes. The problem’s input is the CT images of a person during the patient’s

inhalation and exhalation process. By these images, a 3D model can be simulated.

3.1.1 Lung Mesh

For starting this procedure, we would need some raw data. There are two sets of data: the raw

CT images captured from the patients in the respiration process and the mask images obtained

from the mentioned images.

This step should be done by MeVisLab software, where we insert the raw images plus the mask

images, which should become inverse and modify to be compatible with the CT images. By doing

so, lung surface mesh would be available as Figure 3.1.

The image mentioned above is the lung surface mesh, which needed to be transformed into a

3D mesh with which it is possible to extract the nodes’ displacement field. The 3D mesh will be

achieved by GMSH software. Furthermore, in the end, a 3D mesh as Figure 3.2 is available.

3.1.2 Thorax Mesh

The same process should be done for the thorax, but it is different from the lung mesh. For

the thorax surface mesh, contours should be inserted in the CT images, and by processing it in

MeVisLab, the 3D mesh would be created. Contours created in MeVisLab are shown in Figure 3.3.

The surface mesh obtained from the GMSH software is Figure 3.4
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CHAPTER 3. LUNG MECHANICAL MODELING

Figure 3.1: Lung surface mesh obtained in MeVisLab

The same process would be repeated for obtaining the 3D mesh, and Figure 3.5 shows the 3D

mesh created by GMSH.

3.1.3 Lung Porosity

One of the steps to find the lung displacement field from exhalation to inhalation is finding the

lung porosity, as the lung contains air and blood as fluid. This needs a two-step process; one is

done with Matlab and the other with Python.

The Matlab code’s output is an image with the ".vtk" format, which needed to be changed to a

".vti" format that occupies let space, and this would be done by Paraview software. In Figure 3.6

you can use a raw CT image and an image by considering the porosity.

This step’s importance is when the lung’s stiffness is needed, and it is evident that the lung is

not a uniform material, and there is porosity on it. As it is shown in Figure 3.6.

3.1.4 Thorax Displacement Field

We have the thorax mesh at the end of the exhalation and the end of the inhalation. What is

interesting here is how the thorax would deform between these two-time steps. first, the mask

images of the thorax with the output images of the MeVisLab and a developed code in Python;

the result would be a set of images with red color in the thorax area and blue color at rest as

Figure 3.8
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Figure 3.2: Lung 3D mesh obtained in GMSH from the surface mesh

Figure 3.3: Lung CT images in three different angles
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Figure 3.4: Thorax surface mesh obtained in MeVisLab

Figure 3.5: Thorax 3D mesh obtained in GMSH
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3.1. INTRODUCTION

(a) Raw CT image (b) Image after considering porosity

Figure 3.6: CT image before and after porosity consideration

Figure 3.7: The right lung with different values of porosity. Blue color shows zero porosity and
red color show parts with porosity equal to one.
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(a) Thorax mask image in the XY
plane

(b) Thorax mask image in the XZ
plane

(c) Thorax mask image in the
YZ plane

Figure 3.8: Thorax mask images in three different angles

(a) Thorax mesh at the end of exhalation (b) Thorax mesh at the end of inhalation

Figure 3.9: Thorax displacement field from end of the exhalation process and end of the inhalation
process
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4
DISCUSSION AND ONGOING RESEARCH

There are two classical problems in biomechanics; one is estimating the unloaded configuration

of the problems in which only the loaded configuration and the loaded pressure is known, and the

other one is the kind of problems in which the unloaded configuration is known beside the loaded

configuration and applied force, but the material parameters are not known.

The uniqueness of our work is by combining the two above problems. It means that for problems

in which neither the unloaded configuration nor the material parameters are known, both can be

estimated if there are enough data points in the form of loaded configuration with corresponded

applied force.

The combined estimation of unloaded configuration and material parameter estimation needs

a few data points in different models. The golden point is that for estimating the unloaded

configuration, one data point is enough as it can produce as many as equation as is needed

for finding the unloaded configuration, and there is one data point for the material parameter

estimation if the dimension of the problem is more than the number of material parameters.

To continue this research, some steps can be improved in optimization. One is using statistical

tools for finding the global minimum of a specific cost function. Another one is regarding the

gradient of the cost function. In this research, the gradient has been obtained numerically via

finite-difference. Nevertheless, the goal of and following research is to obtain the gradient by

solving the adjoint problem.
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