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Abstract

With the growing number of published functional magnetic
resonance imaging (fMRI) studies, meta-analysis databases
and models have become an integral part of brain mapping
research. Coordinate-based meta-analysis (CBMA) databases
are built by automatically extracting both coordinates of re-
ported peak activations and term associations using natural
language processing (NLP) techniques. Solving term-based
queries on these databases make it possible to obtain sta-
tistical maps of the brain related to specific cognitive pro-
cesses. However, with tools like Neurosynth, only single-
term queries lead to statistically reliable results. When solv-
ing richer queries, too few studies from the database con-
tribute to the statistical estimations. We design a probabilis-
tic domain-specific language (DSL) standing on Datalog and
one of its probabilistic extensions, CP-Logic, for expressing
and solving rich logic-based queries. We encode a CBMA
database into a probabilistic program. Using the joint distri-
bution of its Bayesian network translation, we show that so-
lutions of queries on this program compute the right proba-
bility distributions of voxel activations. We explain how re-
cent lifted query processing algorithms make it possible to
scale to the size of large neuroimaging data, where state of
the art knowledge compilation (KC) techniques fail to solve
queries fast enough for practical applications. Finally, we in-
troduce a method for relating studies to terms probabilisti-
cally, leading to better solutions for conjunctive queries on
smaller databases. We demonstrate results for two-term con-
junctive queries, both on simulated meta-analysis databases
and on the widely-used Neurosynth database.

1 Introduction

The non-invasivity of functional magnetic resonance imag-
ing (fMRI) led it to dominate brain mapping research since
the early 1990s (Huettel, Song, and McCarthy 2008). In the
past three decades, tens of thousands of published studies ac-
quired and analysed fMRI signals to produce hypotheses on
the relationship between neural activity and cognitive pro-
cesses. Quickly, the idea of meta-analysing their reported ac-
tivations came to mind. Meta-analysis techniques from other
fields were adapted and applied to the specific case of neu-
roimaging studies. Soon, an ecosystem of coordinate-based
meta-analysis (CBMA) databases and tools was brought to
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life (e.g. Laird, Lancaster, and Fox 2005; Yarkoni et al.
2011) and became an integral part of brain mapping re-
search. CBMA databases contain both natural language pro-
cessing (NLP) features estimated from a corpus of studies,
and extracted coordinates of activation peaks reported by
studies. These tools are used to derive activation patterns
(e.g. Wager et al. 2013; Cole et al. 2012) or reveal mean-
ingful cognitive processes through reverse inference (e.g.
Smallwood and Schooler 2015; Seghier 2013; Chang et al.
2013; Andrews-Hanna, Smallwood, and Spreng 2014). With
them, researchers can define more robust regions of interest
supported by past literature.

Nonetheless, currently available tools are limited in the
complexity of queries that they can run against CBMA
databases. Term-based queries with Neurosynth (Yarkoni
et al. 2011) result in underpowered meta-analyses when
queries combine multiple terms of interest. This happens be-
cause the number of studies matching queries decreases with
their complexity. We believe that, with the right approach,
more could be wrung out of this type of data.

Recently, NeuroQuery (Dockès et al. 2020) made it pos-
sible to produce forward inference brain maps from unstruc-
tured text-based queries. They fit a semantic-smoothing ma-
trix to encode the relations between terms in their vocabu-
lary. They then fit a regularised linear model that statistically
maps ‘smoothed’ text features to brain locations. This makes
it possible to produce brain maps for underrepresented terms
(few studies exactly match the term). However, the defini-
tion of queries in NeuroQuery is distinct from the concept
of queries on databases and their semantics, of statistical
nature, is difficult to interpret. It is not possible to express
logic-based queries on CBMA databases with NeuroQuery.
The model is also not fitted to be integrated into a fully prob-
abilistic model that could combine meta-analysis with other
modalities, such as neuroanatomical and ontological knowl-
edge.

Since the 1970s, the computer science community has
been working on extending logic programming languages
(Roussel 1975; Gallaire and Minker 1978) with probabilis-
tic semantics to represent knowledge uncertainty inherent to
real-world data (reviewed by De Raedt and Kimmig 2015).
A wide variety of efficient approaches to answering ques-
tions (queries) from these programs were then proposed.
Domain-specific language (DSL) are not new to the neu-



roscience community. The White Matter Query Language
(WMQL) (Wassermann et al. 2013) was developed to help
experts formally describe white matter tracts in a near-to-
English syntax. To the best of our knowledge, applying these
techniques to the formulation and resolution of rich proba-
bilistic queries on CBMA databases has yet to be attempted.

Adopting a language-oriented programming (LOP) ap-
proach, we use probabilistic logic programming languages
to formulate and solve rich queries on CBMA databases.
This work fits into a broader project to design a DSL, coined
NeuroLang, to make it easy to express and test cognitive sci-
ence hypotheses that combine meta-analysis, neuroanatom-
ical and ontological knowledge. The work presented here
focuses on the probabilistic semantics of NeuroLang and
the resolution of CBMA queries.

Contributions of this work are three-fold. Firstly, we in-
vestigate the feasibility and technicalities of applying prob-
abilistic logic programming to CBMA-based brain mapping.
We propose a way to encode a CBMA database as a prob-
abilistic logic program based on CP-Logic (Vennekens, De-
necker, and Bruynooghe 2009) on which rich CBMA queries
can be answered. We translate this program to an equiva-
lent Bayesian network representation in order to show that
correct answers to probabilistic queries can be derived from
its factorised joint probability distribution. Secondly, we
explain how leveraging lifted query processing techniques
(Poole 2003; Braz, Amir, and Roth 2005; Dalvi and Suciu
2012) allows us to scale to the large size of neuroimag-
ing data at the voxel level. Thirdly, we propose a relaxed
modeling of TFIDF features to better encode the relation-
ship between terms and studies and show that fewer samples
are needed to solve two-term conjunctive queries than tradi-
tional approaches, on simulated and real CBMA databases.

2 Background

2.1 Term-based queries on CBMA databases

An example of term-based query formulated in plain English
is: “for each region of the brain, what is the probability that
studies associated with both terms insula and speech report
its activation?”. The result of term-based queries are used in
forward inference for obtaining a map of the brain related to
the terms of the query.

A CBMA database of N studies with a fixed vocabulary
of M terms can be represented as two matrices X ∈ R

N,M

and Y ∈ {0, 1}N,K, where Xij is a TFIDF feature mea-
sured for term j in study i and Yik = 1 if voxel k is reported
as activated in study i.1 In practice, Y is a sparse matrix be-
cause only a small proportion of voxels are reported within
a single study.

Forward inference brain maps are constructed from a
probabilistic model where binary random variables Ak and
Tj respectively model the activation of each voxel vk and
the association of studies to each term tj . P [Ak|Tj ] is the
probability that voxel k activates in studies associated with
the term j and P [Ak|Tinsula ∧ Tspeech] is the probability that

1A study reports coordinates of peak activations (called foci)
whose neighbouring voxels are considered to be reported as acti-
vated by the author(s) of the study.

voxel k activates in studies associated with both terms ‘in-
sula’ and ‘speech’.2

Neurosynth (Yarkoni et al. 2011) associates terms to stud-
ies by applying a threshold τ = 0.001 to TFIDF features X .
Forward inference maps are obtained by estimating, for each
voxel k,

P [Ak|Tj ] =

∑N

i=1 Yik1[Xij > τ ]
∑N

i=1 1[Xij > τ ]
(1)

Solving a query with a p-term conjunction,ϕ = T1∧· · ·∧Tp,
is done by estimating, for each voxel k,

P [Ak|ϕ] =

∑N

i=1 Yik1[min(Xi1, . . . ,Xip) > τ ]
∑N

i=1 1[min(Xi1, . . . ,Xip) > τ ]
(2)

As terms are added to this conjunction (and thus, complexity
to the query), the term 1[min(Xi1, . . . ,Xip) > τ ] goes to
zero for an increasing number of studies. Rapidly, obtaining
a meaningful brain map becomes infeasible due to statisti-
cally weak results. A different model that relaxes the hard
thresholding of TFIDF features is proposed in section 4.
Note that, solving a disjunction of two terms is done by re-
placing min with max, thereby requiring that only one of the
TFIDF features passes the threshold. The more terms are
added, the larger the number of studies that are included in
the estimation. In that case, statistical power is thus not an
issue.

2.2 Probabilistic logic programming

Before diving into how probabilistic logic programming can
be used to encode a CBMA database, we give a brief in-
troduction to those languages through the example of CP-
Logic. We also define the syntactic restrictions of the subset
of this language that we use in our DSL.

CP-Logic We use CP-Logic (Vennekens, Denecker, and
Bruynooghe 2009) as an intermediate representation in the
compilation of our DSL. In CP-Logic, programs contain
rules (also called CP-Events) of the form

(h1 : p1 ∨ · · · ∨ hn : pn)← ϕ (3)

where hi are head predicates, pi are probabilities such that
∑

i pi ≤ 1, and the rule’s body ϕ is a first-order logic for-
mula. All variables occurring in the head predicates hi must
also occur in ϕ. Such rules are interpreted as ‘ϕ being true
causes one of the atoms hi to be true’. Which hi becomes
true is drawn from the probability distribution defined by
probabilities pi.

Syntactic restrictions Only a subset of CP-Logic is nec-
essary to encode CBMA databases. We limit ourselves to
programs with rules that are:

• deterministic rules (h : 1)← ϕ, where ϕ is a conjunction
of predicates and h a predicate;

• or probabilistic rules whose body is ⊤ (always true),
which are probabilistic choices (if there is only one
choice, they are probabilistic facts).

Moreover, recursivity is not permitted in the program.

2We use P [Ak|Ti, Tj ] to denote P [Ak = 1|Ti = 1, Tj = 1].



3 Probabilistic CBMA databases

We now show how a CBMA database can be encoded as
a probabilistic logic program that can be translated to a
Bayesian network. Then, using the factorised joint probabil-
ity distribution of the network, we show that we obtain the
same solutions of queries described previously. Finally, we
describe our approach to solving queries on this program.
Mainly, we use lifted query processing strategies on proba-
bilistic databases.

3.1 Encoding a CBMA database as a probabilistic
logic program

The program of fig. 1 encodes a CBMA database. The uni-
form probabilistic choice on the SelectedStudy relation par-
titions the space of possible worlds such that each one cor-
responds to a particular study. VoxelReported and TermIn-
Study predicates encode matrices Y and X . We write the
program such that solving MARG tasks P [Activation(v)|ϕ],
where ϕ conjuncts and/or disjuncts TermAssociation(tj)
atoms, produces the probabilistic model of term-based
CBMA queries described in section 2.1. For instance, when
defining

ϕ = TermAssociation(insula) ∧ TermAssociation(speech)

P [Activation(v)|ϕ] is equivalent to the query
P [Ak|Tspeech ∧ Tinsula] described previously. We show
that in the next section.

3.2 Equivalence between the program of fig. 1
and the CBMA approach of section 2.1

To justify the design of the program in fig. 1, we trans-
late it to an equivalent Bayesian network representation us-
ing the algorithm proposed by Meert, Struyf, and Block-
eel (2008). The resulting Bayesian network is depicted in
fig. 2 using plate-notation. To simplify the notation, we use
Ak, Tn and Tm to denote random variables Activation(vk),
TermAssociation(tn), and TermAssociation(tm). From the
joint probability distribution defined by the Bayesian net-
work, it can be derived that

P[Ak, Tn, Tm] (4)

=

N
∑

i=1

P[cSS = i]P[cVR
ki = 1]P[cTIS

ni = 1]P[cTIS
mi = 1] (5)

=
1

N

N
∑

i=1

Yik1[Xin > τ ]1[Xim > τ ] (6)

and, similarly, that

P[Tn, Tm] =

N
∑

i=1

P[cSS = i]P[cTIS
ni = 1]P[cTIS

mi = 1] (7)

=
1

N

N
∑

i=1

1[Xin > τ ]1[Xim > τ ] (8)

From these two joint probability distributions, we use Bayes
law to derive the solution of the MARG task (as defined in

De Raedt and Kimmig 2015)

P[Ak|Tn, Tm] =
P[Ak, Tn, Tm]

P[Tn, Tm]
(9)

which gives the formula of eq. (2), for p = 2.
The same can be shown for disjunctive queries

P [Ak|Tn ∨ Tm] by summing the results of 3 two-term con-
junctive queries as follows

P [Ak|Tn ∨ Tm] = P [Ak|Tn, Tm] +

P [Ak|¬Tn, Tm] + P [Ak|Tn,¬Tm]
(10)

This confirms that the probabilistic program of fig. 1 is
sound, as solving queries on the program leads to the statis-
tical estimation described in the previous section.

3.3 Solving queries on probabilistic CBMA
databases

We now explore query resolution techniques that scale to the
size of large CBMA databases.

The estimation of a forward inference brain map for a
two-term conjunction corresponds to the MARG task

P [Activation(v)|TermAssociation(ti), TermAssociation(tj)]

We solve this task by defining two conjunctive queries (CQs)

Q1(v) = Activation(v), TermAssociation(ti), TermAssociation(tj)

Q2 = TermAssociation(ti), TermAssociation(tj)

such that
P[Q1(v)]

P[Q2]
solves the MARG task. The numerator

corresponds the joint probability of a voxel activation and
the association to the two terms. The denominator corre-
sponds to the joint probability of the associations to the two
terms.

Knowledge compilation (KC) approaches do not scale to
the size of neuroimaging data We implemented the pro-
gram of fig. 1 in ProbLog2 (Dries et al. 2015). We observed
that, when solving two-term conjunctive queries, ground-
ing and compiling the program to probabilistic sentential
decision diagrams (PSDDs) was intractable. This is due to
the very large number of voxels, terms and studies modeled
in the program. A brain is typically partitioned into a grid
of about 230,000 2mm3 voxels. On average, studies in the
Neurosynth database report 3165 voxel activatons. There are
14371 studies and 3228 terms in the database. We tried com-
piling our program manually to PSDDs (Kisa et al. 2014).
Despite our efforts, the resolution of queries was still too
slow to be practical for real-world applications.

Lifted query processing of unions of conjunctive queries
(UCQs) on probabilistic CBMA databases We leverage
theoretical results which have identified classes of queries
that lifted inference can solve in polynomial time. One major
result is the dichotomy theorem (proven in Dalvi and Suciu
2012) which provides a procedure for checking that UCQs
are liftable. This theorem is convenient because it guarantees
that any query such that the lifted processing rules can apply
is guaranteed to be solvable in PTIME. If the query is not
liftable, we resort to KC-based resolution techniques.



(TermInStudy(tj , si) : 1)← ⊤. ∀i ∈ N, ∀j ∈M,Xij > τ

(VoxelReported(vk, si) : 1)← ⊤. ∀i ∈ N, ∀k ∈ K,Yik = 1
(

N
∨

i=1

SelectedStudy(si) :
1

N

)

← ⊤.

(TermAssociation(t) : 1)← ∃s (TermInStudy(t, s) ∧ SelectedStudy(s)) .

(Activation(v) : 1)← ∃s (VoxelReported(v, s), SelectedStudy(s)) .

Figure 1: CP-Logic program encoding a probabilistic CBMA database. TermInStudy(t, s) models the presence of term t in study
s. VoxelReported(v, s) encodes whether voxel v was reported in study s. The large SelectedStudy uniform probabilistic choice
over studies makes each possible world correspond to a specific study. Activation(v) and TermAssociation(t) respectively model
the activation of voxel v and the association with term t. The SUCC query P [Activation(v)] gives the marginal probability of
activation of voxels over all studies. The MARG task P [Activation(t)|TermAssociation(insula)] results in a forward inference
map for the term insula.

.

Because the language does not have probabilistic clauses
and prevents recursivity, we can use its deterministic rules
to construct UCQs associated with a given SUCC task
P[ψ(x)], where ψ(x) is a conjunction of intensional, exten-
sional or probabilistic atoms.

This lifted approach makes it possible to solve conjunc-
tive queries in a few seconds. Extensional query plans (see
4.1 of Van den Broeck and Suciu 2017) are obtained and
evaluated to solve queries using a custom Python relational
algebra engine.

4 Relating terms and studies

probabilistically

The hard thresholding 1[x > τ ] of TFIDF features x pre-
sented in section 2.1 misses studies that could be relevant
to the resolution of queries. Because we are interested in
solving more complex queries, in this section we explore a
relaxation by introducing the soft-thresholding function

ω(x;α, τ) := σ (α(x − τ)) ∈ [0, 1] (11)

where σ is the logistic function and τ a threshold. As α in-
creases, ω(x;α, τ) converges towards the hard-thresholding
function 1[x > τ ]. With an appropriate α, a larger propor-
tion of studies is included in the calculation of P [Ak|ϕ],
giving better estimates on small databases. For example, re-
sults of two-term conjunctive P [Ak|T1 ∧ T2] and disjunctive

P [Ak|T1 ∨ T2] queries are estimated with

P [Ak|T1 ∧ T2] =

N
∑

i=1

Yikω (Xi1;α, τ)ω (Xi2;α, τ)

N
∑

i=1

ω (Xi1;α, τ)ω (Xi2;α, τ)

(12)

P [Ak|T1 ∨ T2] =

N
∑

i=1

Yik

(

1−
2
∏

j=1

(1− ω (Xij ;α, τ))
)

N
∑

i=1

(

1−
2
∏

j=1

(1− ω (Xij ;α, τ))
)

(13)

More generally, P [Ak|ϕ] can be estimated for first-order
logic formulas ϕ that blend conjunctions and disjunctions of
boolean random variables Tj, j ∈ 1, . . . ,M . For example, if
ϕ = (T1 ∨ T2) ∧ (T3 ∨ T4), we have

P [Ak|ϕ] =

N
∑

i=1

Yikf(Xi1,Xi2)f(Xi3,Xi4)

N
∑

i=1

f(Xi1,Xi2)f(Xi3,Xi4)

(14)

where f(x1, x2) = 1− (1− ω(x1;α, τ))(1 − ω(x2;α, τ)).
This modeling is implemented simply by integrating

ω(Xij ;α, τ) as the probabilities of probabilistic facts
TermInStudy(tj , si) in the program of fig. 1.

5 Experiments and results

We compare our method with Neurosynth’s on simulated
CBMA databases sampled from a generative model and on
the Neurosynth database. Using both models, we solve 55
different two-term conjunctive queries P [Ak|Ti ∧ Tj].

Gain of statistical power when solving two-term conjunc-
tive queries P [Ak|Ti ∧ Tj] on smaller simulated CBMA
databases We evaluate our method on simulated CBMA
databases obtained by sampling from the generative model
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cSS {0, . . . , N} ∀i ∈ {1, . . .N},P
[

cSS = i
]

= 1
N

SelectedStudy(si) {⊤,⊥} P
[

SelectedStudy(si) = ⊤
∣

∣cSS
]

= 1[cSS = i]

cTIS
ji {0, 1} P

[

cTIS
ji = 1

]

= ω(Xji;α, τ)

TermInStudy(si) {⊤,⊥} P
[

TermInStudy(si) = ⊤
∣

∣cTIS
]

= 1[cTIS = 1]

cVR
ki {0, 1} P

[

cVR
ki = 1

]

= Yki

VoxelReported(si) {⊤,⊥} P
[

VoxelReported(si) = ⊤
∣

∣cVR
]

= 1[cVR = 1]

Figure 2: Plate-notation representation of the Bayesian network translated from the program described in section 3. Each ground
atom in the program (e.g. TermInStudy(t2, s21)) becomes a binary random variable with a deterministic conditional probability
distribution (CPD). Specific AND nodes encode the conjunctions in the antecedent of the rules of the program. Choice random
variables cSS, cTIS

ji , cVR
ki represent probabilistic choices in the program.

of fig. 3. It provides the ground truth of which voxels ac-
tivate in studies matching a given query of interest. This
binary classification setting makes it possible to compare
models by measuring their ability to identify these activa-
tions for multiple sample sizes. We experimented multiple
numbers of voxels (K ∈ [100, 10000]). Preliminary results
showed that varying the number of voxels did not alter the
results. We report results forK = 1000 voxels, of which 5%
are activated in studies matching the query. Predicted voxel
activations are obtained by thresholding p-values computed
from each model’s estimation of P [Ak|ϕ] using a G-test
of independence. We use a p-value threshold of 0.01 and
a Bonferroni correction for multiple comparisons. Simula-
tion results for two-term conjunctive queries are presented
in fig. 4, where we compare our model’s and Neurosynth’s
F1 scores across 55 conjunctive queries. The F1 score mea-
sures the performance of a binary classifier by combining its
precision and recall into a single metric. We see the advan-
tage of our approach over Neurosynth’s for smaller gener-
ated samples where activations related to the query can be
identified more reliably. Multiple values of α in the range
[1000, 10000] were tried during our experiments. We ob-
served that the model is robust to variations of α. However
when α is too small or too large, the model tends to include
either too many (and irrelevant) or too few studies in the es-

Z
(i)
TFIDF = Z

(i)
TF × ZIDFZIDF

Z
(i)
TF ∼ σ (N (µ,Σ))

p
(i)
k = σ(βk · ZTFIDF)

βk
A

(i)
k ∼ B(pk) k ∈ V

i ∈ N

σ
logistic

B
bernoulli

N
gaussian

Figure 3: Model for generating CBMA databases of size

N . Z
(i)
TF models term frequencies in study i and follows a

logistic-normal distribution. ZIDF computes inverse docu-

ment frequencies from {Z
(i)
TF }i∈N . pk is the probability of

activation of voxel vk. Vectors βk are obtained from a rejec-
tion sampling scheme that controls the proportion of voxels
that activate when the query is verified. ZIDF, µ and Σ are
estimated from 4168 scrapped PubMed abstracts.



timation. We found that a sweet spot for α was around 3000
and report results for that value. Varyingα around 3000 does
not alter the results.

As expected, the proposed approach did not show an ad-
vantage over Neurosynth for solving two-term disjunctive
queries because they do not reduce the number of studies in-
corporated in the estimation of P [Ak|Ti ∨ Tj ], as detailed in
section 2.1.

Gain of activation consistency on a real CBMA database
We evaluate our method on the Neurosynth CBMA
database. Because we don’t have a ground truth of which
voxels activate for a given query, we resort to comparing
models based on the consistency of their predicted acti-
vations over many random sub-samples of the Neurosynth
database.

From predicted activation maps of K voxels obtained
from M sub-samples of a CBMA database, the consistency
for a two-term conjunctive formula ϕ is computed as

Cϕ :=
1

K

K
∑

k=1

(

1− 2×

∣

∣

∣

∣

∣

1

M

M
∑

m=1

ŷ
ϕ
mk −

1

2

∣

∣

∣

∣

∣

)

(15)

where ŷ
ϕ
mk = 1 if voxel k is predicted to be activated in

sub-sample m when formula ϕ is true. The closer to one,
the closer the average activation is to 0 or 1, which indicates
a higher consistency across sub-samples. The closer to zero,
the closer the average activation is to 0.5which indicates that
the predicted activations are highly variable across samples.

Results are reported in fig. 5, where the distribution of
consistencies across the same 55 conjunctive queries as in
section 5 are shown for multiple sample sizes. For the largest
sample sizes, consistency scores are closer to 1 with our
method than with Neurosynth’s. For a sample size of 2395
(chosen on a logarithmic scale), the average consistency of
our method was 0.48 while Neurosynth’s was 0.4 (+20%)
across samples and queries. For a sample size of 3856, we
notice a 10% improvement.

We did not show results for larger sample sizes due to
the computational cost of running the experiment on multi-
ple large sampled databasaes, for all the conjunctive queries.
Also, we were mainly interested in whether our approach
would be more consistent for smaller sample sizes. We ob-
served that the consistency between Neurosynth and our ap-
proach was similar when both models were estimated on
the entire database. This means that the proposed approach
is more consistent on smaller sample sizes but equivalently
consistent on larger sample sizes.

6 Conclusions

6.1 Contributions

This work is a step towards incorporating rich meta-analyses
in brain mapping models. We encode a CBMA database
as a probabilistic logic program on which general logic-
based queries can be solved. Leveraging results from lifted
query processing, we are able to scale the resolution algo-
rithms to the size of neuroimaging data. We experimented

a new method for solving two-term conjunctive queries us-
ing TFIDF features more efficiently than the hard thresh-
olding scheme used by Neurosynth. This is promising but
further investigation should be conducted to know whether
this method extends to queries that conjunct more terms or
queries that blend conjunctions and disjunctions. The pro-
posed method requires the same computational power than
Neurosynth.

6.2 Discussion and limitations

This work fits into a broader approach to design a domain-
specific language for expressing rich cognitive science hy-
potheses that combine neuroimaging data, neuroanatomical
probabilistic maps, ontologies and meta-analysis databases
to produce fine-grained brain maps supported by past lit-
erature and heterogeneous data. The flexible syntax of
the language makes it possible to express all kinds of
queries. P [TermAssociation(t)|ϕinsula ∨ ϕfMRI] is a reverse
inference query, where ϕinsula is a conjunction of logic pred-
icates Activation(vk) whose probabilities come from a neu-
roanatomical probabilistic map of the insula, and where
ϕfMRI is also a conjunction of predicates Activation(vk)
whose voxels vk are based on neuroimaging data coming
from a custom fMRI study. Reverse inferences attempts to
find the most related terms associated with a given pattern
of brain activations.

The current version of NeuroLang is limited in what it can
model, mainly due to the syntactic limitations on programs
and queries that we had to make in order to use lifted pro-
cessing strategies that scale to the size of CBMA data, as
was discussed in section 3.

Recursion would make it possible to integrate spatial pri-
ors to the model. For example, to give nearby voxels the in-
centive to coactivate, one could define the probabilistic rule

Activation(v1) : d(v1, v2)← Activation(v2) (16)

where d is the Euclidean distance measure between regions
of the brain, normalised to be in [0, 1].

The resolution of such queries remains a challenge both
in terms of methodology and tractability. Future progress in
the field of probabilistic programming languages could open
the door to other queries of interest to the cognitive science
community.
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