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Abstract

Linear two-timescale stochastic approximation (SA) scheme is an important class of algorithms
which has become popular in reinforcement learning (RL), particularly for the policy evaluation
problem. Recently, a number of works have been devoted to establishing the finite time analysis
of the scheme, especially under the Markovian (non-i.i.d.) noise settings that are ubiquitous in
practice. In this paper, we provide a finite-time analysis for linear two timescale SA. Our bounds
show that there is no discrepancy in the convergence rate between Markovian and martingale noise,
only the constants are affected by the mixing time of the Markov chain. With an appropriate step
size schedule, the transient term in the expected error bound is o(1/k°) and the steady-state term
is O(1/k), where ¢ > 1 and k is the iteration number. Furthermore, we present an asymptotic
expansion of the expected error with a matching lower bound of Q(1/k). A simple numerical
experiment is presented to support our theory.

Keywords: stochastic approximation, reinforcement learning, GTD learning, Markovian noise

1. Introduction

Since its introduction close to 70 years ago, the stochastic approximation (SA) scheme (Robbins
and Monro, 1951) has been a powerful tool for root finding when only noisy samples are available.
During the past two decades, considerable progresses in the practical and theoretical research of
SA have been made, see (Benaim, 1999; Kushner and Yin, 2003; Borkar, 2008) for an overview.
Among others, linear SA schemes are popular in reinforcement learning (RL) as they lead to policy
evaluation methods with linear function approximation, of particular importance is temporal differ-
ence (TD) learning (Sutton, 1988) for which finite time analysis has been reported in (Srikant and
Ying, 2019; Lakshminarayanan and Szepesvari, 2018; Bhandari et al., 2018; Dalal et al., 2018a).
The TD learning scheme based on classical (linear) SA is known to be inadequate for the off-
policy learning paradigms in RL, where data samples are drawn from a behavior policy different
from the policy being evaluated (Baird, 1995; Tsitsiklis and Van Roy, 1997). To circumvent this
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problem, Sutton et al. (2009a,b) have suggested to replace TD learning with the gradient TD (GTD)
method or the TD with gradient correction (TDC) method. These methods fall within the scope of
linear two-timescale SA scheme introduced by Borkar (1997):

Ori1 = O + Be{b1(Xps1) — A1 (Xpi1)0k — Ao (Xpr1)wr}, (1)
W1 = Wi + Y {bo(Xpy1) — Aot (Xpp1)0k — Ana(Xpp1)wp}. (2)

The above recursion involves two iterates, 0y € R, wy € R%, whose updates are coupled with
each other. In the above, b;(x), A;j(x) are measurable vector/matrix valued functions on X and
the random sequence (Xj)x>0, Xr € X forms an ergodic Markov chain. The scalars v, B >
0 are step sizes. The above SA scheme is said to have two timescales as the step sizes satisfy
limy 00 Br/7k < 1 such that wy, is updated at a faster timescale. In fact, wy is a ‘tracking’ term
which seeks solution to a linear system characterized by 6y.

The goal of this paper is to characterize the finite time expected error bound with improved
convergence rate for the two timescale SA (1),(2). The almost sure convergence of two timescale
SA have been established in (Borkar, 1997; Tadic, 2004, 2006; Borkar, 2008), among others; the
asymptotic convergence rates have been characterized in (Konda and Tsitsiklis, 2004; Mokkadem
et al., 2006). However, finite-time risk bounds for two timescale SA have not been analyzed until
recently. With martingale samples, Liu et al. (2015) provided the first finite time analysis of GTD
method, Dalal et al. (2018b, 2019) provided improved finite time error bounds. Unlike our analysis,
they analyzed modified two timescale SA with projection and their bounds hold with high proba-
bility. With Markovian noise, Gupta et al. (2019) studied the finite time expected error bound with
constant step sizes; Xu et al. (2019) and Doan (2019) provided similar analysis for general step
sizes. It is important to notice that with homogeneous martingale noise, the asymptotic rate of (1),
(2) without a projection step, as shown in (Konda and Tsitsiklis, 2004, Theorem 2.6), is in the order
E[[|6r — 6%]12] = O(Br), E[||wp — Ay (by — A21601)]1?] = O(7y), where 6* is a stationary point of
the SA scheme. However, the latter rate is not achieved in the finite-time error bounds analyzed by
the above works except for (Dalal et al., 2019). It remains an open problem whether this error bound
holds for the Markovian noise setting and for linear two time-scale SA scheme without projection.

Contributions This paper has the following contributions:

o [mproved Convergence Rate — We perform finite-time expected error bound analysis of the linear
two timescale SA in both martingale and Markovian noise settings, in Theorems 1 & 2. Our
analysis allow for general step sizes schedules [cf. A2, B4], including constant, piecewise con-
stant, and diminishing step sizes explored in the prior works (Gupta et al., 2019; Dalal et al.,
2019; Xu et al., 2019; Doan, 2019). We show that the error bound consists of a transient and a
steady-state term, and the asymptotic rate is obtained from the latter. We show that this asymp-
totic rate matches those in (Konda and Tsitsiklis, 2004, Theorem 2.6), i.e., E[||0; — 6*]|?] =
O(Br), El|lwr, — Asy (b2 — A210)||2] = O(q1). In particular, the fastest achievable rate for
E[||0x — 6*]|?] will be O(1/k) when we set B = O(1/k), v, = O(1/k?) with v < 1.

o Novel Analysis without A-prori Stability Assumption — Unlike the prior works (Liu et al., 2015;
Dalal et al., 2019; Xu et al., 2019), our convergence results are obtained without requiring a
projection step throughout the SA iterations. In fact, Dalal et al. (2019) have pointed out that
the projection step is merely included to ensure a-priori stability of the algorithm, and is often
not used in practice. Our relaxation and the ability to achieve the optimal convergence rate are
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obtained through a tight analysis of the recursive inequalities of the (cross-)variances of 0, wy,
see Section 3.

o Asymptotic Expansion — With an additional assumption on the step size, we compute an exact
asymptotic expansion of the expected error E[||0; — 0*||?], see Theorem 10. With an appropriate
diminishing step sizes schedule, we show that the expected error cannot be smaller than Q(fy),
which matches our upper bound results in Theorem 1 & 2.

The rest of this paper is organized as follows. In Section 2, we present the detailed conditions for
two timescale linear SA, and the main results on finite-time performance bounds. In Section 3, we
provide an outline of the proof, illustrating the insights behind the main steps. In Section 4, we
show that the finite-time error bounds are tight by quantifying an exact expansion of the covariance
of iterates. In Section 5, we illustrate the theoretical findings using numerical experiments.

Notations Let n € N and @ be a symmetric definite n x n matrix. For x € R", we denote
|zllg = {xTQx}'/2. For brevity, we set ||z|| = ||z|j1. Let m € N, P be a symmetric definite
m X m matrix, A be an n X m matrix. A matrix A is said to be Hurwitz if the real parts of its
eigenvalues are strictly negative. We denote || Al|p g = max g ,—1 [[Az|lq. If Aisan x n matrix,
we denote ||Al|g = ||A]|g,q- Lastly, we give a number of auxiliary lemmas in Appendix D that are
instrumental to our analysis.

2. Linear Two Time-scale Stochastic Approximation (SA) Scheme

We investigate the linear two timescale SA given by the following equivalent form of (1), (2):

Ok+1 = Ok + Bre(b1 — A110; — Arpwi, + Vigy1), (3)
W1 = Wk + V(b2 — A210k — Aswy, + Wiy1), 4)

where the mean fields are defined as b; := limy_,oc E[b;j(X4)], Asj := limy_,o0 E[A;;(X})] (these
limits exist as we recall that (X}, )x>0 is an ergodic Markov chain). The noise terms Vj 1, Wy are
given by:

Virt = b1(Xpp1) — b1 — (A1 (Xpg1) — A11)0k — (A12(Xppr) — Ara)wy, )
Wis1 = ba(Xpp1) — by — (Aot (Xpp1) — A21)0k — (Aga(Xpp1) — Ago)wy.

The goal of the recursion (3), (4) is to find a stationary solution pair (6*, w*) that solves the system
of linear equations:

A+ Apw = by, A0 + Apw = bs. (6)
We are interested in the scenario when the solution pair (6*, w*) is unique and is given by
0 = A_l<b1 — A12A2_2162), w* = A2_21 (bg — A210*). @)

where A 1= A1 — A12A2_21A21. To analyze the convergence of (6, wi)i>0 in (3), (4) to (6%, w*),
we require the following assumptions:

Al Matrices —Asy and — A\ = — (A11 — A12A2_21A21) are Hurwitz.
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The above assumption is common for linear two time-scale SA, see (Konda and Tsitsiklis, 2004). As
a consequence, using the Lyapunov lemma (stated in Lemma 16 in the appendix for completeness),
there exist positive definite matrices Qg, = Qa2 > 0, QZ = Qa > 0 satisfying

AgoQoo + QaAos =1, QAA+ATQa =1. ®)
This ensures the contraction (see Lemma 17 in the appendix):

1T =7, A2 Qe <1 —anvk, [I1-5kAllgs <1 —aabk, )

where azy 1= 1/(2[|Qa2|?), aa := 1/(2||Qa||?). We consider the following conditions on the step
sizes:

A2 (Vi)k>0. (Bk)k>0 are nonincreasing sequences of positive numbers that satisfy the following.
1. There exist constants k such that for all k € N, we have By /v, < k.
2. Forallk € N, it holds

Yee/ V1 < 1+ (a22/8)Vk41s Br/Brr1 < 1+ (an/16)Bry1, e/ Vet1 < 1+ (an/16)Brs1.

As a consequence, we can define ¢ := 1 + {ya22/8 V fpaa/16} such that vi/vk+1 < o,
Br/Pr+1 < <. Our conditions on step sizes are similar to (Konda and Tsitsiklis, 2004, Assump-
tion 2.3, 2.5). These conditions encompass diminishing, piecewise constant and constant step sizes
schedules which are common in the literature. For instance, a popular choice of diminishing step
sizes satisfying A2 is

Br=cJ(k+ky), ="/ (k+kg)H? (10)

with some constants ¢?, ¢7, k:g , k:g , e.g., as suggested in (Dalal et al., 2018b, Remark 9); or a
constant step size of S = 3,y = -y; or a piecewise constant step size, e.g., (Gupta et al., 2019).

We present new results on the convergence rate of (3), (4) depending on the types of noise with
Vik+1, Wi41. To discuss these cases, let us define the o-field generated by the two timescale SA
scheme and the initial error made by the SA scheme, respectively as:

Fi == 0{00, wo, X1, X2, ..., X}, Vo :=E[[|0° — 6*|* + [|w® — w*||]. (11D

Our main results are presented as follows.

Martingale Noise We consider a simple setting where the random elements X, are drawn i.i.d. from
the stationary distribution such that b;, A;; are the expected values of bi(Xp), ﬁij (Xk). Further-
more, the random variables EZ(X k) ﬁij(X &) have bounded second order moment. Note that this
implies E7* [Vi41] = EF* [Wyyq] = 0, i.e., the sequences (Viy1)ren, (Wrt1)ren are martingale
difference sequences. Formally, we describe this setting as the following conditions on Vi1, Wi 1:

A3 The noise terms are zero-mean conditioned on Fy, i.e., E7* [Vi11] = EF* Wy 4] = 0.

A4 There exist constants myy, my such that

IEVis 1 Vilpa )l < mv (1 + [E0:0¢ ]I + [ E[wrwf ),
IEW 1 Wil < mw (1 + [IE[0x0; ]| + [Elwrwy ][]
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Theorem 1 Assume Al—4 and for all k € N, we have ~, € [0,7%8], Br € [0, 8%¢] and r €

[0, Koo), where Y8, BB, koo are constants defined in (20), (16). Then

6, — 67| < de{ oy H (1= 87 Vo €8 mtgﬁk} (12

k—1
Ellwx — Az (b2 = An0)|P) < du {CT™ TT (1= 858 Vo + CP ™) (13)
=0

The exact constants are provided in the appendix, see (55), (58).

Markovian Noise Consider the sequence (Xj)r>0 to be samples from an exogenous Markov
chain on X with the transition kernel P : X x X — R_.. For any measurable function f, we have

B7 [f(Xi)] = P F(X0) = [ f(a) P(X,da)

We state the following assumptions:

B1 The Markov kernel P has a unique invariant distribution  : X — R,. Moreover, it is
irreducible and aperiodic.

bi:/'l?() (dz), ”_/AU i, j=1,2.
X

We show that the linear two time-scale SA (1), (2) converges to a unique fixed point defined by the
above mean field vectors/matrices, see (7). An important condition that enables our analysis is the
existence of a solution to the following Poisson equation:

Observe that

B2 Foranyi,j = 1,2, consider gz(x), Zw(x) there exists vector/matrix valued measurable func-
tions b;(x), A;j(x) which satisfy

bi(x) — b = bi(x) — Pbi(x), Ay(z) — Ay = Aij(x) — P Ay (x)
forany x € X and b;, A;j are the mean fields of El(m), g@j(az) with the stationary distribution [u.

The above assumption can be guaranteed under B1 together with some regularity conditions, see
(Douc et al., 2018, Section 21.2). Moreover,

B3 Under B2, the vector/matrix valued functions EZ(:L'), Eij (x) are uniformly bounded: for any
,j=1,2,x € X,

1b:(2) ]| < b, [|As(2)]| < A.
B4 There exists constant py such that for any k > 1, we have 7]3_1 < poBk-

To satisfy B3, we observe that the bounds b, A depend on the mixing time of the chain (X})x>0
and a uniform bound on b;(-), fL]() In the context of reinforcement learning, the latter can be
satisfied when the feature vectors and reward are bounded. Note that B3 implies A4, see Section 3.2.
Meanwhile, B4 imposes further restriction on the step size. The latter can also be satisfied by (10).

The challenges of analysis with Markovian noise lie in the biasedness of the noise term as
EF* [Viy1] # 0, EFF [Wiy 1] # 0. With a careful analysis, we obtain:
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Theorem 2 Assume Al-2, BI—4 hold and for all k € N, we have B}, € (0, 372], 5, € (0, 772K,
Kk < Koo, Where ,Bg‘oafk, yg‘oa'k, Koo are defined in (27), (16). Then

k—1
* 5, mar an 9, mar
Eflox — 67 < de{CS 11 (1- 8 )1+ Vo) +Cf kﬂk}, (14)

k-1
— w,mar a w,mar
s — Agy' (b2 — Az 1)) < dw{co TR (1= 852 ) (4 Vo) + P 'wk}. (15)
£=0

The exact constants are given in the appendix, see (78), (80).

While Theorem 2 relaxes the martingale difference assumption A4 in Theorem 1, we remark that
the results here do not generalize that in Theorem 1 due to the additional B3, B4. Particularly,
with martingale noise, the convergence of linear two timescale SA only requires the noise to have
bounded second order moment, yet the Markovian noise needs to be uniformly bounded.

Convergence Rate of Linear Two Timescale SA The upper bounds in Theorem 1 and 2 consist
of two terms — the first term is a ‘transient’ error with product such as Hf;ol (1 — Bian/8) decays to
zero at the rate o(1/k¢) for some ¢ > 1 under an appropriate choice of step sizes such as (10); the
second term is a ‘steady-state’ error. We observe that the ‘steady-state’ error of the iterates 0y, wy,
exhibit different behaviors. Taking the step size choices in (10) as an example, the steady-state
error of the slow-update iterates 6y, is O(1/k) while the error of fast-update iterates wy, is O(1/ ks ).
Furthermore, similar bounds hold for both martingale and Markovian noise. In Section 4 we show
that the obtained rates are also tight.

Comparison to Related Works Our results improve the convergence rate analysis of linear two
timescale SA in a number of recent works. In the martingale noise setting (Theorem 1), the closest
work to ours is (Dalal et al., 2019) which analyzed the linear two timescale SA with martingale
samples and diminishing step sizes. The authors improved on (Dalal et al., 2018b) and obtained the
same convergence rate (in high probability) as our Theorem 1, furthermore it is demonstrated that
the obtained rates are tight. Their bounds also exhibit a sublinear dependence on the dimensions
dy, dy,. However, their algorithm involves a sparsely executed projection step and the error bound
holds only for a sufficiently large k. These restrictions are lifted in our analysis.

In the Markovian noise setting (Theorem 2), the closest works to ours are (Doan, 2019; Gupta
etal., 2019; Xu et al., 2019). In particular, Gupta et al. (2019) analyzed the linear two timescale SA
with constant step sizes and showed that the steady-state error for both 6y, wy, is O(v%/3). Xu et al.
(2019) analyzed the TDC algorithm with a projection step and showed that the steady-state error
for 6y is O(1/ k%) if the step sizes in (10) is used. Doan (2019) analyzed the linear two timescale

SA with diminishing step size and showed that the steady state error for both 6y, wy is O(1/ k:%)
Interestingly, the above works do not obtain the fast rate in Theorem 2, i.e., E[||0x—0*[|?] = O(1/k).
One of the reasons for the sub-optimality in their rates is that their analysis are based on building a
single Lyapunov function that controls both errors in 63 and wy. In contrast, our analysis relies on
a set of coupled inequalities to obtain tight bounds for each of the iterates 0y, wy.

3. Convergence Analysis

While much of the technical details and the complete constants of non-asymptotic bounds will be
postponed to the appendix, this section offers insights into our main theoretical results through
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sketching the major steps involved in proving Theorem 1 & 2. Throughout, we shall consider the
following bounds on the step sizes and step size ratio:

B = - 5/ : , ) = 1 2
2[Qal?IAlG,  21AlQs +aa 2(|Q22*[[A22113,,
a22/2 { aA/2 } a22
Koo 1= - A P (16)
~ <||A12||Q22,QA||A221A21||QA7Q22 + % [Allga + GTA dan

To begin with, let us present the reformulation of the two time-scale SA scheme (3), (4) that is
borrowed from (Konda and Tsitsiklis, 2004). Define:

Lis1 = (L, — v Asa Ly + BrAgy Aot (A — A1oLy)) (1—=Br(A — A1oLy)) ™', Lo:=0,

and Loo := aa/(2]|A12]/Qss,0)- As shown in Lemma 18 of the appendix, with the step sizes

e < 752), Br < ﬁég), k < Koo, the above recursion on Lj is well defined where it holds that
| LkllQa,Qo0 < Loo for any k& > 0. In addition, define the matrices:

Bf :=A— AppLy, B = f:(Lk-&-l + Ayy A1) Ara + Azg, Oy = Ly + A3y Aoy

We obtain a simplified two timescale SA recursions (proof in Appendix A):

Observation 1 Consider the following change-of-variables:
ék = Gk — (9*, ka = W — w* + Ck—lék' (17)
The two time-scale SA (3), (4) is equivalent to the following iterations:

Ori1 = (1—BxBf)0k — BrArawy — B Viy1. (18)
W1 = (1= B) Wk — BCrVir1 — Wit (19)

Observe that 0, = 0,0 = 0 is equivalent to having 8, = 6* wy = w*, i.e., the two timescale SA
solves the linear system of equations (6). The simplified recursion (18), (19) decouples the update
of wy, from ék. This allows one to treat the wy update as a one timescale linear SA, and therefore
provides a shortcut to perform a tight analysis. We focus on estimating the following operator norms
of covariances:

7 = =T 0 5 aT 0,0 . g ~T
M{ = [Eldya ], M= (B, ME® = |G,
which are respectively the covariance for wy, 05 and the cross-variance between wyg, 6.

3.1. Proof Outline of Theorem 1
For this theorem, we assume the step sizes and their ratio are chosen such that
1 an
T < Y€ =1 N—= B <BEE:=50, (0

A : ~ _
22 4 Zpoo(my + k¥w)  4CY

a22




KALEDIN MOULINES NAUMOV TADIC WAI

where pg2 = /\;ﬂln(ng)/\max(Qgg) and Cg is defined in (55) in the appendix.

While the property which the noise terms satisfy E”* [V, 1] = 0, E/* [}, 1] = 0 has greatly
simplified the analysis, the challenge with our analysis lies in the coupling between slow and fast
updating iterates whose convergence rates must be carefully characterized in order to obtain the
desired rate in Theorem 1. To summarize, our proof consists of three steps in order: ( ) we bound

M}f with an inequality that is coupled with Mk, then (ii) we bound the cross term Mk : using an

inequality coupled with MY; lastly, (iii) these bounds are combined to bound Mg.

Step 1: Bounding M}f Upon applying the variable transformation in Observation 1, (19) can be
treated as a one-timescale SA which updates wy, independently, and the contributions from 6, are
only found in the noise term, as seen from (34). This leads to:

Proposition 3 Assume Al and the step sizes satisfy (20). For any k € N, it holds
n k Amax D Iy A k 0
MP,y < TThg (1 22 Jmeelload gy 00+ CF SR 02 TTE 4 (1 282) MY, 1)
where the constants Cﬁz’, Cg’ can be found in (42) in the appendix.

The right hand side of (21) consists of three components: (i) a fast decaying term relying on the
product H]Z:O(l — Yeag2/2), (i) an O(yy) term, and (iii) a convolutive term between Mi and the
fast decaying term depending on the step size sequence (7)r>0. In the above, the second term can
be viewed as a ‘steady-state’ term.

Step 2: Bounding Mz’w Observe that Mz’w refers to the cross variance between Wy, and ;. We
show that utilizing (18), (19), (21) allows us to derive:

Proposition 4 Assume Al—4 and the step sizes satisfy (20). For any k € N, it holds

g 6, 11k
Myt < Co i (1 - 252) + O By + CY U0 g (1 252) MY, (22)

where the constants Cg’w, C?’w, Cg’w can be found in (49) in the appendix.
The above bound is a crucial step in obtaining the O([}) rate for Mi. To better appreciate it, note

that as MZ”E < (Vdpdyy/2){MY +M?} (see Lemma 23 in the appendix), one can derive a similar
result to (22) by merely applying Proposition 3. However, doing so results in an overestimated
‘steady-state’ error of O(+,) which is worse than the O(f) error in (22). On the other hand, we
take care of the two timescale nature of the algorithm to obtain (22) with the fast rate.

Step 3: Bounding Mi Having equipped ourselves with Proposition 3 and 4, we can analyze Mi
using (18) and the derived bounds on MY, MZ’w, this leads to

Proposition 5 Assume Al—4 and the step sizes satisfy (20). For any k € N, it holds

Mk+1 <} [Thoo (1—252) + 9 Brsr + CF Z] 03B TTi= i ( A MY, (23)

where the constants Cé, C?, Cg are given in (55) in the appendix.
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Besides that the middle term is now O(3), we also observe that the convolution term with (Mj ~) §>0
depends on the product of step sizes (3;7y;. This bound is obtained using Proposition 4 and the fact

that the cross variance MZ’“} has a steady-state error of O(fy).
Eq. (23) is a recursive inequality as Mz are found on both sides. In the appendix, we show that
there exists a sequence (Uy);>0 satisfying MZ < Uy and

Ups1 < (1— Bran/4) Uy +Cl(an/2)5} (24)

for some constant C(lj. This immediately leads to (12), followed by (13) similarly.

3.2. Proof Outline of Theorem 2

While our proof has largely followed the same strategy as in the martingale noise case, now that
the main challenge in handling the Markovian noise case is that the noise terms Vi1, W1 are
no longer (conditionally) zero-mean. To circumvent this difficulty, we recall B2 and define the
following using the solution of the Poisson equation: for any ¢, 7 = 1, 2,

P = Pbi(Xy), W7 =P A;(Xy),

) ~ ~ — A -~ ~

le = bi(Xk—i-l) — Pbi(Xk), 2 T = Aij(Xk—i-l) — PAij(Xk),

where 5,?, E,‘?” are zero mean when conditioned on Fj. The noise terms (5) can be rewritten as

Vikr = 600 + S0 + E%wp + (008 — ¢ ) + (TP — U)o, + (T2 — U2y

=y —.y

Wir1 = 62 + Zp2 0 + 2wy + (W — 022) + (U7 - ‘Ifﬁfl)Gw(\P?” T2y

—.w© _ W(1)
25

We observe that E7* [Vk(f]r)l} = 0,E7* [W,Sr)l] = 0 and therefore (25) separates the noise terms

into their martingale (Vk(o) , W,go)) and Markovian (Vk(l), W,El)) components. Under B3, the second
order moment of these noise components satisfy A4. Accordingly, we define 5(() ) = 0o, 9( ) = 0,
and ’II)(()O) = W, w(()l) = 0 and the recursions:

0]y = =3 BE)AY — Bednal) — BV, i =0,1,

a), = —%Bm)w,Q W+ V), i =0,1,

(26)

where it holds that ék = é,go) + 5,&1), Wy, = u?,(;)) + ﬁ),(cl). Clearly, 5,&0),@,&0) (resp. 5,&1),@]&1)) are
iterates of the two timescale SA driven by martingale (resp. Markovian) noise. The two sets of
recursions are independent except the second order moments of noise are bounded by Mé, }f,
containing the contributions from 9120), w,(go) and 9,(61), w,g ),

In the sequel we show the martingale noise driven terms || E[w (0)( ) 1l IE[ ( (0)) 11,

E[6 ( can be estimated using similar procedures as in Proposition 3—5 from the previous
g p p p
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subsection. Meanwhile the Markovian noise driven terms || E[w,(cl)( T )T]|| vanish at a faster rate

than the former. Throughout this subsection, we set the step sizes to satlsfy:

< mark 1/ Vg V d ag/4 . B < ﬂmark 5(0) 1 A an
g Yoo 700 6 E C C (LD —0’ 27)
p22 0 3 603 802

where pyy = A/ { (Q22) Amax(Q22). Co. Cs. EYYV are defined in (62), (67). (64), respectively, and
~0
Cgl 1) , Gy are defined in (77), (78), respectively, in the appendix.

Step 1: Bounding M}f We first show that the martingale and Markov noise driven iterates con-
verge with different rates as follows:

Lemma 6 Assume Al-2, BI-4 and the step sizes satisfy (27). For any k € N, it holds

a 2>\max w
| Bl (@40) T < Tl (1 — 2422)*3m=x(822) g o8)

+COZ] Ory‘j Hﬁ 7+1 (]'7 €a22) (1+MW+MQ)

1
1B ’(6421( ) I <Ci Hé o(1- Wam) + CQ’Yk(Mk+1 +MPL ) + C4’Yk
+ Caar oo V2 TTEjn (1 — 2522) (M7 4+ MP),
where (Njo, 61, 62, 63, (~]4 are constants defined in (62), (67) in the appendix.

(29)

Let us compare the ‘steady-state’ error on the right hand side of both inequalities: second term of
(28) and the second to fourth term of (29). We observe those in the Markovian noise driven iterates

(1)

w, ~ are O(7y) times smaller than the martingale noise driven counterparts, indicating a faster

convergence. This is roughly due to the special structure of the Markovian noise in V(l) W,E ),
where each term can be written as successive differences of a bounded sequence, e.g., Vk( ) ~
&k —E&k+1. When the linear SA (26) is run over a long time horizon, the noise terms from consecutive
iterations (roughly) cancels each other, leading to a significantly a smaller ‘steady-state’ error.

Using wy, = ﬁ),(co) + w,(j) together with the above lemma give the following estimate for Mkd’:

Proposition 7 Assume Al-2, BI—4 and the step sizes satisfy (27). For any k € N, it holds

’Y£a22 Yea22

k ~ T ~
)Co + Cl Ve+1 + Cz Z 3 H (1- 1 ) MY +Cy 77 MY,
=0 (=j+1

k
MP, < I -
=0

where 68}, (~]11U, (~312U, égu are defined in (67) in the appendix.

We note in passing that by considering a special case with MZ = 0 for all k, the above proposition
generalizes (Srikant and Ying, 2019, Theorem 7) for linear one timescale SA with Markovian noise.

In a similar vein to the proof of Theorem 1, we bound the cross term || E[H(O)( i )T as:

Lemma 8 Assume Al-2, BI-4 and the step sizes satisfy (27). For any k € N, it holds

k k k
H(0 0) Ye@22 Yea22 7]
B0, ) T < 0 TT (1= 292 4 &1 g + 6573002 T (- 222 a0,
£=0 =0 t=j+1

~0 =00 ~0, . , .
where the constants C,, w, C; ,GCy Y are defined in (73) in the appendix.

10
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(

However, we observe that it is unnecessary to derive a similar (tight) bound for || E[é,(cl) (ﬁ)kl))T] || as
in the above lemma. The reason is that as observed in Lemma 6, the Markovian noise driven terms
are anticipated to be sufficiently small compared to the martingale noise driven terms. In particular,

a crude bound suffices to obtain the desirable convergence rate of MZ, as we observe next.

5(0 (1
i1 (G2 Tl and E[6}), ]
separately. As we show in the appendix, both bounds are comparable as the Markovian noise term

admits a successive difference structure. Using the decomposition 0, = 9~,(€0) + élil), we obtain:

Step 2: Bounding MZ Again we consider the bounds on || E[é(o)

Proposition 9 Assume Al-2, BI—4 and the step sizes satisfy (27). For any k € N, it holds

n ~é k ~é ~§ k k n
M., < ColThy (1—202) + €Y B + Co 8 0 B2TTE 4y (1 — 222y MY, (30)

~6 ~0 ~0
where the constants Cy, Cy, Cy are defined in (78) in the appendix.

Equipped with Proposition 9, we can repeat the same steps as in (24) to derive an upper bound for
Mg through solving the recursive inequality (30). Similar steps also apply for yielding (15).

4. Tightness of the Finite-time Error Bounds

This section examines the tightness of our finite time error bounds in Theorem 1, 2 through charac-
terizing the squared error E[||6; — 6*||?] with expansion. We consider the assumption:

A5 There exist matrices 211, 2127 Y22 and a constant m‘\E;IF/)V > 0 such that for all j € N, it holds
IEV;V;'] = SV EW, W] = S22 v EV;WT] = B2 < myf (B[00 1| + Il lwkwy ]1])-
Note that A5 implies A4 and therefore poses a stronger assumption. We have

Theorem 10 Assume Al-3, AS and for all k € N, we have ;, € [0,750%], B € [0, B%P] and
mtg exp

k € [0, niﬁp], where Yoo o, B, kel are constants defined in (20), (83), (82) in the appendix. Then
forany k > k3 := min{¢ : Zg;é B; >1og(2)/(2||Al))}, the following expansion holds

E [||6r — 0*[]°] = I + Ji. (31)
The leading term Iy, is given by the following explicit formula
ko a2 k k T
L= X80 BT (11,0 (1—-B:2) 3 { T (1-522) ),

where ¥ 1= Y11 4 1412142_21222142_2TAlT2 + EHAQ_QTAE + A12A2_21 21 Meanwhile, the following
two-sided inequality holds

I
CSPTr(Y) < Bi < CPTr(R), (32)
k
and Jy, is bounded by
k—1 an ﬂ
exp exp k
[Tkl < Cy 511(1_466) Vo + Cy B (%—I—’Y}c)’ (33)

where Vo was defined in (11). All constants CSXP, T, C§Xp, C® are given in (109), (89) and (91)
in the appendix, respectively, and they are independent of By, Y.

11
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The proof is skipped in the interest of space, and it can be found in Appendix C. Observe that from
2
(33), the dominant term for J, is given by O (B + 5—:) As such, using (32), we observe that

| Tkl /T = O (v + Br/7k)

If limg 00 Bk /7 = 0, we have limy_, oo |Ji| /I, = 0. Combining (31), (32) shows that the expected
error E[||0), — 0*||?] is lower bounded by Q(fy).

We note that the assumptions A1-3, A5 imposed by the theorem imply A1-A4 required by
Theorem 1. Hence, together with (12) in Theorem 1, the above observations constitute a marching
lower bound on the convergence rate of linear two timescale SA with martingale noise. For the
Markovian noise setting, we observe that if we impose the assumption that the random elements
(Xk)k>0 are i.i.d., and bi(), ﬁij (z) are bounded above for any i,7 = 1,2 and = € X, then A5,
B2-B3 can be satisfied. Therefore, the lower bound on the convergence rate also holds.

5. Numerical Experiments, Conclusions

We present numerical experiments to support our theoretical claims. We consider (a) a toy exam-
ple with a randomly generated problem parameters b;, A;; and i.i.d. samples (X})ren such that
E[bi(Xy)] = b, E[g” (X%)] = Ajj, (b) the Garnet problem (Geist and Scherrer, 2014) with the
GTD algorithm (Sutton et al., 2009a) using X} from a simulated Markov chain. For example (a),
we compute the stationary point 6%, w* exactly using (7); for example (b), while it is known that

w* = 0, the solution §* is computed using Monte Carlo simulation of the matrices b;(X},), A;;(Xk)
with 2 - 10? iterations. The step sizes are chosen as 3 = cﬁ/(k:g + k), v = cW/(k:{f + k)7 with
o € {0.5,0.67,0.75}. In the toy example (a), we have dy = d,, = 10, k:g =104 k] = 107, 8 =
140, ¢ = 300; while for the Garnet problem (b), we have ki = 8- 105, k] = 2-105,¢f =
2300,¢” = 120. Garnet problem is generated from family ng = 30,n4 = 2,0 = 2,p = 8§, see
(Geist and Scherrer, 2014). Further details about both experiments are described in Appendix E.

TOYExample,Errors of 6, TOYExample, Errors of wy GTD,Errors of 8 (d) GTD, Errors of wy
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Figure 1: Deviations from stationary point (6*, w*) normalized by step sizes S, vx: (a,b) the toy
example, note we also show I using the exact formula in Theorem 10 (unnormalized
plot also available in the Appendix); (c,d) the Garnet problem.

We illustrate the convergence rates of the linear two timescale SA on the two problems in Fig-
ure 1. Note that the plots show the (normalized) steady state errors are E[||0, — 6*[|?] = O(By),
E[||w, — w*||?] = O(vx), which hold for both examples on martingale and Markovian noise. In
addition, they are independent of the choice of . These observations agree with our main results.

Conclusions We have provided an improved finite time convergence analysis of the linear two
timescale SA on both martingale and Markovian noises with relaxed conditions. Our analysis show

12
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that a tight analysis is possible through deriving and solving a sequence of recursive error bounds.
Future works include the finite time analysis of nonlinear two timescale SA.
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Appendix A. Proof of Observation 1

The following derivation is largely borrowed from (Konda and Tsitsiklis, 2004) and is repeated here
for completeness. We begin by substituting 6, into (3) to obtain

Ori1 = (1—BrA11)0k — BrArawy, — 0% + Brby — BrViss

= (1—BRA11)0) — BrAn0* — BrArz (g + w* — Cr_101) + Bbr — BiVi

= (1—Br(A11 — A1aAgy Aoy — A12Ly))0k — BrArog — Br(Argw* + A1160* — b1) — B Vig.
Notice that

Alg’w* 4+ A1107 — b = (AH — A12A521A21)9* + A12A521b2 — b1 =0.
The above yields 3 y
Ori1 = (I—BxBf)0k — BrAr2g — B Vi1
Next, we observe that
W1 — w* = (I =y Ag2)wy — Ve A210k — w* + Vb2 — Wi

= (I —yrA2)(wg — w*) — Y Asow™ — Y A210k + Vb2 — Ve Wit1
= (I—ypA22)(wi, — w*) — Y A21(0k — 0%) — Wii1

Substitute wy, into (4) and using (18) yield:
Wer1 = (1= Ag2) (wy, — w*) — Ve A210k + Crbrr1 — Wit

= (T—vpAo2) Wy, — (I =Yk A22)Cro1 + VA1) Ok + Cr (1 —BBY,) 0k — BrAr210k)
= BeCrk Vi1 — Wit

= (1 Bb,)ix — (Ck—l — Y (A22Cx_1 — Ag1) — Ci(I —5k3f1)>9~k — BrCriVit1 — Wit
‘We observe that
Cr_1 — Y (A22Ck_1 — Agy) — Cr(1—51.BY)
= L+ Ay Aoy — (Liy1 + Ayt Ao1)(T—BRBY) — i (Ag2Cr_1 — Agy)
= Ly — (L — Az Ly, + BrAsy As1 BYy) — BuAsy Ao BY) — vie(A22Ck1 — A21)
= Ve Ao Lk — Ve (Aga(Lg + Ayy Agy) — Agy) = 0.
The above yields
W1 = (L= BY) 0k — BrCrVit1 — 1 Wi 1.
Appendix B. Detailed Proofs for Section 3

Before we proceed to proving the main results of Section 3, we first study a few properties of the
two timescale linear SA scheme.
To facilitate our discussions next, we define the constant:

Coo = \/Amin(QA)_lAmax(Q22) Loo +”A2_21A21 H7
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where ||C|| < C for any k > 0. Then, as we have 0,0, < 20,0, + 26*(8*)7, it holds
IEBR0 11 < 2{ ME+]10"(6") "1}, [ Elwpwg ]l < 3{ My + Mg C5, +llw*(w”) "1}

The noise terms Vj, W, can then be estimated in terms of the transformed variables ék, wy, and their
variances M?, M}f In particular, combining with A4 yields

IE[Vis1 Vil < v (1 + ML +MP), [EWip W]l < mw (1 + ML +MY)  (34)
|IE[Visa Wil ]|l < mvw (1 4+ M+ M) (35)

where

VW (43 07) )+ 3t () )V (2 4+3CL) V3
|4 mw

Vv dew
2

(36)

myw = (mw + my)

We also define a few constants related to the matrices Q) A, Q22 associated with the Hurwitz matrices
A, Az in (8). Set pa 1= At (Qa)Amax(Qa), P22 = A (Qa2) Amax(Q22), P22.A = \/P2zDA-

Moreover, for any a > 0, we set
a 2 4 3
ot = ag max{1,azn/(4an)} VvV - (c)°.

Next, we study the contraction properties of I —3; B¥, and I —v;, B, that appear in the transformed
two timescale SA (18),(19). Using (9), we observe that

IT—BiBlillos = IT=BeA + BrAraLillos < IT-BeAllga + BellAr2llQus.all Ll Qa2
< (1= Bran) + BrllA12llQae.@a 1 Lkl Qa,Q22 -

Recalling that || Ly ||QA Qs < Loo, the above inequality yields

IT—BBlillos <1 - (1/2)Bran - (37)

Since [T =7k B5 || Qss < IIT—V5A22]|00s + Brl|CrA12]/ss We obtain the contraction:

HI_’YRBS;QHQ22 < 1— a2 + Bk( 0o +HA A21||QA7Q22)HA12HQ227QA

(38)
S 1— (1/2)’)%(122.

The last inequality is due to & < (a22/2){(Loo +|| A5 A21[|Qx .09 ) | A12]| Q2.0 } ~*- Lastly, the
following quantities will be used throughout the analysis:

n

G, = H (1 - (1/2)51‘GA>, : (1 —(1/2) %Cm)

17
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As a convention, we define Fg,ll)n = F%?n = L if m > n. In particular, for any n, m > 0, we observe

the following bound on the operator norm of D(Tlu)n,

TSl = vEallThllos < vPa [] IT-BiBiillos < vPaGLL,

i=m
Similarly, we have HF%)TLH < \/]EG,(%)n Lastly, we define
Sp=E [wpdy |, Qu:=E[0w,], O :=E][0:0]],
whose operator norms correspond to M}f, MZ”D, Mé, respectively.

B.1. Detailed Proof of Theorem 1

This subsection provides proofs to the propositions stated in Section 3.1, as well as providing de-
tailed steps in establishing Theorem 1.

Bounding M}f (Proof of Proposition 3) Using (19), as the noise terms are martingale, we get
E7 [warlﬁ)IL-l} = (I—Bgy) gty (1= B3y) |+ RET [Wk+1wl;r+1]
+ B2CLET [Vkﬂv,;l} CF + Bev (Efk [WkHVkL] O + CLE [VkHWJ +1D . (39)
Repeatedly applying (39) and taking the total expectation on both sides show
) - )
2 2 2 2
Ek+1 = F((]kzo(]‘_\(()lbT + Z Fg‘—‘zl:ij""l(F;—l-l:k)T? (40)
j=0
where
Dii1 =V EWia W] + BECKEVia Vil 1O 89k (EWi1 Vi 11O 4 CRE[Ve i W)L 4 ]).

Using Lemma 23, we observe that

VBl EWr 1 Vil IO/ || < Coo (YRl EWiit Wy ]Il + BRI E[Vi1 Vil

Vdody
2

Let K¢ := max{C2, 1} + v/dpdCso, we have
1Dl < 32 (1 + Coov/dadu ) | EIWi 2 Wil )l + BECoc (Coo + /gl ) | ELVis1 Vil
< K¢ (’Y/%{mv + iy MY 4y MY b+ Bi{mw + mw MY iy MY })
where the last inequality is due to (34). Taking the operator norm on both sides of (40) yields

k e ~
My < P22{ (GENMF +Ko >~ (GP)4) (o + B ) {1+ MJ + M7 }}-
=0
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Using that 5, < k7 one writes
k
W 2 W 1.[)
2, <O (GE)? + el ST ARG )2 0+ MY) + B Z G )P ME (40)
7=0

where ¢g = my + HQmw, Cg]/ = p22 Mg], lej/ = poo K, and Cg), = paacy. Define:
(2) (2) ) — (2)
~ o/ 2) 0 B! 2 2
Uy, = Cy (G ) +coCY Z'YJ Gy 1) (1+Mj) + Cy Z (G]H w-1) U
J=0 Jj=0
It is easily seen that the sequence (ﬁk) k>0 1s given by the following recursion
~ ~ o/ 7] o 9r ~ o/
Ukt = (1 — a22%/2)°Ug + coCT 7 (1 + M7) + CF 1 Ug, Up=Cy.
Since the step size was chosen such that 'yk(Cg’/ + (a3y/4)) < 922 [cf. (20)], we have
~ ~ ,../ Py
Ukt < (1 — agg’yk/Q)Uk + Cilv ’}/13(00 +cC MZ)
which implies

k _
Gk-{-l < CO G(()ZI)C + COqub/ Z’Ygz(l + M?)Gfglk

§=0
Observe that M}f < Up. Applying Corollary 14 shows that Z;?:o W?GS.?L S 022/ 241, We get
k ~
7 5 ~(2 7 7 2
2 < CPGT) + CP i + CF 2GR MY, (41)
j=0

where we recall K¢ := max{C% 1} + /dpd,,Coo, and
Co = pe My, C :=pun(in + &*mw)Kco®/?,  Cf = ppKc(my + &%), (42)
This concludes the proof for Proposition 3.

Bounding MZ”I’ (Proof of Proposition 4) We proceed by observing the following recursion of
Qki

Qg1 = (I —ﬁkBﬁ)Qk(I —VkBgz)T - Bk:AIZEk(I —WkBSQ)T
+ Beve EVia Wil 1] + BE E[Via Vi1 1Oy

Repeatedly applying the recursion gives

Q1 = F(()%I)cQO ( ) Zﬁ] y+1 xA122; <P§2’2>T

k
+Zﬁj7jrﬁ)1k [VJHW }( ]ilk) Z ]+1k [J+1V ]CJ (ng)l:k)T‘

J=0
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The contraction properties (38), (37) result in

~ A~ k )
MEE, < pa a { GG M 1 41al] 3 5,640,027 ) @3
=0

k
+P22,A{ZﬁmG§1+)1:kG il BV g+1l” +CoozﬂzG 16 +1 #IE[Vjt1 11]”}
=0 =0

Applying (41), we bound the third last term of (43) as

’LTI 2 W 2 W 2 7]
ZBJ ]—l—lk ]k j ZIBJ ]—l—lnglz(C G((]j) 1+C1 ’YJ—’_C ZVQGH—)IJ lee)

2CY G ; Z M @ ]Zl @ M
< TM } :53 k’YJ + 05 ) BiG Gl ) Gy M
j=0 j=0 =0

where we have used Lemma 12 and G(}:l . < 1in the last inequality. Applying Corollary 14 and
Lemma 15, A2 to the second and the last term on the right hand side, respectively, we obtain the
following upper bound:
k (2)
1 . - 2C0@
S 560 L GEIMP < o O 0 + 2% Z G2 M 44
j= =0

Applying (35), we bound the second last term of (43) as

Z Bﬂj J+1 IcG(Q)l kHElVJ’H +1l | < myw Z /BJrYJGﬁ—l kGﬁﬁi k(l + Me + Mw )

7=0
k
2 7] 1 2 w
{ Z Bﬂj _]+1 kT Z BJVJGiJr)l k M? T Z Bj7jG§'Jr)1:kG§‘+)1:k Mj } (45)
j=0

IN

k
~ 2 0 1 2 -
mvw{9a22/25k+1 +K Z 7?G§Jzizk M? + Z ﬁj’Yng—gl:kG;—glzk MY }
j=0 j=0
where the last inequality applied Corollary 14 again. We observe

(1) W (2) ]
Z@%Gﬁi & J+1 p M < m 25] g+1 k—1G—1 Mj (46)

Thirdly, we repeat the calculations above and exploit ﬁk < K% to bound
32 1) 2 a¥® 6 7
Z G_]-‘rl :k +1:I<:H]E[‘/j+1 Jj+1 | < mV Z 5 Gj+1 :k j+11k(1 + MJ + M;U )
- (2) ) (1) (2)
= 2 2~(2 ] 2~(1 2 i
< mV{ Z B; Gy+1 & T Z B35 Gy My + Z B3 G i1k Gyra My’ } 47

§=0 §=0 §=0

k
~ 2 0 1 2 -
< my {’i@am/ Br1 + 1 E :712G§+1 k M? K E :BJVjG§‘421:kG§'+)1:k M }
Jj=0 j=0
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Combining (44), (45), (46), (47), we conclude that

~ ~ ~ k ~
7 (2 ; 5 2
szl cp” G(() L+ O Braa +CO° Z 732G§+)1 5 Mj (48)
=0
where
0, ), 2CY - . 290 C§
. (MG’“’ A 0 C 0 )

0 pa2.a | Mg™ +[ Arz| -~ + (myvw + & oomv)%(l — Yoa22/2)

Q
=
I

i 0 ) ) ) )
= p22,AQa22/2<qu} (I[Ar2]| + Vi(mvw + Cookiy)) + myw + Coofimv),
1-— 70@22/2

2CY Y0 - N . s
cY = (72 A _ C C )
9 pa2.al - ([ 42|l + T ,Yoa22/2(mvw + Cookiy)) + k(myw + Cockriny )

1

(49)
This concludes the proof of Proposition 4.

Bounding Mi (Proof of Proposition 5) We observe the following recursion:
E7% [51%15&1} = (I-p;, By )E™* {ékéﬂ (I-BiBYy) " + BRA1E™ {@k@;] Ay
+ BRETk [Vk+1Vk11} — B ((I—ﬁkal)Ef’“ [@ﬁ)ﬂ Afy + A1 ET [71%91:] (1 —ﬁkBﬁ)T)
Taking total expectations and evaluating the recursion gives

.
Oky1 = ék:@O T+ Z BT g+1 p(A1S AL + E[ViaVili]) (Fﬁ)m)

1 T
- Zﬂjrﬁm —B; Bl AT, + Al (1-;B]) ) (1Y, L)
=0

The above implies

M < pa{ (G ME 420 o] 378,602 — Bran/2) MOP |
7=0

(50)
k
+pa > BHGE L (14w ME +{| B[V 2 Vi 1)

j=0

Applying (34) and Corollary 14 yield

k
: b ) o
M7 y1 < pa{ (GED? MG iy 0 28 + iy S BAG, )2 M7 |
=0

51)
1) @
+2pA||A12||Z@J el M pa (| Ase])® + iy Zﬁj (G )P M2,
7=0
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Applying (48), we can bound the second last term in (51) as

1 0,w 0,% Gw ]
+1k<c G((]j)1+c Bj+Cy Z'Y 1+1j 1M?>

M?r

k

oD MO
ZﬁJGj:k J+1k J S
j=0 7=0

203’“7 () | b jaza2 : (1) ~(1) 2
STG ) CI 2226+ O ‘”Z@G GHMZ Gz+1j 1M

where the second inequality is derived using Corollary 14. To bound the last term in the above we
start from the following observation. Indeed, taking into account definition of S in (20), we get
(1 — Bran/2)~! < 1+ Braa. This inequality and assumption A2-2 yield that

Ye—11 —yeazn/2
v 1-— BéaAjz <(1+ 67’7()(1 — Yea2/2)(1 4 Bean)

<1- W{am/? — QAR — e} + EW?{HGA - a22/2} <1-—(1/8)aze,

< (1/4)azz/an, see (16). We observe the following chain

(52)

SINCE Koo

Mw

kZﬁGzHg 1 Z% Me Z /BJ ]k ]+1k z)

+1:7—1
j:() =0 Jj=t+1
= a® G+1 | @)% a® j = 1G(i)1' 1
0 3 6 i —
27 z+1kM Z 5;G JrLk 1) el < Zﬁz% i1 My Z Yi-1 H (1)7]
i=0 j=it1 Giiij-1 im0 j=it1 i1 G
() &1 ; = (© 8¢ i
< /Bz% z+1kM Z Yi—1 H 1_(1/8) Za22 < 7262’)@ z+1kM
=0 Jj=i+1 l=i+1
(53)

where (a) is due to 3; < 3; and G(Rl 5 < 1,(b)is due to (52), (c) is due to A2-1 and Z] i1 Vi Hz ZJrl(
Yea) < (8/asgz) for any 7, k.

Moreover, applying (41), we can bound the last term of (51) as:

k
1 W 1 w w
ZrBJZ(Gg'lezk)QMJ Szﬁ?(Gg'—glk) (C G(()J) 1+ CP +C3 27 H—l] 1 )

2 ) 2 D (1) 2 ~(2)
LTRSS NG W
j=

j+1k i+1:j— M
Jj=0 Jj=0

T s 0 CY )t 53 g2 1237260 M
1= foan/2 + 70 Cf )Q Br+1 + Cy jz;ﬂ] (G]-‘rl:k) Z-Z;% Gi1-1 My,

( cy Gy

where the last inequality is due to Corollary 14. In addition, similar to (53), we can derive the bound

j—1

k
20 26:(2) 0 <- (8¢)/az 0
jz(:)ﬁj (Gj+1:k Zz; Gl-l-l] 1 MZ — BOaA/2 ZB’L Vi H—l k M



FINITE TIME ANALYSIS OF LINEAR TWO-TIMESCALE STOCHASTIC APPROXIMATION

Substituting the above inequalities into (51) leads to

MYy, < COGRL +CF Brar + CF Z%BJ ]+1 k Ma 54)
7=0
where
g 5 AllAwl C5°
(07 + 207
an

0 ._ ~ an/2 0,90 aga/2 2, =~ W cy a2/2
C: pA{ng + 2| A C7 0227 + (|| Arz | +mv)(70(31 +1_50aA/2>@ }

j 16| Aqa]| Cg’m . 2, -\ 8CYc/axn
= — = =z A —= L =C .
pA{ a2 T+ (4| +mV)l—ﬁoaAﬂ

(55)
This completes the proof for Proposition 5.

Completing the Proof of Theorem 1 We complete the proof by analyzing the convergence rate
of Mi using (54). Consider the following recursion which upper bounds MZ:

U1 = C§ G(() gt C Br+1 + 02 Z%ﬂj ]+1 ) Ujs
7=0
where we have set Uy = Cg. Observe that
Ust1 —(1 = Braa/2) Uy = C{(Brs1 — (1 — Bran/2)Bk) + C§ Bk Uk,
— Upys = (1= Brlaa/2 — C) U + CJ (B 1 — Br + Bian/2)

Since v < v < T we have
2

Uks1 < (1 = Braa/4) U+ Cf Biaa /2
Evaluating the recursion gives
k k
Upp1 < H 1— Bran/4) Uo+Cl(aa/2) Y 82 T] (1~ Bran/4)
(=0 =0 f=j+1

Applying Corollary 14 shows E?:o 5} Hif: j+1(1 = Braa/4) < 0%2/%3,. 1. Lastly, observing that
MY < Uy, gives

k
M., < Cf H (1 - ﬁe*) +Cf gra/1 9 5k+1 (56)
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To finish the proof of (12), we observe (i) the constant C‘§ < Ce~ ™Y/, for some constant Cg’mtg, (ii)

the inequality that E[||0; — 0*[|2] < dp MY, and (iii) setting the constant 09 mte .~ O goa/d(an /2).
Our last endeavor is to prove (13). Observe that the tracking error wy, := wy, — A2_21 (ba — A216k)
may be represented as

Wy, = Wy — w* + w* — A2_21(b2 — A219k)
= WE — Ck—lék + AE; ((bz — A219*) — (bQ — Aglek)) = W — Lkék

using the definitions in (17). This leads to the following estimate of M}’ := |E[w, )] ]]:

2 )\max (QZQ)

<OMP, | 42| Ly |2 MY, | < 2MP, | o2 Smacie)
k+1 +1 H k—i—l“ k+1 k+1 00 Amin(QA)

MY, (7

In particular, substituting (56) into (41), we obtain:
j—1
. . 1 an ] an
My < CF Gy + CF i1 + CF Z D AT (- ap) v et )
=0

; Cy Cf g2/ a
=i 7’““{ cf v o ap ety F o L=
/=0

where the last inequality is due to the observation G§ +)1 e < Hl Zjr1(1 —viaza/ 4)? and the appli-

cation of Corollary 14. Furthermore using G((f,)g < He:o(l — Bran /4) and applying (57) gives

k
Mp,, < CY H(l — Bran/4) + CT ™ By,
=0
where
Amax(Q22) 0 a22/2 Cg) Cg 7
Ccy.=2{ L Cf + + C¥
{ )\mln(QA) 1 - /BOCL /4 0 } (58)
)\max(Q22) an D AN ~p 7]
in mtg _ 2 an/4%48 I an/4%A ~b a2s/2 O
Cl 2{K’LOO )\mm(QA) 0 C +Cl +Q 9 CQ 0 Cl}

We conclude the proof for Theorem 1 by observing that C&¥ < C"™8V, for some constant C"™.

B.2. Detailed Proofs of Theorem 2

To facilitate our discussions next, define a few additional constants as:

G\ = H (1-Biaa/4), G, = H (1 —iaza/4)

Bi1.oo := |A] + v Amin(Qa) Amax(Q22) Lo [|A12]l, Baz.oo := # Coo || Ar2]| + || A2z]|.
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Before we begin the proof, notice by observing the form of (25) that that A4 is satisfied by the
Markovian noise through setting

my = bv (3K), mwy = bv (31),

and furthermore (34) is satisfied with my, my, myw defined in (36) and the above my, myy.
Moreover, for 7 = 0, 1, the second order moments of the decomposed noise satisfy:

BV, (VO T < <1+M + M), B )T < i+ MY+ ME)(59)
IEVE (W) T < iy (1 + MY+ M), (60)

for some constants m%,) s mg/‘;, m%j)w, 1 = 1,2. We proceed with the proof for Theorem 2 as follows.

Bounding M}é’ (Proof of Lemma 6 and Proposition 7) Repeating the analysis that leaded to (40)
and using the martingale property of Véi)l, Wl§0+)1 shows that

k
~(0) , ~(0 2 @ N 2 W 9
IE[@, (@)1 < (8D e ME +Co Y A3(GY) )7+ MP+M9),  (61)
=0

where
Co = pas [{cgo V1 + /dudg Coo iy + w20 v il + K2y }] v [l + k2m¥]. (62)

=(1)

., [|?]. Evaluating the recursion in (26) gives

Our next endeavor is to bound E[||@

~(1
o), =1 a + Z% L v ovi) 63)
7=0

Set @Z = wgi + \I/f“ﬁ* + \1134"2 w* for ¢ = 1, 2. Using the definitions, the combined noise has the

following expression

Wi+ GV = @ =) + (0 — ) + { w2 - e o (v — v

+{w -t WO O = ) - G - G b

Upon some algebra manipulations that are detailed in Appendix B.2.1, we deduce that the combined
noise may be decomposed as:

L er WV -
Wj(+)1 +Cj V](+)1 1/1]+1 0; + W, " w;
+ (TJW Y06 - TﬁYeﬂm) (T YY) (63)

—+ (I)WV’G (éj+1 — 9]) + (I) Vi (’LZ)j+1 — ?f}j),
where it holds that

WV FWV, WV, WV
y N VT < B

8% WV,0 WV,
[ IV v Y5>
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with
EYVV = max{b(1 + Cuo), A(1 + 2 Coo + C% ), ACY 0"22/2(1 + Co)(14+¢)}.  (64)

Let us bound the second term in (63) one by one as follows. Using Lemma 11, we obtain
wvV WV,0 5 wV,0 WV, ~ WV,
Z’YJ j+1 k (wj 1/’J+1 + (Tj 0; — Tg+1 6J+1) (T Yy — T]+1 wj+1)>
= ’Y F(Z) (v + TKW’QGO + g o) — (v + TZ‘;‘{OGHI + Tk+1 wk+1)

+ Z QB] ]Jrl L 4 (,y — - 1) )(¢WV + TWV 0 + T;/Vv,ﬂ)wj)’

Secondly,

Z'YJ G+1: kcbwva(e +1 Z%ﬁj j+1: k(I)W (Al?wj+1 + VJ+1)
7=0

(2) wv, 21(2) WV,
Z Vil 1 ® (W41 — Z Vil ® Y(Wjg1 + CjVj41)
As a consequence of (59)—(60), we have

E[|| A1o; 1+ Vi1 2] < ripg (14ME +M7), E[| W1 +C5Vi]?] < man(1+MF +M7)

where
mpg = 2{[Awll® + v}, Mas = 20w + Cooiy).

Noting that w ~( ) = 0, taking Euclidean norm on both sides of (63) yields
(1 2 5 . 5 -
lofl < vpe{ BV [G30(1 + 180l + [[doll) + 7t + 1l + s )] |

+\ﬁp22EgVV{ZG§?1;k(VJ+H’YJB§2+( BRI+ gl + 190} o

+ VP2 By 27 JH k(B[ A1 + Vigall + [[Wjsr + C5Vjqal)

Note that for any sequence (b;);>0, the following inequality holds:

2 2 aza /2 2 2
(Z% G]+1 kY3 ) Z% Gerl ik ZVJ +1 W < e/ Z% G]+1 Kby, (66)
7=0

where the first inequality is due to Jensen’s inequality and the second inequality is due to Corol-
lary 14. Using || B}, | < Bazce, |75 — vj—1] < 92 2 [cf. it is a direct consequence of A2-2 and the
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fact 7; < ~v;_1] and applying the above inequality to (65) yields
1 2 ~ A & ~
I 112 < 9paa(BE™)2{ (GED2R(L + 1ol + 101 + 52+ ka1 + e ]1?) }

+ 9P (P (Bozo + "o + 120" Py 1{2% @ gl + 1050 §
7=0

k
2 ~
*-9p2203?W32Q“”/27k+12{:7f6431%(“HA12wj+1*-VG+1H2+-HWG+1*-C%‘G+1H2)
=0

Using the fact E[ ||y, ||?] < dy || E[dgy ]|, E[[|0x]1?] < dol| E[0x0, || (cf. Corollary 22), taking the
expectation on both sides yields

~(1 2 ~ 5 7] W
Bl 12 < 9p2a (B )2 (G231 + Iloll + 180l1)? + 72(1 + do My +du ML) }

+ 9poa (B )(B2200+?+1>2 022/ 2y 1{2% +1k( +d9M9+d Mw)}
7=0

k .
+ 9poa (BY V)2 (i pg + 1ai) 0% 21 VPGV (1 4+ MO+ MP)
=0

The above simplifies to

~(1 w
E[la), 112 < CLGED? + Cord (MY +ME, ) + Cavenr Z% (2 RO +MP) + Cyn?

7=0
(66)
where we have used ;41 < 7y and defined
C1 = 9poa(BFY)?(1 + [[aoll + [100]1)*(v0/(1 = Yoaz2/2))?,
Cy = 9p22(EWV)2(d9 V dy ),
(67)

Cs = 9paa(EYY)20°2/%[(dp V dy) (Baz,co + % +1)% + (k1hpg + Tan)],
Cy = Cy + 0*2/%Cs.

Notice that the intermediate results (61), (66) lead to Lemma 6.

Compared to (61), an important feature of the bound (66) is that the latter contains an extra 7y
factor. This indicates that the iterate u?l(ﬁlﬁl driven by Markovian noise decays at a faster rate. As we
will demonstrate below, the effect of the additional Markov noise is thus negligible compared to the
martingale noise driven terms.

As the operator norm || - || is convex, applying Jensen’s inequality yields

MP,; < 2| Ef@y), (@) ) T+ 2E[@” (@0 )T < 2E[|@fY, 1] + 20| Elay), (ao),) T
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Substituting (61) and (66) gives

k
i B ) - o
1 < Q{CI(G( )) + C2’Yk(Mk+1 +MP, 1) + Csvrin ZWJZG§J21;k(Mj +M?) + 0471%}
=0

+2{p22(a< )2 Mg +Coga22/27k+1+002 2G§ilk(M;P+M§)}
7=0

The assumption on step size in (27) guarantees 262 2 < (1 /2), which further implies

k1 < 4{01(G( )) + Caonjt Mk+l +C37p41 Z’Yg g+1 (M5 + MG) + C4’Yk}
7=0

+ 4 pa(GE)P M +Co™ i1 + Co Z @ ? M)}
7=0

Like in the proof of Theorem 1, we set
k
U1 = Gé?,z;(cl + paa ME) + Co®2/ 2y + Z VJZGng (Csvj + Co) (U + M)
§=0

with Ug = Ci+ D22 Mg’. Through evaluating the recursion, we observe that for any & > 0, it holds
k+1 3
. 9) = ~
My < 4{ U1+ ﬁflGﬁ-;ﬁ (C2M] +C4>}
o~ (66)
{ Ups1 +92(Co Mk+1 +Caq) + E QGgl L (CoM? +(~34)}

where the last inequality is due to A2-2 which guarantees that 7]2-71G§2,2 < G]H k- Moreover,
the sequence Uy, 1 can be expressed as follows:

Upr1 —(1 = ypazz/2) Up = Coo™/ 3 (yr1 — (1 — yra2/2)) + 72 (Cavi + Co) (Ug +MY)
< Co02/* (a2 /2)72 + 72 (Csvx + Co) (Ug + MY)
As the step size satisfies g (6370 + 60) < %, we get
Upy1 < (1 = ypaza/4) Uk +72(Cs70 + Co) M§ +Co02/% (a2 /2)7}
= Up1 < G(() r Vo + Z 2G§2+)1 k{(é?fﬂ) +Co) M} +(600a22/2(a22/2))}'
7=0
Substituting the above into (66) yields

k ~ ~
1 < 4{G(() r Vo + Z V?Gﬁ)lzk{ (Cs70 + Co) Mg +(C00a22/2(a22/2))}}
j=0

_ » k _ o
* 4{7’%(62 My +Ca) + ) V?Gﬁ)l:k (C2Mj +04)}
j=1
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Finally, using the fact that 7 < ¢7j41 yields

1 < GéQL)CCO + Cl Ve+1 + Cg Z ’YJQGJH k Me +C3 o7 Mk+1 (66)
7=0
where — _ s - ~
Co =4(C1 +p2a MY), C; :=4(Cu(s + 0°2/%) + Co(0"2/*)*(a2/2)) (67)

ég) = 4(63’)/0 + 62 + 60), 6? = 462.

This concludes the proof for Proposition 7.
Before we proceed, we need to bound || E[ﬁ;( Jz (w,(ﬁzl) ] and E[legjl |?] as well. Substituting

(66) into (61) yields

k -~
I B[, (@)1 < (G2 ME +Co > 23(GY), )% (1 + MY
. = (68)

RN G (TG ¢ Ty T SR M )
7=0 =0

We observe

Z’Y] JHk Z%QGHU 1 Z’Yz Me Z (Gﬁ)lk)Qéz(?r)l:jq

Jj=i+1
@ 1 (®) a22/2,7k )
Mc9 2G < & Tk+1 M9
= 1= 70a22/4 Z z+1 k Z VY jtik 70a22/4 Z z+1 k

j=i+1

where (a) is due to G( _21 g5 < Cjﬁ)l i and (b) is due to Corollary 14. As such, combining terms in
(68) yields:

1B (@071 < Ty G2 + T ypys + Gy Z a7, (69)
7=0

where B 3
~ i o~a ~ ~D  ~D
Cy =p2 Mg, C, = Coga”/Q(l +Cy +C; )

w/ — a22/2 0
c CO(1+03 +Cyo 71_%@22/4)

Similarly, we can compute the bound for E[HQIJ,(:JZI |?] as follows. Using (66):

~(1 2
E[| 3}, 1% < C1(GoL)? +0mMm+omHz% G M0
) = (70)
L ,
+ Gt M +Camenn D176, MY
7=0
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Notice that

k
Iy (2 ~(2) 6, ~Y 2 7]
Z J+1k EUSZ Gj+1k( 0Goj— 1+017J+C2 27 z+1] 1 M +03’Yj—1Mj)
7=0 1=0

7 7
< Qa22/2(co + C1 Y0)Vk+1 + C3 Z ]+1 & M +Cz Z% M; Z ]+1 k 1-1—1] 1
7=0 j=i+1

Since (1 — vagn/2) < (1 — ~yage/4)? for any v > 0, we have Gﬁzl:k < (é§?1:k)2’ therefore
together with Corollary 14 it yields

6 2~(2)  ~(2)
Z% M; Z VG Gifryo1 <
Jj=i+1

a22/4
O TVk+1 2 6 ~(2)
E M; G
1—’)’0@22/4 i+1:k"

Collecting terms and substituting them in (70) yield

~ 1 ~ 1/ ~1/ k ~ T/ ~
~(1 ~w" ~(2 ~w ~w ~(2 ~wW
Efllay), 1% < Co GPL+ Gy afar +Cy et Y 426 MI4Cy 2 ML) (70)
=0

where we use again the fact that fy,% < ¢Yg+1 and

“'//

CO = 61 + 736268), 6110 = 639@2/2(68) + 6110’70) + §6261lu

o a22/4 PO - )
Cy = Cy(1+Cy +Cy 20 ) +Goly, € = Call +94CH).
1 — yoage/4
Bounding the Cross Term (Proof of Lemma 8) Our next endeavor is to bound the cross variance

between the martmgale noise driven terms w."), and 0\%

il r+1- Here, the steps involved are similar to

those in bounding Mk’ in the proof of Theorem 1. Particularly, in a similar vein as the derivation
of (43), we obtain

| BB, (2%, m<p22A{Gg,1MM+HA2uZ@ A GNE @) )}
7=0

k k
+p0a{ 3 B GU GBIV )T+ Coo S A2 G BV (VDT

j=0 7=0

By observing that Gﬁz Gﬁ, we have

0 1) 2 ~(0), ~(0
B, (00 TN < paa aGlmy MG oo al| Ava Z@GﬁH WG Ll (@) ]|
7=0
S A0 -0 g oy D
+p22,8 Y B G My s + 1y Coo ) (14 MJ +MY)
7=0
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When combined with (66), (69), it can be verified using similar steps as in deriving (44) that:

20y G . o &
Zﬁﬂ J+1k ngE[ (0)( ](0)) I < ZA Ok 4 C) 02/ Brqy + —2 Z%‘QGHMMQ
i=0
D) A2 2635811 S0 a5 /4 202~ 2
ZﬁJGg+1kG Mj T+C1Q Bk+1+< )Z%GwlkM

Substltutlng the above into (71) gives:

VEG, @) T < T G + T B + o Z VRGP MY, (72)

where

e o A (0) -
C?)’w = p22,A<ngw CO ” Ll CO (mVW% u mv BO))

an/2
"'éﬂb Qa "”LI), ~1I} y 7
Cy" = pap.ng™/* (Cl | Avall + CY (70 + 11y Coo ﬁo)) 7

=/

=Y, 2 C ~
C, —pzzA{iHAmH + ( 2 +C3>(m§/1)/v’70+mv ooﬁo)}
Notice that this concludes the proof of Lemma 8.

Bounding Mé (Proof of Proposition 9) Like in the proof of Theorem 1, we begin by bounding

| E[w (0)( " )"]|| as follows. Evaluating the recursion in (26) and following the derivations that
lead to (50) we obtain

~ k -
IO @) T < pa{ (GEPME+20 41201 Y 5,630, G (@) T |
j=0

+pA{Zﬁ] 02 (v 2N B @) T+ BV, (V0TI }

We apply (72) and note that

k
S 8,60, G BB @) T

=0

~ a k Jil
. ~0,0 a ~Ow 1 ! G2
aAO/Q +Cy o A/Qﬁkﬂ + Cy E »BjG§'421:kG§':Iz E :%‘2Gz(+)1:j—1 M”Le
j=0 =0
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where (a) is due to the observation that 1 —;jag2/4 < 1—fjaa /2 and the application of Lemma 12.
Moreover, by a slight modification of (53), we have

2) é 0
Z/BJ ]+1k: ]kz 2G1(+1j 1My = — Bz% H—lkM (73)

Therefore,

Z B,V G ER @)

i GY)
< 0:k
CO an /2

~0 16§
= + C aA/ Br+1 + C " Z BiniG Z+1 k MG
Similarly, we apply (69), (73) and note that

k
S BHE L E (@) T)
=0
k ~
2
Z j+1k { OG()1+C1’YJ+02 ZW z+1] 1M?} (74)

=0

""’IIJ, ""71‘}’ a ~w 16g a ~
< (Cy +Cq 70)0™/Bri1 + Cy /fo 5o /:/22 ZBZ zGEi)l ka

Finally, we obtain that

k
Zﬂf(Gﬁ@?HE[vfi VDT < ) 262 G021+ M+ MP)

/\

{ aA/26k+1+ZBQGJ+1kM0+Zﬂ2 J+1k ;E}

Using the bound in (66) and the derivations in (74), we have
i 1 N ~W 60(16§/a22
25]2(0§+)1;k)2 M7 < (Co + C1 70)0™ 2 Bg1 + Cy 2 1_ Zﬁz Vi z+1 k Me

~ k ~
+Chr0B0 Y BrviGL) e MY
=0

Combining the above results, we obtain that

|EG, (8 Y

O @) TN < 657G + Y B + G Zﬁjwﬁlmﬁ, (75)

7=0
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where - 3 4
~(0) i =ow
Co' =pa(ME+Co" 4wl
~(0) a ~ 0. ~@ o~ W =
O = pae™ (214l + 1 412] %€y + TV o) + i (€ + ).
~ 0,
~(0) Cy 2 B0(166/az2) = Po(165/as)
Gy =pa{2Anl "t + Al T 0wl (Cy T2 0 + Gt ) |

To bound the term E[Hek 211171, we proceed by considering the following decomposition:

91(9421 = F( )9 + Zﬂj ]+1 kAl?w +Zﬁa ]+1 k ](+)1

/

5(1,0) LD
k+1 k41

As 961) = 0, we observe that
(1,0 L 0
8N < BRI Al S 8,60, )
7=0

Taking square on both sides and applying the Jensen’s inequality (66) yields

~(1, pallA
E6L0 )2 < ” 12” Z@(:ﬁ?lk 2|

Applying (70) gives

k
(1,0 pallAsz|? 1) (=" =2 ~ i~
[||9k+1)|| ] < an/2 ZBJGEJZLIC (CO G((J:J)el +Cs 792—1 M? +Cy %2)

) (76)

pA||A12H 9
+ a /2 Zﬁjv_j J+1kZ’71G1+1]1

Let us bound the right hand side one by one, we observe

k 1)
0 &) (4/aA)

E < E

j= 05] ]Hk 03 b =0 J+1k Goj1 < 1—Boaa/2zﬁj 9*““ 1—ﬂoaA/2

k
6 2 \f 1 2 2
E;BJ i M <po§ BIGE MY, Y BiG v < oo™ B
Jj=0 j=0 j=0
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where the last two inequalities are due to 7]2_1 < poBj, see B4. In addition, using the fact G%?n <

(éﬁ?n)% we have

2 2
ZrBﬂJ ]+1k2’72Gz(+)1j 1 Z% Me Z Bivj g+1 kG'E—i—)lj 1

Jj=i+1
~(2) ~(1) : 1)
; -
SPOZ@‘ Z ﬂﬂj ]—‘rlk Gz+1j 1S 1_ a /4 ZﬂzM Giirk Z 5j’YjGj+1:k
=0 j=itl Poaa j=i+1
aA/4
2418 A1)
M
1o ﬁoaA/4 Z DM G
Substituting these back into (76) yields
~(1,0) (1,0) (1,0)
E6LS 12 < G5 a8 + C1 By + €8 ZﬂQMeGiﬂk, (77)
1=0
where s sl
~(1,0)  ~u@”  8pallA12 ~(1,0)  ~a" pal| A1z an /2
Cy = 7 =C al2,
’ O A~ foaas2) ! b aa2
~(10) _ pallAia|? ( s Al )
G = an/2 G +C 1 — Poan/4/)

Next, we bound IE[||6~?I(€1’1) |1?]. Set QZ;” = @/)?1 + \Ifjhle* + \I/f”w*, upon some algebraic manipula-
tions (details in Appendix B.2.1) we observe the following decomposition

Q) _ 7 b A An Ava - Avg -
Via =45 = Ui + (9 "0 _\Dgil‘gﬁl) (W52 — W)

A (78)
+\If 11(¢9j+1—9 )—|—\I’ 12 (wj+1 ’LUj),

and from B3 we have
b A A
[ TV 5 v 12 < B = AV (b + A(0%] + |w*]])).
Applying Lemma 11, we can show
- (1)
1 b A A1 A1z~ A ~
Zﬁjrﬁlzk (%_1 - d}]-i-l + (‘I’ 119 - \I'g+10J ) (‘Pj Pwj — \I'jfleﬂ))
=0
- Bor(” (96 + 500 + W) = B (U, + U0 + Bt 00

+Z (828 g+)1k+(5 )T (1))(wb1+\IJA119 Fug),
7=1

Moreover,
A 1) A -
Zﬁj g+1 k‘l’ 11( J+1 = 9 Z J2F§+1 k‘I"H(Aij +WjJrl)

34



FINITE TIME ANALYSIS OF LINEAR TWO-TIMESCALE STOCHASTIC APPROXIMATION

k
1 7 1)
Z BJFEQIk\Ij?IQ (wj+1 - w] = Z ﬁj’yjrngl k\I’AIQ (Wj+1 + CJV]+1)
j=0

The above inequalities allow us to upper bound H@k 1 H Note that as |3; — 81| < § 52 [cf. A2],
we have

(1)
LD vy Goxk
10551 I < vPaEg {1 “Byanya - Tl + Ooll) + Br(L + (|41l + IIwk+1II)}

+ /2 EY (Bi1.s + an/16) Zﬁ?aﬁm(l + 11651 + 15 )
j=0

k
+Ba 3 G (B3 Avad; + Wi | + By Wisa + CiVigall),
j=0

Applying the Jensen’s inequality (66) and taking square on both sides give

1+ ||ol| + [|6o]|
1 — Boan/2

2 ~
185717 < 7pa (BY 2] (GED( )+ BRA A My + g 1) |

k
+Tpa(EY ) (Biio +aa/16)20% Bt S 3G L (1+ 1051 + ijHZ)}
j=0

k k
a 1 - 1
+7pae A/Q{ﬂkﬂ > Gﬁfl;kﬁfHAwwy’ + Wil + 1Y G§+)1;k5ﬂj|le+1 + CJ’VjHIIQ},
=0 =0

Note the subtle difference that the last term takes ;1. Taking expectation on both sides leads to

1+ [|ol| + [|6o
1-— OaA/2

BN 1% < Toa{ (GED*( ) B dg M ME, )}

k A ~
+ Tpa(BY V2(Bit oo + /160" 80 > B1G), (1 4+ do M+ MT) }
j=0

1 - - a ~
+ Tpao®s/? Z G§+1 +(BoBimag + Bivimas) (1 + MY +MP),
7=0
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where we have used ;41 < fp and y,41 < 7. Again, using the bound fyjz < pof3; from B4, we
can simplify the above inequality into

1+ [Jaio| + |60
1 — Boan/2

2 5 .
BN IR < 7 { (GED3( )+ B2+ do M+ ME,) )

k e ~
+ Tpa(BY P (Bri oo +aa /16202 Bun 3 ARG, 4 (1 + dp MJ 4+, MT) }
=0

k _
+ 7PAQGA/2(ﬂ0ﬁ1A§ + ponas) 252G]+1 R+ M? +M7)

j=0
k
A(1 1) ~(1,1) 5 @ ~(1,1) ; oy ALl
<Cy (G + 0B A MY+ M) + Gy S B2GY) (MO + M) + Gy B,
§=0
(76)
where ~
ALY L+ flwoll + [l6ol[\2 A1) _
Gy = 7pA< Y ) , G = Tpaldy V du)
~(1,1 u - -
5 = Tpag™?{(do V du) (BY )2 (Bi o + aa/16)%Bo + (Bt + poriias)}
~(1,1 " . -
Gy = Tpa(e™/?) ((BY)2(Biroo + an/16)% + Borinpg + poriva)
Observe that
: PR S0) L SR a5) j | j
Z 52G;+1 & Mj < Z j+1 k{ 0Goj—1+C17 + Gy Z’YiQGz'+1:j—1 MY +C3 77—y MY }
=0 j=0 i=0

< (6?.”+6§”~yo)g%/25k+1+63782/320<+1kM9+C zm sz SN
7=0 =0

Furthermore, using G(+)1 5 < (G§21 ,)? and Gﬁ_)l o1 S GZ(+)1 j—1, we have

ZﬂQ ilkZ'y 7,+1] M Z% Me Z 52GJ+1 sz(i)l:jq

Jj=t+1

Y G, < L S
i J j+1k‘ l+1] 1—1_ OaA/4 z+1k

k—1
=0 j=i+1

Moreover, through applying éfi)l o1 S él(}r)l j—1 and B < B; for any j < k, we have

BiMP, < B¢, G + 70C1 Brr1 + Co 12 ZﬁQGﬁl " Me +C33 MY,
7=0
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where we have used 6,3 < ¢PBr+1. The above results simplify (76) into

H(1,1) 1
E[I0LD 17 < S VA + VB + Gy ZBQGM MM 6
where
~(1,1)  ~(1,1) (1,1) =
Cy "=GCy "+ 5801 Co s
~(1,1 ~(1, 1 1,1 “
Cg )=C§ )(1+ch01)+(}§ )+C§ )(Co + %) a/2

a (77

~(LD) ALY Cy o™/ A~

Cy =Gy (1 +Cs Wt T 3o ﬁoaA/4) Cy CQ %

~(1,1)  ~(1,1)

C;  =C (1+ Cg’Yo)
Finally, combining (75), (77), (76) gives

MY,y < 3(IEBC (B0 T+ ELGLS 12 + BlI6L: Y 12)
, 0)  ~(1,0 1,1)
< 3{(08 Pt athe) ¢ @ et el )ﬁ,m}
k
~(0)  ~=(1,0)  ~=(1,1) ~(1 (1,1)
+ 3{ (Co " +Cy 7" +Cy ) 25§G§+)1 kMe +C3 i Mk+1 }
i=0
As we have 3C3 ﬁk < 1/2, we have
5 b~y =0 i
~0 ~, ~ = ~(1
MY, < CoGll) + T\ Byt + G > 51‘2G§+)1;k M/
i=0

where

~6 (0) = =(1,0) ~(1,1) ~6 ~(0)  =(1,0)  ~(1,1)

CO (CO + CO CO ), Cl = 6(C1 + Cl + Cl ), (78)
0 0) =10 =11
Cy = 6(Cy + 8 ey,

This concludes the proof of Proposition 9.

Completing the Proof of Theorem 2 From (30) we can derive a bound for Mi as follows. Let

~ ~0 . . .
Uy = C,, observe the following equivalent forms of the recursion

Ups1 =Gy G(() kT leBkJrl + C2 Z /BQGHI WU
1=0

) g i -
= Upt1 = (1 — Braa/4) Uk + C,(Brt1 — B + Braa/4) + Co 87Uy,
- ~0
< (1= Braa/8)Uy + C, Bran /4
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~0
where the last inequality is due to the fact ,Cy5 < aa /8. Subsequently, we have
6

Upr < H (1~ Buan /900 + 02 Z H (1- Biaa/8)

7=0 i=j+1

k CG
< H (1~ Bian/8)00 + =175 0" 5B,

Observing that M{ 1 < Up.11, we obtain

-~k
o ~0 GCL
My < Co (1 — Bian/8) + C1= 0™ fisn, (79)
=0

We obtain (14) by setting CG mark — . C Q‘IA/S and observing CO < Ce mark( 1+ Vy) for some

0, mark
constant Cyy
Flnally, we bound the tracking error @y, := wy — Asy (by — A2103) as follows. Similarly to the
martingale noise case, we set M} := ||E[@ @, ||| and observe:

o D 7] D A X(Q )
MP,y < 2MPy g +2(| Ly |)? Miﬂ < 2Myyy +2L5 Smaca Bl Mk+1
/\mln(QA)

Substituting (79) into (66) gives

k -]
@ ~(2) = = ~ i j ~w 2 =0 an =fan
MP,, < GOCy + Clen + Cy MY, +C5 Y 3G, k{CO II (1 —Big ) +Ci o A/%f'}
j=0 ‘

—~
Na

a) —(o\~i  ~aD ~F 5 ~ Cé Qa22/8 an ~dan
< GP)Cy +CY Cin2M?, +Cy {071‘[ (1 _ z.i) ¢V A Jan/s a22/4}
< GpCo + Cr 1 + C3 7 My +Co v 1— foan/8 - Bi—g ) +Ci o™ e

~d U ~f az2/8 k
{Cl +C, ClaA oal® a22/4}’7k+1 + {Co + (132—0600222/8 }H <1 B ﬁi%) +C3 ’Yk Mk+1
i=0

V&fhere we have used Cjﬁ)lk < (Hfzjﬂ(l — ’yia22/8))2 in (a). As such, together with (79) this
gives

k
—~ ~iD aA o~
My, < Co H <1 - 5@@) + Ciu’mark')’k+1v
=0

where

@ i Cy Cf goaa/® iy Amax(Q22) =0
Co :=2¢Cy + 205 — 4 (14 Cy) L2 S22 (0
0 { 0" 1-PBoaa/8 ( 3) Amin(Qa) ° (30)

C'iu mark —2{01 +02 C?CLAQ&A/S a22/4+’{(1+63)1120 i‘\maxgg22))c9aA aA/S}
min A

Similarly, as CO < Cw mark(1+Vy) for some constant Cw Mark the above yields (15). We conclude
the proof of Theorem 2
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B.2.1. AUXILIARY RESULTS FOR THE MARKOVIAN NOISE CASE

Lemma 11 Let (a;);j>0 be a sequence of dg-dimensional vectors. The following equality holds:
1)
Z] =0 BJF§+1 paj —ajy1)
1
= 50F1 00 — Brags1 + Z] 1 (BQB ]+)1 5+ (Bj = Bj- 1)F§ ;2)

Similarly, for (b;) >0 being a sequence of d,-dimensional vectors, it holds:

81)

2
Z? 071F§'+)1 k(0 — bjit1)
= 0l C)bo — brss + S5y (BRI + (5 — v-0)T )by

Proof We only prove (81). Observe the following chain
: (1) : (1)
1 1
Z BJ J+1 r(aj — ajy1) E :/Bjrj+1:kaj - Z 5jrj+1;k%‘+1
= =

= ﬁoFl 00 — Braps1 + Z ﬁjrﬁ)l e ﬁjﬂfg;l;Z)ag
7=1

Using ﬁj ]H e — Bi— 1F] = ﬂzB 3421 5+ (B; = Bij- 1)F( ,Z, concludes the proof. |

Derivation of Eq. (63) The decomposition is obtained through repeatedly adding/subtracting
terms. Particularly, we observe that the individual terms can be expressed as:

CT} = 0) = Oyt = Comril + Gyl — G,
(‘11?22 ‘I/gA+221) ‘I/AQZWJ - \PJ+1wJ+1 + \IIJH(MJH 3)
Ci (w2 — w2y, = (C) — Cjoq) U2y + Cy_ U2 (b — 1)
+C Uy — G \I’ﬁrlwﬂ
(Wi —pn)g, = wing, \Pfﬁi%l +‘I’]+1<91+1 6)

G WA, = (Cy - Oy WG+ Oy W (- 6 )
+C W0,y — CuG;
(2 = Wil )Cjoaf; = Wi (Cjor — Cj)by + V208 — 0-1)
FUI2C 06,1 — VIHC 6
Cj(U312 = W2)Cj10; = (Cj — Cjm1) V52 Cj105 + Cj W52 (01 — Cjoa)b;

+Cj1 V712 C50(0) — 6,-1)
+C WM Cy 90,1 — CjUNRCS 105

Collecting terms on the right hand side of the above equations yields (63). Moreover, we the vec-

tors/matrices that appear in (63) can be bounded as

[PV < B+ Coo)e TV <A +2C0+C2), TV < K(1+ Coo)
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[OWVO < A(1+2Ce0+C%), [|@"VV2]| <A(1 + Cu)

[TV < ACY 0™2/2(1 + Coo) (1 + <)y, |0V < ACY g22/2;

where the last inequality is due to Lemma 20 and we have used ;1 < ¢v; [cf. A2-1]. Conse-
quently, we can establish the bounds on the matrix/vector norms by setting

EYY = max{b(1 + Cuo), A(1 + 2 Cop + C% ), ACY 0722/2(1 + Co0 ) (1 4 <) }.

Derivation of Eq. (78) Setting @Zg’l = ¢?1 + \IIJAUH* + \I/f”w*, we observe

V(l) _ (qpén o wb1 ) (\IJAII \I/All)ej + (\I,;f{m \I’A12)

j+1 Jj+1 j+1 Jj+1
b A A A A
= = O+ (= WG+ (1 -

Similar to the previous paragraph, the decomposition is obtained through repeatedly adding/subtracting
terms. We observe

(A — G = WG - W U (0 - 6))

j+1 j+1
A1z A1z — ghiz5. A D
(W52 = Wi)w; = V5w; — \Pj+1wj+1 + \Ifj+1(wy+1 w;)

Appendix C. Detailed Proof of Theorem 10

Throughout this section we will use additional notations. We denote

B
Ry i=—= —.
e
Let
KEP = koo A (1/2) (|| Ar2]| Coo 0%22) (82)
and
BP = prre AL/(4]Al) (83)

We assume 35, < B, Y < ’ygltg, ki < k < ke?. Furthermore, let us define

n

£, = [10-3,2), 72 = [[0-742).
j=m

j=m
Using standard arguments we may bound operator norm of these matrices
n
Hrm nH < VPA H 1 - G’ABJ) ”an < H 1 - a227] (84)
j=m j=m
We set quantities myy, my from the assumption 4 to be equal to

myy = my = max(myy,, [S7, |52, [2%])
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All conditions of Theorem 1 are satisfied. We will use this theorem in the following form

N k-1
M} < CoF ] (1= (aa/4)Be) Vo + CTF Br, 85)
=0
) k-1
ME < €22 TT (1L~ (an/D)8)Vo + C2%. (86)
=0

where Cig, CT4, Coh and CT denote corresponding constants from Theorem 1. Similarly to (34)

and (35) we can define ﬁﬁ}(&, Hence, the following inequality holds
IEV; VTV EW; WV EV;WTIT < mg, (14 Mg + M)

Applying (18) and (19) (compare ~With Konda and Tsitsiklis (2004)[Formula 4.4]) we may write
down the following expansion for 65 1:

Opir =S + ..+ 80,

where
0 =(1) 5
09, = 0
k
1 (1 =~(2) ~
Slill = ZBJF§'~21:kA12FE):])'wO;
5=0
(2) : (1) 1)
2 ~(1
Seon =D BT s
5=0
3 b =(1
Sl(e+)1 = Z BJF§+)1:k(‘/j+1 + A Ay Wjia);
§=0
(4) S L @
Spt1 = Z Bij+1:kA12 < Z ﬁfréﬂzjq‘sz > )
=0 =0
k 7j—1
5 (1 =(2
SR SLA VI § BTN |
j=0 £=0
k j—1 k
6 (1 ~(2 =(1 _
Sity = D0 BT e Y vl Wenr = D0 Bl Arz Ay We,
j=0 £=0 =0
where

8 = A1aLiby, 68 := —CrAraiy.

We will group all terms in the expansion into 5 blocks, Sl(ﬁ(i)l + 5&)1, S,(ﬁgl + Sl(c5+)17 S,(fgl, S,(ﬁr)l and
(0) (1)

S,(;jzl. Itis easy to see that S,/ +5,/, is uncorrelated with S,(i)l, S,(fgl (moreover it is uncorrelated
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with S,(jzl, but we ignore this fact). Since E[||041]?] = E[Tr(ékJrlHN,;Ll)] and by the linearity of

trace using expansion we show

E[|0ks1]%]) = E [Tr(SEL (SO + T,

where for J}, 41 we will use the following crude estimate

0 1 0 1
[Jhpal < BE[Tr({Sy2, + SEL HSY, + ST

[
+ 5K [Tf({Sﬁ)l + Sl(jzl}{sl(jzl + Sl(ci)l}T) +5E [Tf(Sz(c?l(Sgl)T)H
+2E [Tr(SEL (SO ) 1)) +2E [Tr(SE {8 + 5013 T)]
+5E [ Te(Sy) (S0 T)] +2E [Tr(sP) (5100 T))]

Using martingale property and definition of X we rewrite the term E[Tr(S ,(321 (S ,(fz_?l)T)] as follows

3) 1 ~(1
TT(E[SIEH k+1 ZBQTY §+)1k r gﬁlik]T)
(87)
+ Z B2 Te(T), (55 = )T )

where
% = E[V;V;'] + A Ay EIW; WA Al + E[V;W]T Ay Al + A2 Agy) E[W;V)T]

Leading term in (87) For lower bound of the first term in (87) we will use the following fact.
Since for any s € [j + 1, k]

(T=BA) I =BA) =T—B(A+ AT) + BZATA = (1 - 25,||A|) T,

we obtain using Lemma 12 (and remark after this lemma)

k k
2/32 T ST 0T > Ben e > 8 [ (1-28dAl) > C5PBe e (88)

=0 f=j+1

where
C3® = 1/8lAl) (89)

and we used 85" < 1/(4||A|) and & > k. To obtain upper bound we apply von Neumann
trace inequality (i.e. Tr(AB) < >7U_, a;bj, where {a;} and {b;} are non-increasing sequences of
eigenvalues of Hermitian matrices A and B resp.) and Lemma 14

Zﬁ2 TSI LT < pa Te(S 252 H (1—anBe)? < CTPTr(S)Brr (90)

Jj=0  fl=j+1

where
CyP == pao™ ©n
Inequalities (88) and (90) together imply (32).
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Remainder term in (87) The second term in (87), which we denote by Ry may be estimated

as follows

k k B
|Riv1] < pademfy (14 | A12A55 (D)2 87 T (1 — aaBe)*(Mf +MY)
Jj=0  fl=j+1

Applying (85) and (86) and Lemma 14

K
|R11] < C55 | (1 — (aa/4)Be)Vobri1 + C5T Brs17kr1,

=0

92)

where
2(CFF + CER)/(1 — anBE?).

C36 = pademyfy, (1 + [|A1245 )0
( expcexp+cexp)

C37 = padymygy (1 + |A12455 1) 0

Estimation of .J;, 41 To finish the proof of the theorem it remains to estimate .J, 4 +1- Applying (84)
it is easy to check that

Te(E[S, (S0 T]) = Te(TS) Eldody JITST) <pAH 1= anB0)2 El)| o

£=0
Similarly, recalling that k%P < (1/4)agz/aa and using [T/_q(1—aga7ys)(1—aaBs) ™t < [T (1—
(ag2/2)7s) we obtain
, E k&
Te(EISL (S0 ) = D0 D 86 Tr (87, AT Eliorg | [F5)) T ABITL ) T)
7=0 ¢=0
k
<Y H 1 — anBe)* Ef[[do]|),
where
CT® = (4/ay)paopal| Ara|* (EP)°
Hence, we may conclude from the previous two inequalities that
0 1 0 1 u
E[Tr({S\2, + SpL HSY + SN < g8 [T — aaBe)Vo | (93)
=0
where
CoPy i= 2pa +4CTP(1+C2)
For the next term in the expansion we have
) ko k
T[S, (S| <D D BBE[Te(T 421 wArL0;0] L AL )]
7=0 ¢=0
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We apply Cauchy-Schwartz inequality twice, first | Tr(ABT)| < Tr'/?(AAT) Tr'/2(BBT) and
then for expectation. We obtain

2
Tr(IE[S,(i)l( ) <Z B (Tr +1 #A12L; E[0;6] 1L} AT §+)1 k]T))1/2>

From Lemma 19 we conclude that || L;||Q. Qs < CeLXpﬁjfyj_l, where C7® := Cp(Ls)0*2. This
inequality and Jensen’s inequality imply

k k 2
Te(E[S}Y (SE1)T]) < (C3)2pallAwall,, o, (Zﬂm IT - aABe){E[IIHj\F]}”Q)
=0 =j+1
k k
< dg(CT®)’paax | A12)Bs 00 O Biks [] (1—anB)M
=0 l=j+1

Applying (85) and Lemma 14 we get

Tr(E[S/ﬁl(S;i?l) ]) <C5% H 1— (an/4)Be)Vori i1 + C5" 5k+1"6k+1}
=0

where

C5F = dgar (C5P)?pall Ar2)|d,, 0a Cog 0®2 /(1 — anBIP),
CT = dpar' (CT®)’pallA12llB,, .04 CTH 0

To estimate the next term we rewrite it as follows

k+1 ZﬁzNzH k08,

where

Nevrg = Z BTV AL -

Jj=0+1
It is straightforward to check
k k j—1
[Nex1kll < v/P22pallAral ke H (1 —anps) Z V5 H (1 — (a22/2)7s)
s=0+1 j=0+1  s=l+1

(94)

k—1
< CPre(1—anfZP) ™ I (1 - anBs),
s={+1

where C{P 1= (2/a22)/P22pa || A12]| (1 — aaB5") ! and we used (compare with Lemma 12)

k j—1 ) k
Z V) H (1 — (a22/2)ys) = Cm{l - H (1- (022/2)’75)} < 2/as. 95)

s=0+1
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Applying (96), Jensen’s inequality and observation

E[|657)1%] < C2P E[|ldy||?], (96)

where C5y 1= C2 || A12||?, we obtain

k k
Te(E[SY (S T]) < duax CSPOR2 " Bus? T (1 anfo) MY
£=0 s=0+1
Applying (86) and Lemma 14 we get
4 4 :
T[S (S D) < C58 [T - (aa/4)8) Vo + CF Brsirnsn, ©7)
s=0

where
CFF = duCEECHP(CRP) P as) (1 — s 2)
CFF = duCTECEP(CFFPasl o>,
To estimate the next term we proceed similarly. Using martingale property we obtain
k k )
5 5 . _ _
Te(E[S) (S0 T]) < doinyh, C% Al 2(C3)2 Y 8262 T (1 — anBo)* (B )2(1+ M7 +M7)
=0 s=0+1
Hence, due to Corollary
k
5 5 X X
T(EIS (5170 D) < CFF [T~ (aa/)B0Vobirtr + CTBrian
=0
where
56 1= domyy, C3 | A2 *(CRP)?0™ (C, + C5)/ (1 — anBsP),
CET 1= domily Co [l Ana]*(CFP)*(1 + CTRATE + CTEASP)

It follows from the previous inequalities that

k
E [Tr({51£%21 + 51(9?1}{515;2421 + Sli?ﬁT) < C;)jfao (1- (aA/4)5€)VO’€z+1 + Cg)i)f),lﬁk-l-lﬁi-&-l
(=0

(98)
where
C5Ps0 = 250020 + 2058,

exp . exp exp
Coisq :=2C571 +2C, 5
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For the term E | Tr( k+1{Sk2le + S,g?l}T)] we write

E[Tr (Slii)l{sm)l + Sk }T)] <E'? [Tr(sl(jgl(sl(cﬁl) ] E'/? [Tr({slgi)l + 5(5)1}{Sk+1 + Sk+1}T]

k

< {C5P I — (aa/9B)VoBri1 + C5PBrs1hs1 + pao™ Tr(S) By }
=0

1/2

X 1/2
X {Cgfs 0 H (1- QA/4)5€)V0’%+1 + C;+5 15k+1’%+1} /
£=0

‘We obtain

k

E[Te(SL LS+ SEh D] < C58 0 [T — (an/DB0)Vo + C58 5 1 Besafinin, | (99)
(=0

where

C§§2+5 0 = (C3Fs 0+ C5% + C55C s 0)/2,
Oy = REP/2+ CF5 1 BXPREP /2 4 (CTTARE + pag™ Th(E)KEP/2
+ (C;)jf5,1(c3 fﬁ’gg + pao™ TT(E)))UQ

Let us consider the term

4)
E[T (SkJrlSI(chl ZBJ Z &Tf ]+1k‘ J+1wTA12CTNz+1 k) (100)
7=0 l=j+1

where Z; 1 := V1 + A12A§21 WjH. For wy we can use the following expansion

- 2) -
we = Foe 1Wo + Z% z+1 i1 Zin + ZBZFEH 01 CiA12w;,
=0 =0
where ZH = Wis1 + k;C;V;51 Substituting this expansion into r.h.s of (100) and repeating this

procedure until E[Z; 1119, ] = v; E[Z;41 ZJT_H(~§ 421 0y )" we come to the following expansion
of (100)

k
~(1
> B TT(Fg-JszZJHW ALCI N )
£—j+1
61

Z Bu > B Tr(T Jﬂk 2, ALCL (T2 10 1) ALCE NS 1)
51—J+1 la=j+1

Z Bey Tr +1k: J+1Z (f(Jr)lé ) A C N£1+1kz)

51 ]+1

Zl 1 ls 1— 1
aZ Z B D B D B,
s=1/01=5+1 la=1 Ls=j+1

2
X TT(F(J21 ij+lzj+1(F(' :
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where £y := k+1. Using iteratively Corollary and estimate (94) for Ny, 11, we obtain the following
bound

Z BeTr(T 1 Zjsriog ALCY Ny )
l=7+1
k k—j
< Coo 02CPBik; [ (1= aaB) B[ 21 1P B[ Z531 7] D (s Avall Coo 0%22)°
l=j+1 s=1

Since keer < (1/2)(]|A12]] Coo 0%22) ! and
EY2(1 241 |V EY2[[| Za ] < 255 (1 + | A12A% ) (1 + VESP Coo) (1 + MY +MP)

we obtain that

k
~(1

> B Tr(rg‘ﬁlszJ-FleTAszC;NZ—s—l k—1)

=11

k ~ ~
< Coo OFP2mST, (1 + [[A12455 [N (1 + VEEP Coo)Biiy ] (1= anBs) (1 + M) +MY)
s=j+1

This inequality and (100) together imply

3 4
|E[Te(S5, 8520 T]]

k k }
< Coo CRP2mPy (1 + | A1 Ayy ) (1 + VASP Coo) D A7y [ (1= anfe)(1+ M7+ M)
7=0 s=j+1
Finally, the standard arguments will lead to
3 4 X
|E[Tr(5 2,50 <Ce/ZOH (aa/9BVo + 28 Brsrrnsr,|  (101)

where
C5fh0 = Coo CRP2MYVT, (1 4+ [ A1 A5 (1 + W " I(CF + OO/ (1 — anBEP)FZPRED,
ngz L= Coo CXP2myT, (1 + | 41245, ) (1 + VESP Coo) 0™ (1 + c‘;ﬁﬁ;ymtg + CeXpﬁeXp)

(6)

Finally, we estimate all terms involving .S} ;. We rewrite Sﬁl as follows
k
6
5;2421 = BiMe Wi
(=0

where we defined

1 = 1 —
j=0+1
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Using martingale property we obtain

k

6
Te(E[S)Y (S0 TD) <N B2 Me || B[ Wera|1?]
=0

We rewrite My j, as follows
- Bim+ _w) |5 (2) =(1) : (2)
N 1 1 ~(2 1 ~(2 —1
My = E Vil LTy | Ty Arel ) + DA E , Vil -1 — A
By
j=0+1 J j=l+1
Since,

k
2 _
Z erg—i-)lzj—l = 14221 <I Fé-‘r)l k>

j=l+1

this equation leads to

k

Bin 2 =@ —175(2

Moo= 3 [ G [Tl ~ T A AT,
j=t+1 17

We rewrite the term in the square brackets as follows

By i j i,
Bﬂll Ty = I =1 I] @-8.8) = - "L {BA + (re/ma - DI
. s=0+1 5T s t=er1 M

Using assumption 2 we may show that
|ke/ ki1 — 1] < (an/16)3,

Taking norm of the both sides of the previous equation we obtain

Bin LY !
‘ ST < VERUAL+ s 100" 3 B [T (- ass)
t=0+1 s=t+1
Finally we arrive at the following bound for Mp j,
k k
IMegll < Pazpall Az A | [T (1= aaBs) J] (1 - azeys)
s=f+1 s=f{+1
k j k j—1 (102)
+\Wp22<u |+ 2 ) YT Y B [ 0—aaBs) [ (- asy)
j=l+1  t=l+1 s=t+1 s=0+1
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This bound will yield
6 6 i
Tr(E[S) (SK0) ) < 2poapa| Ao Ag |12 Zm H 1—aaBs) [T (1= asvs) El[Weia|?]
/=0 s=0+1 s={+1
k k
+ 2pap22([|All + (aa/16) QZ%?]E IWerl®] ] (1= aaBs)
s= €+1
{ Z Vj H (1= (a22/2)vs) Z Bikt—1 H 1—GA53}
j=0+1 s={+1 t=0+1 s=t+1
=: A1+ As
The estimate of Ay follows from Lemma 14
k
Ap <CFha | (1= (an/4)Be)Vo + CET 1 Brt1hiktr- (103)
£=0

where

CeXp1 = 2d,myfp2opall A2 A5 120022 (CHP + eXp)ﬂeXpﬁeXp (1 — anBP),

Cob1 = 2dwmyfypapall A1 Ay (1 + Cexp o+ CTEBE) ™

Inequality (95) and Jensen’s inequality together imply

k k
A3 < 2(2/aPpapsa( A + (aa/16)* S AFEIWera |2 T] (0 - asbo)
=0 s=0+1

k J 2 j—1
SDIER Dy I T (-ass} IT (- (a2

j=t+1 t=0+1 s=t+1 s=0+1

Similarly, applying Jensen’s inequality for the second time we come to the following inequality

k k
Ay < 2(2/a22)*(1/an)pape(|All + (aa/16))* > A7 E[IWert|®] T (1 - aass)
=0 s=(+1
k J J Jj—1
X Z Vi Z Bt’{%—l H (1_QA/85) H (1_ (a22/2)'73)
j=f+1 t=0+1 s=t+1 s=(+1
Changing the order of summation we obtain
k k
Ay < 2(2/a22)*(1/an)pape(|All + (aa/16))* > v [] (1—aabs) Zﬁtﬁt 1 H (1= (a22/2)ys)
7=0 s=j+1 s=t+1

11
XZW IT (1= (a22/2)7) E[Wesa[|?)

= s=0+1
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Finally, estimating E[||[W;1]/?] by (85) and (86) and applying Lemma 14 we obtain

k

Ay <CFEo | (1= (an/4)Be)Vo + CGF o Brr1kkt1, (104)
£=0

where
Coby = dumf, (0™2/*)%0"/%2(2/ag)?(1/an)*papaa(| Al + (aa/16))
X (O30 + OB (KP) Y8 /(1 — an B5)?,
CoD, = duwiny (0™2/%)% 0" 2(2/ag)* (1/an)*papa(|All + (aa/16))*(1 + CTEATE 4 CTPBZP)

We conclude from (103) and (104) that

k
Te(E[S,Y, (S)T]) < CoP [T — (aa/4)B) Vo + CEPBrr1kst, (105)

(=0

where
exp exp exp
Cep : C@ 01T C@ 0,2

exp . exp exp
Ce1 =Cg111+Csi0

It remains to consider E [Tr(SSr)l(ngr)l)T)] . We proceed similarly and use (102) to get
B[S (5T ZﬁeuMMn IT (1 s B2 {1 Ze I E 2]
s=(+1
= A1 + Ay

The following estimate holds for A

A1 < V/p2apall A2 Az || max(dy, du) (2 + 2( A1245, ) 1/2Zﬁ2 H (1-aaby)

=0 s=0+1
k o ~
< J] (1= aeye) (1 +MJ + M)
s=0+1

Applying standard arguments we get

k

A < CG o1 L1 = (aa/H)Be)Vo + CF5 1 1 Besakinia, (106)
=0
where
CoRon = Myt VP2apal| A2 Ay, | max(de, du) (2 + 2[| A12 A |)1/?
% (Cexp eXp) (],QQBSXPHGXP ( aABexp)

Cofh 11 = 2 /2P | Ava Agy | max(do, du) (2 + 2| A1z Az [)/2(1 + CFEATE + CTF67) o
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For A/, we write the following bound

k
A < /papn(|All + (aa/16)) max(d, du) (2 + 2|| A12 A5, |]) 1/227 1+ M7 +M7) [T (1-aabs)
=0 s=0+1
k j-1 j j
X{ Z Vi H (1 —a227s) Z Brki—1 H (1—CLA53)}
j=0l+1 s=0+1 t=0¢+1 s=t+1

Changing the order of summation and applying arguments from the estimation of A; we come to
the following bound

k

Ay < CTR 02 L1 = (aa/4)Be)Vo + CTR | oBrr1kin1, (107)
=0

where
€38 0 = VPAPR(IA] + (as/16)) max(dy, du) (2 + 20| Ara Az )2
% (Cexp _|_Cexp)( a22/4)2QaA/2 mtg( exp)2/(1 —a IBexp)2
O30 10 1= VEaPm(IA] + (a5/16)) max(dy, d,)(2 + 2] Ao Az |)V/2(1 + CATE + CTPAP) (072 20"

We conclude from (106) and (107)

k

| Te(®ISE (S0 D] < Coh o T1A — (an/4)B0Vo + C58 By arasn, (108)
=0

where

Cex? — Cexp + Cexp

3/6,0 = ~3/6,0,1 3/6,0,27
exp . exp exp
Cs61 = Cys611 T C3612

Final estimate of the remainder term .J;,; Collecting (92), (93),(97), (98), (99), (101), (105),
(108) we obtain the estimate of Ji 1 := Rpy1 + Jllc-}—l

k
| Ji1] < C5P H(l — (aa/4)Be)Vo + C5 Brr1 (M1 + Frr1),

£=0
where
Co® = CIPBEP +3CH ] + 5070 + 5CYPFs o(kXP)” +2C55 5 o +2C50
+5Cs6 +2C55 0 (109)
CT® = C3 +5CTT +5C5 5 +2C58 | +2C50 | +5CET +2C5% |

Hence, we obtained (33).
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Appendix D. Auxiliary Lemmas

Lemma 12 Let a > 0 and (y;)k>0 be a nonincreasing sequence such that vy < 1/a. Then, for
any integer k > 1,

k—1 k—1 1 k—1

Yoy I =) = . {1 -1Ja —'na)}

j =0

Remark 13 If kg is such that Zfial v > log(2)/a then the r.h.s. of the previous equation is lower
bounded by 1/(2a) for any k > k.

Proof Let us denote uj.,—; = Hf:_;(l —a). Then, for j € {0,...,k — 1}, wjqp1:6—1 — Ujik—1 =
avyjuj+1. Hence,

k—1 k-1 =
7 H 1=ma) =~ D (Wjsrk-1 — 1) = (1= ug1)
7=0 7=0
|
Lemma 14 Assume A2 and set
a 2 4 3
ot = Egmax{l,agg/(élaA)} Vv At
The following holds
(i) Forany a € [a/4, 'yo_l] and k € N, if in addition, we have k < aa/(4an), then
k—1 k-1 k—1 k—1 k—1 k-1
v I @=ma) <o D 8w [] G—ma) <8 D87 [ (1—wa) < o8k
j=0  I=j+1 j=0 l=j+1 Jj=0 I=j+1
(ii) Foranya € [an/8, By '] and k € N,
k—1 k—1 k—1
Zm IT =aBo) <owe, D 87 [ (1—aBe) < o"Br
j=0 r=j+1 j=0  f=j+1
(iii) Foranya € [an/4,B8; ") and k € N,
k—1 k—1 k—1
253/% [T Q=ap) <8/, D 8177 T (1 - aBe) < o"Bi/i,
r=j+1 §=0 r=j+1
k—1
Zﬁ% [T (- aBe) < o"Bime
{=j+1
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(iv) Foranya € [a/4,7v; " and k € N,

k—1 — k—1 k—1 k—1 k—1
B; H (1-ma) < "Br/wm,  Y_B7 [ A—na) < 82/, Zﬁg/% I (t—va) < o*8i/E
7=0 7=0 =541 l=j+1

Proof Part i) of the corollary, consider the first inequality and observe that

— k—1
%2 H (1 —ma) w«ZV’“ LY, H (1 —ma) <¢m2% H ML (1 — )

=0 B TR s =0 155

N

-1

<.
I
o

Note that as a > ag2/4, we have

T =) < (L") (- a) 1 a2

Substituting into the above inequality yields

k=1 k-1 k=1 k=1 5
v I 0—ma) <owd v [ (1 —ma/2) < <
j=0 I=j+1 7=0 I=j+1

where we have applied Lemma 12 in the last inequality. Next and applying similar steps as before,
we observe that

k—1 k—1
S T (-0 <> I1 221 - ua)

j=0 I=j+1 j=0 I=j+1

As we have

Bi-1

5, ——(1=ma) <1—-7y(a—raa/16) <1 —vy(a—an/64) <1—va/2

we obtain
k—1 9
_ < =
Zﬁm [I 0 —ma) <=8y
l=j5+1

Similarly, using 8; < kv; < ag / (4aa)y;, we obtain

k—1 k—1 a

2 22
2.5 H (1= ma) < <5 =B
J=0 I=j+1

For part ii) of the corollary, we observe that the first inequality can be proven by:

k-1 k—1
Tk=1 7

Zﬁm IT (1 —aB0) wZﬁj —— [ (1—aBy)

é—g+1 =0 Y& Vk— 1£j+1

— . - Ye-1

1

Sg’YkZﬁj ’ H (1—aB) <o Y B H (1 —aBe)

=0 =1, j=0  ft=j+1
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Note that as a > aa /8, we have

”‘;% aBe) < (1+ €5B0)(1 — aBy) < 1 — afy/2

Using Lemma 12, this yields

k—1 k-1 k-1
Zﬁm IT t-aB) <ewd 8 [ 1 -aBe/2) < fwk
I=j+1 =0 f=j+1
Similarly, the second inequality is:
-1 k-1 k—1 3, k—1
262 1T « 1—a@>§<6k2/3j5] I @—ase
=0 =j+1 j=0 Pkl Zi
k—1 B 1 k=1 k-1
<SBe > Bi H 5, (1—aBe) <§5k25g 11 1—aﬁz/2) *9319
Jj=0  f=j+1 j=0  f=j+1

where (a) is due to the fact that we have 2 gj (1—aBy) < 1—apy/2, and (b) is obtained by applying
Lemma 12.

For the proof of part iii) we proceed similarly. We prove the second inequality only. The proof
of the remaining follows the same lines. Denote k; := ¢/ Clearly, ky—1/k¢ < Bo—1/8¢ < .
Then

k—1 — o 2 k-1
B3K7 (1 afe) < <*Brrj, Zﬁg ( ’ ) IT (0 —aB0)
+

=0 o= Br-1\bu-1/ 27
- 1 g k-1 k-1 ® 4

< ¢*Brri, 5;’ H (5) (1 —apBy) < PBrer > B [ (1—aBe/2) < *Ggﬁkﬁk
=0 t=j41 N ¢ J=0  t=j+1

where (a) is due to the fact that we have (ﬁgel) (1 —ape) < 1—aB/4, and (b) is obtained by
applying Lemma 12. Part iv) may be proved in the similar way. |

Lemma 15 Leta > 0, p > 0, (v;)j>0, (kj);>0 and (uj)j>0 be nonnegative sequences. Then, for
all integers k,

k=1 k= j—1 k—1 k—1 k—1
ZK}] H 1—aye Z’yf H 1 —ayn)u; = Z’qui Z Kj H (1 —aye)
= i=0  n=i+l i=0 j=i+1 l=i+1

Lemma 16 (Lyapunov Lemma) A matrix A is Hurwitz if and only if for any positive symmetric
matrix P = P = 0 there is Q = Q" > 0 that satisfies the Lyapunov equation

ATQ+ QA =—

In addition, Q) is unique.
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Proof See (Poznyak, 2008, Lemma 9.1, p. 140).

Lemma 17 Assume that — A is a Hurwitz matrix. Let Q) be the unique solution of the Lyapunov

equation

ATQ+QA=1.
Then, for any ¢ € [0, (4], where
Ca= (1/2)[| A7 Q12

we get
IL—CAlIG < (1 —a¢) with a=(1/2)|Q>.

If in addition ¢ < ||Q||? then

1—al>1/2.
Proof For any = € R?, we get
1A QUM | el | 2TATQAa
z T Qux T Qux x ' Qx

Hence, we get that for all v € [0, (1/2)\|A||C_92||Q||_2],

-~ []* sx ATQAx

1
T Qx z T Qx

<1-7QI7* + 211415
<1-(1/2))QIy.

The proof follows.

Lemma 18 Assume that | L||q,,qQ,, < € for some e > 0 and

0<8<1/2){|Algs +ellAizlgumaal™
0 <7 < (1/2)]QellT Il 4llg3,

Set B11(L) = A — Ay L. Then, the equation
L'{I1-BB11(L)} = (1—vAs)L + BA5) A2 Bi1(L)
has a unique solution satisfying

HL,||QA,Q22 < (1 - 7a22)”LHQA,Q22 + BCD(g)

where

Cp(e) = 2{[ 435 A21llQa.@z + eHIIA Qs + ellAr2]lQua.0a } -

If B/y < eaz/Cple), then ||L/HQA7Q22 S e
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Proof Since ||L||gr.0., < €, we getthat ||Bi1(L)|lgx < [|1AllQa + €llA12]|Qs0,04 - Hence, using
(110) and the triangular inequality, we get that 3||B11(L)||g, < 1/2 and thus

IT=BB11(L)||gn > 1/2. (113)

Hence, I — 3By (L) is invertible and (112) has a unique solution given by

= {(I—vA2)L + BA5, A1 Bi1 (L)} {1 BB (L)}
= (I—yA2)L + BD(L)

where
D(L) = {A%) Agy + (1 —yAg) L} Byy (L){1-BBn (L)} .

Using (113) and ||L||g,.0. < €, we get that ||D(L)||Qa,0. < Cp(e). Hence, for ~y satisfying
(111), we get that

B
1L |Qa,Q2e < (1 —7a22)||LllQa,@ee + BCp(e) <+ ’Y(; Cp(e) —axe) <e,

where the last inequality is due to g < eaza/Cple). [

Lemma 19 Let Ly = 0. Assume that ||Ly||Qx Qs < Loo and

0< 8o < (1/2){|AllQa + Locll A2l az.a} ™!
0 <70 < (1/2)1Ql*llAlIg:,

Then for any k € N
Lkl Qa @22 < CD(Loo) @™ Br/ Yk

where
Cp(Leo) = 2{[1 4% A21]lQa.@22 + Loo HIIAllQa + LoollA12[lQas.a }

Proof Similarly to Lemma 18 we may show that
Liy1 = (I=yA)Ly + B D(Li)
where ||D(Lg)|lga,Q00 < Cp(Loss). Hence,

HLkHQA,Qm < CD Zﬁ] H 1 - a22’)/s)

s=j+1

Application of Lemma 14 to the right hand side of the above completes the proof. |
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Lemma 20 Let Ly := Lo := 0. Assume that || Li||Qa Qs < Loo and

0 < fo < (1/2){[|Allga + Looll 412/l Q22,00 }
0 <0 < (1/2)]|Qa2ll; 1 Allg2,

Be—1— Br < ppBisTe-1 — Tk < PyYk

Bre/n < (1/(2CY))azs

with
C{] = 2(”A||QA + ‘|A521A21||QA,Q22HA12HQ227QA + 2LOO||A12||Q22,QA)-
Then
HLk+1 - LkHQA,sz < CgQaM/Q’YkJrl,
where

Cg = 2:0’YLOOHA22”Q22 + QP/B(LOO + |‘A521A21||QA:Q22)(||AHQA + LOO||A12||Q22,QA)

Proof Recall that By (L) = A — Ajo L. It follows from Lemma 18 that I — 3 B11(Ly) is invertible
matrix with bounded norm. Equation

Li(I=Br—1B11(Lg-1)) = {(1 —Yk—1A22)Li—1 + 5k—1A2_21A21311(Lk—1)}
may be rewritten as follows
Li(I=BrBi1(Ly)) = (I —yxA22)Liy—1 + BeBi1 (L) + Ej,

where By := (v& — yk_1)A20Lx 1 + (Ly + Ayy A1) Dy, Dy := —BrA1a(Ly — Ly—1) + (B —
ﬁk—l)Bll(Lk—l)- Let Uy = Ly — Li_1. Then

Uk1(I =Bk Bu1(Lk)) = (I =7k A22)Uy — E.
Then
Up1 = 1=k A22) Ui + Biu(I = A22) Uy B11 (L) (I = Be Bia (L)) ™" — Ep(I—B,Bi1(Li)) ™"
It is easy to check that
1T =7k A22) Ui Bua (L) (L =B B11(Li) ™ l@a,@ae < 21Ukl @a,@ee {1 AIQa + LocllAr2]l Q2200 }

Moreover,

| ER(T=BrB11(Lr) "l Qa.@a < 20477 LoollA22]l 02
+ 2(LOO + ”A2_21A21||QA7Q22){p/36]%(HAHQA + LOO”A12||Q227QA) + BkHAIQHszQAHUk”QA,Qm}

Applying previous inequalities we obtain

[Uk+1llQa,@20 < (1 — vka22 + C{]ﬂk)||UkHQA7Q22 + Cg%%
Since By /v < (1/(20Y))ags we obtain

H Uk+1 HQA:QQQ < C2Uga22/27k+1
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Lemma 21 Let Q) be a symmetric definite positive n X n matrix and X2 be a n. X n matrix. Then
Tr(Q%) < [[Z]lq Tr(Q) -

Proof Denote by (e;)?_; an orthonomal basis of eigenvectors of @, Qe; = Xi(Q)e;, i =1,...,n,
(ei,ej) = 0; j, where d; ; is the Kronecker symbol. We get that

n n
TI‘(QE) = Z(ei, Q26i> = Z<€Z’, 262‘>Q
i=1 i=1
n
<=l Y lleilly = IZle r@
i=1
where we have used |le;||g = A and Tr@Q = > \i(Q) - n

Corollary 22 [f X is an X 1 random vector such that E[|| X||2] < co. Then,
E[|X[13)] < Tr(Q)IEXX llq-

Proof Note that E[|| X [|3] = Tr(QE[X X T]) < [E[X X ][lo TrQ |

Lemma 23 Let m and n be two integers, P and Q be m X m and n X n symmetric positive
definite matrices. Let X and 'Y be m x 1 and n x 1 random vectors such that E[|| X ||?] < oo and
E[|Y||] < cc. Then,

IEIXY op < Amin(@Q) " H{Tr(@Q)} /AT ()} IEX X ]| [ENVY Ty
Proof Note that |E[XY "]||g.r <E[|XY | q.p] and

IXY lgp = sup | X(Y,y)ol = X[p sup (Q7'Y.y)o
lvllo=1 lvllo=1

= IXIPIQ™ Yl = IXIIpIY llo-1 < Aain(@IIXIpIY [l

By applying the Cauchy-Schwarz inequality, we obtain

IEXY g < Aph (@) {EIIX 121} LENY I

min

The proof follows from Corollary 22. |

Appendix E. Details on Numerical Experiments

This section provides details about the numerical experiments and verification that the convergence
conditions are satisfied.
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E.1. Toy Example

In this toy example, we consider randomly generated instances of linear two timescale SA in the
form (1), (2) with i.i.d. samples (and thus the martingale noise setting). In particular, we let the
iterates 0, wy, € R? be d-dimensional and construct a problem instance as follows:

1. Sample a random matrix 7" whose entries are drawn i.i.d. from the uniform distribution U[—1, 1];
Compute the (Q R-decomposition as T = QR.

2. Set Ajs = Qand Ay = QT AgQ, where Ag is a diagonal matrix with i.i.d. entries from U[—1, 1].
3. Sample a random matrix R whose entries are drawn i.i.d. from the uniform distribution U[—1, 1].

4. Set Aj; = RRT + T and Ay = QT Ay, where A; is a diagonal matrix with i.i.d. entries from
U[-1,1].
5. Sample a stationary solution pair %, w* with i.i.d. entries from U[—1, 1].

6. Compute b1, by using the generated matrices and stationary points, i.e.,

bi = A110" + Appw”™, by = A10" + Appw™.

During the linear two timescale SA iteration, the noise terms are generated as
Vir1 = F§ + AV 40, + Af W1 = Fly + Afy o0k + A
k+1 = L'y + Ay gl + Ay, Wy, k+1 = Ly + Ay gl + Ay, Wi

where F{}, A"“/’ 0 A"“/’w are vectors/matrices with entries drawn i.i.d. from the standard normal dis-
tribution A/(0,0.1), and FIﬂ“V, A’;Vﬂ, Altgv,w are vectors/matrices with entries drawn i.i.d. from the
standard normal distribution A/(0,0.5). With the above constructions, it can be verified that the
required assumptions Al, A3, A4 of the martingale noise setting hold. It remains to verify that the
step sizes chosen satisfy A2.

Below, we show the plots of deviations in 6 and wj without normalization by the step sizes
(see Fig. 2).

(a) TOYExample,Errors of 6, (b) TOYExample, Errors of wyg
0
—— 0=0.50 0
0=0.67

S ol N 0=0.75 :;—10
S —= Ik 5

| 1 =20
X X
240 _ =

E L < -30
g g

= -60 S -40

=50

0 2 4 6 0 2 4 6
|Og]_ok |0910k

Figure 2: Unnormalized deviations from stationary point (6*, w*) and term I, : the toy example.
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E.2. Garnet Problems

GTD Algorithm and Policy Evaluation Problem The specific form of linear two timescale SA
used in this example follows from that of the classical GTD algorithm (Sutton et al., 2009a,b),
which is described below for completeness. Let S, .A be some discrete state and action spaces (for
clarity we bound ourselves by discrete setting, but one could formulate it in more general way),
v € (0,1) and 7 : S — P(A) be a stochastic policy, i.e. mapping from states to probability
measures over actions. When in state s the agent performs action a (distributed according to its
policy ), it transitions randomly to state s’ with probability p(s’|s,a) and obtains reward (s, a).
This induces a Markov chain with transition probabilities p(s[s) := > 4 m(a|s)p(s'[s, a).

The goal of policy evaluation is to estimate the average discounted cumulative reward obtained
with the policy . In detail, we evaluate the value function Vz(s) := E [r(s,a) + >_,_; p"r (s, ar)]
with p being the discounting factor. As the state space |S]| is often large, we use the linear approx-
imation Vy(s) &~ Vp(s) := (0, ¢(s)), where ¢ : S — R? is a pre-defined feature map. Define also
temporal difference at iteration k € Z_. for transition s, — Sg41 as 0y, := r(sg, ag) +vVa, (Sk+1) —
Vb, (sk). For brevity, denote the observation at iteration k € Z ., namely, ¢(sk), ¢(Sk+1), (S, ak)
as @k, Pr+1, T respectively. The GTD algorithm iterations are described as:

Or+1 = Or + Br [0k — pOri1] (Prs Wi),  Wrpr = Wi + Vi [OrOk — wy] .

The above is a special case of our linear two timescale SA in (3), (4) with the notations:

b1 =0, Ai1 =0, A1y = —E[(¢x — pdri1)é1 ],

by = Elyri), Ao = —E[pr(pdrri1 — dr) '], Ase =14,

Vier = (@1 — péri)ol — El(r — péi)of]) wi,

Wit1 = ¢xrr — E[gpre] + ((¢k — pdii1)dn — El(or — P¢k+1)¢£]> O,

where the expectations above are taken with respect to the stationary distribution of the MDP under
policy 7. Particularly, the noise terms V1, Wi follow the Markovian noise setting.

Garnet Problem The Garnet problem refers to a set of policy evaluation problems with randomly
generated problem instances, originally proposed in (Archibald et al., 1995). Here, we consider
a simpler version of Garnet problems described in (Geist and Scherrer, 2014). Particularly, we
consider a finite-state MDP with the parameters ng as the number of states, n 4 as the number of
possible actions in each state, b as the branching factor, i.e., the number of transitions from each
state-action pair to a new state, p as the number of features in the linear function approximation
applied. For each (s,a) € S x A the next transitions s’ € &’ C S is chosen uniformly from the
set of all combinations from S consisting of b items. For all s € S’ the transition probabilities
p(s'|s, a) are generated from U[0, 1] and then normalized by their sum. For the features, for each
state s € S the corresponding feature vector ¢(s) is generated from (U[0, 1])?. In our numerical
example, we consider a particular problem from the family ng = 30,n4 = 8,0 =2,p = 8.

By the above constructions, we observe that the assumptions Al, B1-B3 are all satisfied. It
remains to verify that the step sizes chosen satisfy A2, B4.
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E.3. Step Size Parameters

We consider the family of step size schedules:
Be =) (kg + k), o=/ (kg + k)7,

with o € [0.5, 1] and the parameters P e, k‘g , k:g . Note that

By _ PR +R)T _ (1)
—_— = S — —_— = K
Yo kb +k) T \K]

since we have o < 1. This ensures A2-1. Furthermore, we observe that

2 Y 2
ok c ok

Vk—1
= 1 —_—
ot -

7 g
—_ =14 <1 <1
o ( +k:g+k—1> R T R Y [

On the other hand, we also have

_ k5 8 kB
e e
Yk C(ko_l)ko—}—k C(ko_l)

B

Similar upper bound can be derived for 8;_1 /0. Setting ¢?, P large enough ensures A2-2. Lastly,
B4 can be guaranteed by observing that o > 0.5.

The above discussions illustrate that the satisfaction of A2 hinge on setting a large ¢7, ¢®. How-
ever, this requirement can be hard to satisfy since we also have requirements such as v, < M2,
Br < BMark, To this end, we have to set a large k;g . kJ. As aresult, there are four inter-related hyper
parameters to be tuned in order to ensure the desired convergence of linear two timescale SA. We

remark that tuning the step size parameters for SA scheme is generally difficult.

61



	1 Introduction
	2 Linear Two Time-scale Stochastic Approximation (SA) Scheme
	3 Convergence Analysis
	3.1 Proof Outline of Theorem 1
	3.2 Proof Outline of Theorem 2

	4 Tightness of the Finite-time Error Bounds
	5 Numerical Experiments, Conclusions
	A Proof of Observation 1
	B Detailed Proofs for Section 3
	B.1 Detailed Proof of Theorem 1
	B.2 Detailed Proofs of Theorem 2
	B.2.1 Auxiliary Results for the Markovian Noise Case


	C Detailed Proof of Theorem 10
	D Auxiliary Lemmas
	E Details on Numerical Experiments
	E.1 Toy Example
	E.2 Garnet Problems
	E.3 Step Size Parameters


