
HAL Id: hal-03033458
https://inria.hal.science/hal-03033458

Submitted on 1 Dec 2020

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.

Finite Time Analysis of Linear Two-timescale Stochastic
Approximation with Markovian Noise

Maxim Kaledin, Eric Moulines, Alexey Naumov, Vladislav Tadic, Hoi-To Wai

To cite this version:
Maxim Kaledin, Eric Moulines, Alexey Naumov, Vladislav Tadic, Hoi-To Wai. Finite Time Analysis of
Linear Two-timescale Stochastic Approximation with Markovian Noise. COLT 2020 - 33rd Conference
on Learning Theory, Jul 2020, Graz / Virtual, Austria. �hal-03033458�

https://inria.hal.science/hal-03033458
https://hal.archives-ouvertes.fr


Proceedings of Machine Learning Research vol TBD:1–61, 2020

Finite Time Analysis of Linear Two-timescale Stochastic
Approximation with Markovian Noise

Maxim Kaledin MKALEDIN@HSE.RU

National Research University Higher School of Economics, Moscow, Russia.
Eric Moulines ERIC.MOULINES@POLYTECHNIQUE.EDU
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Abstract
Linear two-timescale stochastic approximation (SA) scheme is an important class of algorithms
which has become popular in reinforcement learning (RL), particularly for the policy evaluation
problem. Recently, a number of works have been devoted to establishing the finite time analysis
of the scheme, especially under the Markovian (non-i.i.d.) noise settings that are ubiquitous in
practice. In this paper, we provide a finite-time analysis for linear two timescale SA. Our bounds
show that there is no discrepancy in the convergence rate between Markovian and martingale noise,
only the constants are affected by the mixing time of the Markov chain. With an appropriate step
size schedule, the transient term in the expected error bound is o(1/kc) and the steady-state term
is O(1/k), where c > 1 and k is the iteration number. Furthermore, we present an asymptotic
expansion of the expected error with a matching lower bound of Ω(1/k). A simple numerical
experiment is presented to support our theory.
Keywords: stochastic approximation, reinforcement learning, GTD learning, Markovian noise

1. Introduction

Since its introduction close to 70 years ago, the stochastic approximation (SA) scheme (Robbins
and Monro, 1951) has been a powerful tool for root finding when only noisy samples are available.
During the past two decades, considerable progresses in the practical and theoretical research of
SA have been made, see (Benaı̈m, 1999; Kushner and Yin, 2003; Borkar, 2008) for an overview.
Among others, linear SA schemes are popular in reinforcement learning (RL) as they lead to policy
evaluation methods with linear function approximation, of particular importance is temporal differ-
ence (TD) learning (Sutton, 1988) for which finite time analysis has been reported in (Srikant and
Ying, 2019; Lakshminarayanan and Szepesvari, 2018; Bhandari et al., 2018; Dalal et al., 2018a).

The TD learning scheme based on classical (linear) SA is known to be inadequate for the off-
policy learning paradigms in RL, where data samples are drawn from a behavior policy different
from the policy being evaluated (Baird, 1995; Tsitsiklis and Van Roy, 1997). To circumvent this
∗ Authors listed in alphabetical order.
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problem, Sutton et al. (2009a,b) have suggested to replace TD learning with the gradient TD (GTD)
method or the TD with gradient correction (TDC) method. These methods fall within the scope of
linear two-timescale SA scheme introduced by Borkar (1997):

θk+1 = θk + βk{b̃1(Xk+1)− Ã11(Xk+1)θk − Ã12(Xk+1)wk}, (1)

wk+1 = wk + γk{b̃2(Xk+1)− Ã21(Xk+1)θk − Ã22(Xk+1)wk}. (2)

The above recursion involves two iterates, θk ∈ Rdθ , wk ∈ Rdw , whose updates are coupled with
each other. In the above, b̃i(x), Ãij(x) are measurable vector/matrix valued functions on X and
the random sequence (Xk)k≥0, Xk ∈ X forms an ergodic Markov chain. The scalars γk, βk >
0 are step sizes. The above SA scheme is said to have two timescales as the step sizes satisfy
limk→∞ βk/γk < 1 such that wk is updated at a faster timescale. In fact, wk is a ‘tracking’ term
which seeks solution to a linear system characterized by θk.

The goal of this paper is to characterize the finite time expected error bound with improved
convergence rate for the two timescale SA (1),(2). The almost sure convergence of two timescale
SA have been established in (Borkar, 1997; Tadic, 2004, 2006; Borkar, 2008), among others; the
asymptotic convergence rates have been characterized in (Konda and Tsitsiklis, 2004; Mokkadem
et al., 2006). However, finite-time risk bounds for two timescale SA have not been analyzed until
recently. With martingale samples, Liu et al. (2015) provided the first finite time analysis of GTD
method, Dalal et al. (2018b, 2019) provided improved finite time error bounds. Unlike our analysis,
they analyzed modified two timescale SA with projection and their bounds hold with high proba-
bility. With Markovian noise, Gupta et al. (2019) studied the finite time expected error bound with
constant step sizes; Xu et al. (2019) and Doan (2019) provided similar analysis for general step
sizes. It is important to notice that with homogeneous martingale noise, the asymptotic rate of (1),
(2) without a projection step, as shown in (Konda and Tsitsiklis, 2004, Theorem 2.6), is in the order
E[‖θk − θ?‖2] = O(βk),E[‖wk −A−1

22 (b2 −A21θk)‖2] = O(γk), where θ? is a stationary point of
the SA scheme. However, the latter rate is not achieved in the finite-time error bounds analyzed by
the above works except for (Dalal et al., 2019). It remains an open problem whether this error bound
holds for the Markovian noise setting and for linear two time-scale SA scheme without projection.

Contributions This paper has the following contributions:

• Improved Convergence Rate – We perform finite-time expected error bound analysis of the linear
two timescale SA in both martingale and Markovian noise settings, in Theorems 1 & 2. Our
analysis allow for general step sizes schedules [cf. A2, B4], including constant, piecewise con-
stant, and diminishing step sizes explored in the prior works (Gupta et al., 2019; Dalal et al.,
2019; Xu et al., 2019; Doan, 2019). We show that the error bound consists of a transient and a
steady-state term, and the asymptotic rate is obtained from the latter. We show that this asymp-
totic rate matches those in (Konda and Tsitsiklis, 2004, Theorem 2.6), i.e., E[‖θk − θ?‖2] =
O(βk),E[‖wk − A−1

22 (b2 − A21θk)‖2] = O(γk). In particular, the fastest achievable rate for
E[‖θk − θ?‖2] will be O(1/k) when we set βk = O(1/k), γk = O(1/kυ) with υ < 1.

• Novel Analysis without A-prori Stability Assumption – Unlike the prior works (Liu et al., 2015;
Dalal et al., 2019; Xu et al., 2019), our convergence results are obtained without requiring a
projection step throughout the SA iterations. In fact, Dalal et al. (2019) have pointed out that
the projection step is merely included to ensure a-priori stability of the algorithm, and is often
not used in practice. Our relaxation and the ability to achieve the optimal convergence rate are
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obtained through a tight analysis of the recursive inequalities of the (cross-)variances of θk, wk,
see Section 3.

• Asymptotic Expansion – With an additional assumption on the step size, we compute an exact
asymptotic expansion of the expected error E[‖θk − θ?‖2], see Theorem 10. With an appropriate
diminishing step sizes schedule, we show that the expected error cannot be smaller than Ω(βk),
which matches our upper bound results in Theorem 1 & 2.

The rest of this paper is organized as follows. In Section 2, we present the detailed conditions for
two timescale linear SA, and the main results on finite-time performance bounds. In Section 3, we
provide an outline of the proof, illustrating the insights behind the main steps. In Section 4, we
show that the finite-time error bounds are tight by quantifying an exact expansion of the covariance
of iterates. In Section 5, we illustrate the theoretical findings using numerical experiments.

Notations Let n ∈ N and Q be a symmetric definite n × n matrix. For x ∈ Rn, we denote
‖x‖Q = {x>Qx}1/2. For brevity, we set ‖x‖ = ‖x‖I. Let m ∈ N, P be a symmetric definite
m × m matrix, A be an n × m matrix. A matrix A is said to be Hurwitz if the real parts of its
eigenvalues are strictly negative. We denote ‖A‖P,Q = max‖x‖P=1 ‖Ax‖Q. If A is a n× n matrix,
we denote ‖A‖Q = ‖A‖Q,Q. Lastly, we give a number of auxiliary lemmas in Appendix D that are
instrumental to our analysis.

2. Linear Two Time-scale Stochastic Approximation (SA) Scheme

We investigate the linear two timescale SA given by the following equivalent form of (1), (2):

θk+1 = θk + βk(b1 −A11θk −A12wk + Vk+1), (3)

wk+1 = wk + γk(b2 −A21θk −A22wk +Wk+1), (4)

where the mean fields are defined as bi := limk→∞ E[̃bi(Xk)], Aij := limk→∞ E[Ãij(Xk)] (these
limits exist as we recall that (Xk)k≥0 is an ergodic Markov chain). The noise terms Vk+1,Wk+1 are
given by:

Vk+1 := b̃1(Xk+1)− b1 − (Ã11(Xk+1)−A11)θk − (Ã12(Xk+1)−A12)wk,

Wk+1 := b̃2(Xk+1)− b2 − (Ã21(Xk+1)−A21)θk − (Ã22(Xk+1)−A22)wk.
(5)

The goal of the recursion (3), (4) is to find a stationary solution pair (θ?, w?) that solves the system
of linear equations:

A11θ +A12w = b1, A21θ +A22w = b2. (6)

We are interested in the scenario when the solution pair (θ?, w?) is unique and is given by

θ? = ∆−1(b1 −A12A
−1
22 b2), w? = A−1

22 (b2 −A21θ
?). (7)

where ∆ := A11 −A12A
−1
22 A21. To analyze the convergence of (θk, wk)k≥0 in (3), (4) to (θ?, w?),

we require the following assumptions:

A1 Matrices −A22 and −∆ = −
(
A11 −A12A

−1
22 A21

)
are Hurwitz.

3
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The above assumption is common for linear two time-scale SA, see (Konda and Tsitsiklis, 2004). As
a consequence, using the Lyapunov lemma (stated in Lemma 16 in the appendix for completeness),
there exist positive definite matrices Q>22 = Q22 � 0, Q>∆ = Q∆ � 0 satisfying

A>22Q22 +Q22A22 = I, Q∆∆ + ∆>Q∆ = I . (8)

This ensures the contraction (see Lemma 17 in the appendix):

‖I−γkA22‖Q22 ≤ 1− a22γk, ‖I−βk∆‖Q∆
≤ 1− a∆βk, (9)

where a22 := 1/(2‖Q22‖2), a∆ := 1/(2‖Q∆‖2). We consider the following conditions on the step
sizes:

A2 (γk)k≥0, (βk)k≥0 are nonincreasing sequences of positive numbers that satisfy the following.

1. There exist constants κ such that for all k ∈ N, we have βk/γk ≤ κ.

2. For all k ∈ N, it holds

γk/γk+1 ≤ 1 + (a22/8)γk+1, βk/βk+1 ≤ 1 + (a∆/16)βk+1, γk/γk+1 ≤ 1 + (a∆/16)βk+1.

As a consequence, we can define ς := 1 + {γ0a22/8 ∨ β0a∆/16} such that γk/γk+1 ≤ ς ,
βk/βk+1 ≤ ς . Our conditions on step sizes are similar to (Konda and Tsitsiklis, 2004, Assump-
tion 2.3, 2.5). These conditions encompass diminishing, piecewise constant and constant step sizes
schedules which are common in the literature. For instance, a popular choice of diminishing step
sizes satisfying A2 is

βk = cβ/(k + kβ0 ), γk = cγ/(k + kγ0 )2/3 (10)

with some constants cβ , cγ , kγ0 , k
β
0 , e.g., as suggested in (Dalal et al., 2018b, Remark 9); or a

constant step size of βk = β, γk = γ; or a piecewise constant step size, e.g., (Gupta et al., 2019).
We present new results on the convergence rate of (3), (4) depending on the types of noise with

Vk+1,Wk+1. To discuss these cases, let us define the σ-field generated by the two timescale SA
scheme and the initial error made by the SA scheme, respectively as:

Fk := σ
{
θ0, w0, X1, X2, ..., Xk

}
, V0 := E[‖θ0 − θ?‖2 + ‖w0 − w?‖2]. (11)

Our main results are presented as follows.

Martingale Noise We consider a simple setting where the random elementsXk are drawn i.i.d. from
the stationary distribution such that bi, Aij are the expected values of b̃i(Xk), Ãij(Xk). Further-
more, the random variables b̃i(Xk), Ãij(Xk) have bounded second order moment. Note that this
implies EFk [Vk+1] = EFk [Wk+1] = 0, i.e., the sequences (Vk+1)k∈N, (Wk+1)k∈N are martingale
difference sequences. Formally, we describe this setting as the following conditions on Vk+1,Wk+1:

A3 The noise terms are zero-mean conditioned on Fk, i.e., EFk [Vk+1] = EFk [Wk+1] = 0.

A4 There exist constants mW ,mV such that

‖E[Vk+1V
>
k+1]‖ ≤ mV (1 + ‖E[θkθ

>
k ]‖ + ‖E[wkw

>
k ]‖),

‖E[Wk+1W
>
k+1]‖ ≤ mW (1 + ‖E[θkθ

>
k ]‖ + ‖E[wkw

>
k ]‖) .
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Theorem 1 Assume A1–4 and for all k ∈ N, we have γk ∈ [0, γmtg
∞ ], βk ∈ [0, βmtg

∞ ] and κ ∈
[0, κ∞], where γmtg

∞ , βmtg
∞ , κ∞ are constants defined in (20), (16). Then

E[‖θk − θ∗‖2] ≤ dθ

{
Cθ̃,mtg

0

k−1∏
`=0

(
1− β`

a∆

4

)
V0 + Cθ̃,mtg

1 βk

}
(12)

E[‖wk −A−1
22 (b2 −A21θk)‖2] ≤ dw

{
Cŵ,mtg

0

k−1∏
`=0

(
1− β`

a∆

4

)
V0 + Cŵ,mtg

1 γk

}
(13)

The exact constants are provided in the appendix, see (55), (58).

Markovian Noise Consider the sequence (Xk)k≥0 to be samples from an exogenous Markov
chain on X with the transition kernel P : X× X→ R+. For any measurable function f , we have

EFk [f(Xk+1)] = P f(Xk) =

∫
X
f(x) P(Xk,dx)

We state the following assumptions:

B1 The Markov kernel P has a unique invariant distribution µ : X → R+. Moreover, it is
irreducible and aperiodic.

Observe that
bi =

∫
X
b̃i(x)µ(dx), Aij =

∫
X
Ãij(x)µ(dx), i, j = 1, 2.

We show that the linear two time-scale SA (1), (2) converges to a unique fixed point defined by the
above mean field vectors/matrices, see (7). An important condition that enables our analysis is the
existence of a solution to the following Poisson equation:

B2 For any i, j = 1, 2, consider b̃i(x), Ãij(x), there exists vector/matrix valued measurable func-
tions b̂i(x), Âij(x) which satisfy

b̃i(x)− bi = b̂i(x)− P b̂i(x), Ãij(x)−Aij = Âij(x)− P Âij(x)

for any x ∈ X and bi, Aij are the mean fields of b̃i(x), Ãij(x) with the stationary distribution µ.

The above assumption can be guaranteed under B1 together with some regularity conditions, see
(Douc et al., 2018, Section 21.2). Moreover,

B3 Under B2, the vector/matrix valued functions b̂i(x), Âij(x) are uniformly bounded: for any
i, j = 1, 2, x ∈ X,

‖b̂i(x)‖ ≤ b, ‖Âij(x)‖ ≤ A.

B4 There exists constant ρ0 such that for any k ≥ 1, we have γ2
k−1 ≤ ρ0βk.

To satisfy B3, we observe that the bounds b,A depend on the mixing time of the chain (Xk)k≥0

and a uniform bound on b̃i(·), Ãij(·). In the context of reinforcement learning, the latter can be
satisfied when the feature vectors and reward are bounded. Note that B3 implies A4, see Section 3.2.
Meanwhile, B4 imposes further restriction on the step size. The latter can also be satisfied by (10).

The challenges of analysis with Markovian noise lie in the biasedness of the noise term as
EFk [Vk+1] 6= 0, EFk [Wk+1] 6= 0. With a careful analysis, we obtain:

5
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Theorem 2 Assume A1–2, B1–4 hold and for all k ∈ N, we have βk ∈ (0, βmark
∞ ], γk ∈ (0, γmark

∞ ],
κ ≤ κ∞, where βmark

∞ , γmark
∞ , κ∞ are defined in (27), (16). Then

E[‖θk − θ?‖2] ≤ dθ

{
Cθ̃,mark

0

k−1∏
`=0

(
1− β`

a∆

8

)
(1 + V0) + Cθ̃,mark

1 βk

}
, (14)

E[‖wk −A−1
22 (b2 −A21θk)‖2] ≤ dw

{
Cŵ,mark

0

k−1∏
`=0

(
1− β`

a∆

8

)
(1 + V0) + Cŵ,mark

1 γk

}
. (15)

The exact constants are given in the appendix, see (78), (80).

While Theorem 2 relaxes the martingale difference assumption A4 in Theorem 1, we remark that
the results here do not generalize that in Theorem 1 due to the additional B3, B4. Particularly,
with martingale noise, the convergence of linear two timescale SA only requires the noise to have
bounded second order moment, yet the Markovian noise needs to be uniformly bounded.

Convergence Rate of Linear Two Timescale SA The upper bounds in Theorem 1 and 2 consist
of two terms – the first term is a ‘transient’ error with product such as

∏k−1
i=0 (1−βia∆/8) decays to

zero at the rate o(1/kc) for some c > 1 under an appropriate choice of step sizes such as (10); the
second term is a ‘steady-state’ error. We observe that the ‘steady-state’ error of the iterates θk, wk
exhibit different behaviors. Taking the step size choices in (10) as an example, the steady-state
error of the slow-update iterates θk isO(1/k) while the error of fast-update iterates wk isO(1/k

2
3 ).

Furthermore, similar bounds hold for both martingale and Markovian noise. In Section 4 we show
that the obtained rates are also tight.

Comparison to Related Works Our results improve the convergence rate analysis of linear two
timescale SA in a number of recent works. In the martingale noise setting (Theorem 1), the closest
work to ours is (Dalal et al., 2019) which analyzed the linear two timescale SA with martingale
samples and diminishing step sizes. The authors improved on (Dalal et al., 2018b) and obtained the
same convergence rate (in high probability) as our Theorem 1, furthermore it is demonstrated that
the obtained rates are tight. Their bounds also exhibit a sublinear dependence on the dimensions
dθ, dw. However, their algorithm involves a sparsely executed projection step and the error bound
holds only for a sufficiently large k. These restrictions are lifted in our analysis.

In the Markovian noise setting (Theorem 2), the closest works to ours are (Doan, 2019; Gupta
et al., 2019; Xu et al., 2019). In particular, Gupta et al. (2019) analyzed the linear two timescale SA
with constant step sizes and showed that the steady-state error for both θk, wk isO(γ2/β). Xu et al.
(2019) analyzed the TDC algorithm with a projection step and showed that the steady-state error
for θk is O(1/k

2
3 ) if the step sizes in (10) is used. Doan (2019) analyzed the linear two timescale

SA with diminishing step size and showed that the steady state error for both θk, wk is O(1/k
2
3 ).

Interestingly, the above works do not obtain the fast rate in Theorem 2, i.e., E[‖θk−θ?‖2] = O(1/k).
One of the reasons for the sub-optimality in their rates is that their analysis are based on building a
single Lyapunov function that controls both errors in θk and wk. In contrast, our analysis relies on
a set of coupled inequalities to obtain tight bounds for each of the iterates θk, wk.

3. Convergence Analysis

While much of the technical details and the complete constants of non-asymptotic bounds will be
postponed to the appendix, this section offers insights into our main theoretical results through

6
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sketching the major steps involved in proving Theorem 1 & 2. Throughout, we shall consider the
following bounds on the step sizes and step size ratio:

β(0)
∞ :=

1

2‖Q∆‖2‖∆‖2Q∆

∧ 1

2‖∆‖Q∆
+ a∆

, γ(0)
∞ :=

1

2‖Q22‖2‖A22‖2Q22

,

κ∞ :=

(
a22/2

‖A12‖Q22,Q∆
‖A−1

22 A21‖Q∆,Q22 + a∆
2

{
1 ∧ a∆/2

‖∆‖Q∆
+ a∆

2

})
∧ a22

4a∆
. (16)

To begin with, let us present the reformulation of the two time-scale SA scheme (3), (4) that is
borrowed from (Konda and Tsitsiklis, 2004). Define:

Lk+1 :=
(
Lk − γkA22Lk + βkA

−1
22 A21(∆−A12Lk)

)(
I−βk(∆−A12Lk)

)−1
, L0 := 0,

and L∞ := a∆/(2‖A12‖Q22,Q∆
). As shown in Lemma 18 of the appendix, with the step sizes

γk ≤ γ
(0)
∞ , βk ≤ β

(0)
∞ , κ ≤ κ∞, the above recursion on Lk is well defined where it holds that

‖Lk‖Q∆,Q22 ≤ L∞ for any k ≥ 0. In addition, define the matrices:

Bk
11 := ∆−A12Lk, Bk

22 :=
βk
γk

(
Lk+1 +A−1

22 A21

)
A12 +A22, Ck := Lk+1 +A−1

22 A21.

We obtain a simplified two timescale SA recursions (proof in Appendix A):

Observation 1 Consider the following change-of-variables:

θ̃k := θk − θ?, w̃k = wk − w? + Ck−1θ̃k. (17)

The two time-scale SA (3), (4) is equivalent to the following iterations:

θ̃k+1 = (I−βkBk
11)θ̃k − βkA12w̃k − βkVk+1. (18)

w̃k+1 = (I−γkBk
22)w̃k − βkCkVk+1 − γkWk+1. (19)

Observe that θ̃k = 0, w̃k = 0 is equivalent to having θk = θ?, wk = w?, i.e., the two timescale SA
solves the linear system of equations (6). The simplified recursion (18), (19) decouples the update
of w̃k from θ̃k. This allows one to treat the w̃k update as a one timescale linear SA, and therefore
provides a shortcut to perform a tight analysis. We focus on estimating the following operator norms
of covariances:

Mw̃
k := ‖E[w̃kw̃

>
k ]‖, Mθ̃

k := ‖E[θ̃kθ̃
>
k ]‖, Mθ̃,w̃

k := ‖E[θ̃kw̃
>
k ]‖,

which are respectively the covariance for wk, θk and the cross-variance between wk, θk.

3.1. Proof Outline of Theorem 1

For this theorem, we assume the step sizes and their ratio are chosen such that

γk ≤ γmtg
∞ := γ(0)

∞ ∧
1

a22
2 + 2

a22
p22(m̃V + κ2m̃W )

∧ a∆

4 Cθ̃
2

, βk ≤ βmtg
∞ := β(0)

∞ , (20)

7



KALEDIN MOULINES NAUMOV TADIC WAI

where p22 = λ−1
min(Q22)λmax(Q22) and Cθ̃

2 is defined in (55) in the appendix.
While the property which the noise terms satisfy EFk [Vk+1] = 0, EFk [Wk+1] = 0 has greatly

simplified the analysis, the challenge with our analysis lies in the coupling between slow and fast
updating iterates whose convergence rates must be carefully characterized in order to obtain the
desired rate in Theorem 1. To summarize, our proof consists of three steps in order: (i) we bound
Mw̃
k with an inequality that is coupled with Mθ̃

k; then (ii) we bound the cross term Mθ̃,w̃
k using an

inequality coupled with Mθ̃
k; lastly, (iii) these bounds are combined to bound Mθ̃

k.

Step 1: Bounding Mw̃
k Upon applying the variable transformation in Observation 1, (19) can be

treated as a one-timescale SA which updates w̃k independently, and the contributions from θ̃k are
only found in the noise term, as seen from (34). This leads to:

Proposition 3 Assume A1–4 and the step sizes satisfy (20). For any k ∈ N, it holds

Mw̃
k+1 ≤

∏k
`=0

(
1− γ`a22

2

)λmax(Q22)
λmin(Q22) Mw̃

0 + Cw̃
1 γk+1 +Cw̃

2

∑k
j=0 γ

2
j

∏k
`=j+1

(
1− γ`a22

2

)
Mθ̃
j , (21)

where the constants Cw̃
1 ,C

w̃
2 can be found in (42) in the appendix.

The right hand side of (21) consists of three components: (i) a fast decaying term relying on the
product

∏k
`=0(1 − γ`a22/2), (ii) an O(γk) term, and (iii) a convolutive term between Mθ̃

k and the
fast decaying term depending on the step size sequence (γk)k≥0. In the above, the second term can
be viewed as a ‘steady-state’ term.

Step 2: Bounding Mθ̃,w̃
k Observe that Mθ̃,w̃

k refers to the cross variance between w̃k and θ̃k. We
show that utilizing (18), (19), (21) allows us to derive:

Proposition 4 Assume A1–4 and the step sizes satisfy (20). For any k ∈ N, it holds

Mθ̃,w̃
k+1 ≤ Cθ̃,w̃

0

∏k
`=0

(
1− γ`a22

2

)
+ Cθ̃,w̃

1 βk+1 + Cθ̃,w̃
2

∑k
j=0 γ

2
j

∏k
`=j+1

(
1− γ`a22

2

)
Mθ̃
j , (22)

where the constants Cθ̃,w̃
0 ,Cθ̃,w̃

1 ,Cθ̃,w̃
2 can be found in (49) in the appendix.

The above bound is a crucial step in obtaining the O(βk) rate for Mθ̃
k. To better appreciate it, note

that as Mθ̃,w̃
k ≤ (

√
dθdw/2){Mθ̃

k + Mw̃
k } (see Lemma 23 in the appendix), one can derive a similar

result to (22) by merely applying Proposition 3. However, doing so results in an overestimated
‘steady-state’ error of O(γk) which is worse than the O(βk) error in (22). On the other hand, we
take care of the two timescale nature of the algorithm to obtain (22) with the fast rate.

Step 3: Bounding Mθ̃
k Having equipped ourselves with Proposition 3 and 4, we can analyze Mθ̃

k

using (18) and the derived bounds on Mw̃
k ,M

θ̃,w̃
k , this leads to

Proposition 5 Assume A1–4 and the step sizes satisfy (20). For any k ∈ N, it holds

Mθ̃
k+1 ≤ Cθ̃

0

∏k
`=0

(
1− β`a∆

2

)
+ Cθ̃

1 βk+1 + Cθ̃
2

∑k
j=0 γjβj

∏k
`=j+1

(
1− β`a∆

2

)
Mθ̃
j , (23)

where the constants Cθ̃
0,C

θ̃
1,C

θ̃
2 are given in (55) in the appendix.
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Besides that the middle term is nowO(βk), we also observe that the convolution term with (Mθ̃
j)j≥0

depends on the product of step sizes βjγj . This bound is obtained using Proposition 4 and the fact

that the cross variance Mθ̃,w̃
k has a steady-state error of O(βk).

Eq. (23) is a recursive inequality as Mθ̃
k are found on both sides. In the appendix, we show that

there exists a sequence (Uk)k≥0 satisfying Mθ̃
k ≤ Uk and

Uk+1 ≤ (1− βka∆/4) Uk + Cθ̃
1(a∆/2)β2

k (24)

for some constant Cθ̃
1. This immediately leads to (12), followed by (13) similarly.

3.2. Proof Outline of Theorem 2

While our proof has largely followed the same strategy as in the martingale noise case, now that
the main challenge in handling the Markovian noise case is that the noise terms Vk+1,Wk+1 are
no longer (conditionally) zero-mean. To circumvent this difficulty, we recall B2 and define the
following using the solution of the Poisson equation: for any i, j = 1, 2,

ψbik := P b̂i(Xk), Ψ
Aij
k := P Âij(Xk),

ξbik := b̂i(Xk+1)− P b̂i(Xk), Ξ
Aij
k := Âij(Xk+1)− P Âij(Xk),

where ξbik ,Ξ
Aij
k are zero mean when conditioned on Fk. The noise terms (5) can be rewritten as

Vk+1 = ξb1k + ΞA11
k θk + ΞA12

k wk︸ ︷︷ ︸
=:V

(0)
k+1

+ (ψb1k − ψ
b1
k+1) + (ΨA11

k −ΨA11
k+1)θk + (ΨA12

k −ΨA12
k+1)wk︸ ︷︷ ︸

=:V
(1)
k+1

Wk+1 = ξb2k + ΞA21
k θk + ΞA22

k wk︸ ︷︷ ︸
=:W

(0)
k+1

+ (ψb2k − ψ
b2
k+1) + (ΨA21

k −ΨA21
k+1)θk + (ΨA22

k −ΨA22
k+1)wk︸ ︷︷ ︸

=:W
(1)
k+1

.

(25)

We observe that EFk
[
V

(0)
k+1

]
= 0,EFk

[
W

(0)
k+1

]
= 0 and therefore (25) separates the noise terms

into their martingale (V (0)
k ,W

(0)
k ) and Markovian (V (1)

k ,W
(1)
k ) components. Under B3, the second

order moment of these noise components satisfy A4. Accordingly, we define θ̃(0)
0 = θ̃0, θ̃

(1)
0 = 0,

and w̃(0)
0 = w̃0, w̃

(1)
0 = 0 and the recursions:

θ̃
(i)
k+1 = (I−βkBk

11)θ̃
(i)
k − βkA12w̃

(i)
k − βkV

(i)
k+1, i = 0, 1,

w̃
(i)
k+1 = (I−γkBk

22)w̃
(i)
k − γk(W

(i)
k+1 + CkV

(i)
k+1), i = 0, 1,

(26)

where it holds that θ̃k = θ̃
(0)
k + θ̃

(1)
k , w̃k = w̃

(0)
k + w̃

(1)
k . Clearly, θ̃(0)

k , w̃
(0)
k (resp. θ̃(1)

k , w̃
(1)
k ) are

iterates of the two timescale SA driven by martingale (resp. Markovian) noise. The two sets of
recursions are independent except the second order moments of noise are bounded by Mθ̃

k,M
w̃
k ,

containing the contributions from θ̃
(0)
k , w̃

(0)
k and θ̃(1)

k , w̃
(1)
k .

In the sequel, we show the martingale noise driven terms ‖E[w̃
(0)
k (w̃

(0)
k )>]‖, ‖E[w̃

(0)
k (θ̃

(0)
k )>]‖,

‖E[θ̃
(0)
k (θ̃

(0)
k )>]‖ can be estimated using similar procedures as in Proposition 3–5 from the previous

9
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subsection. Meanwhile the Markovian noise driven terms ‖E[w̃
(1)
k (w̃

(1)
k )>]‖ vanish at a faster rate

than the former. Throughout this subsection, we set the step sizes to satisfy:

γk ≤ γmark
∞ := γ(0)

∞ ∧
1/
√
dθ ∨ dw

6p22 EWV
0

∧ a22/4

C̃0 + C̃3

, βk ≤ βmark
∞ := β(0)

∞ ∧
1√

6C̃
(1,1)

3

∧ a∆

8C̃
θ̃

2

, (27)

where p22 = λ−1
min(Q22)λmax(Q22), C̃0, C̃3, EWV

0 are defined in (62), (67), (64), respectively, and

C̃
(1,1)

3 , C̃
θ̃

2 are defined in (77), (78), respectively, in the appendix.

Step 1: Bounding Mw̃
k We first show that the martingale and Markov noise driven iterates con-

verge with different rates as follows:

Lemma 6 Assume A1–2, B1–4 and the step sizes satisfy (27). For any k ∈ N, it holds

‖E[w̃
(0)
k+1(w̃

(0)
k+1)>]‖ ≤

∏k
`=0

(
1− γ`a22

2

)2 λmax(Q22)
λmin(Q22) Mw̃

0

+ C̃0
∑k

j=0 γ
2
j

∏k
`=j+1

(
1− γ`a22

2

)2
(1 + Mw̃

j + Mθ̃
j),

(28)

‖E[w̃
(1)
k+1(w̃

(1)
k+1)>]‖ ≤ C̃1

∏k
`=0

(
1− γ`a22

2

)2
+ C̃2γ

2
k(Mθ̃

k+1 + Mw̃
k+1) + C̃4γ

2
k

+ C̃3γk+1
∑k

j=0 γ
2
j

∏k
`=j+1

(
1− γ`a22

2

)2
(Mθ̃

j + Mw̃
j ),

(29)

where C̃0, C̃1, C̃2, C̃3, C̃4 are constants defined in (62), (67) in the appendix.

Let us compare the ‘steady-state’ error on the right hand side of both inequalities: second term of
(28) and the second to fourth term of (29). We observe those in the Markovian noise driven iterates
w̃

(1)
k are O(γk) times smaller than the martingale noise driven counterparts, indicating a faster

convergence. This is roughly due to the special structure of the Markovian noise in V (1)
k ,W

(1)
k ,

where each term can be written as successive differences of a bounded sequence, e.g., V (1)
k ≈

ξk−ξk+1. When the linear SA (26) is run over a long time horizon, the noise terms from consecutive
iterations (roughly) cancels each other, leading to a significantly a smaller ‘steady-state’ error.

Using w̃k = w̃
(0)
k + w̃

(1)
k together with the above lemma give the following estimate for Mw̃

k :

Proposition 7 Assume A1–2, B1–4 and the step sizes satisfy (27). For any k ∈ N, it holds

Mw̃
k+1 ≤

k∏
`=0

(
1− γ`a22

4

)
C̃
w̃

0 + C̃
w̃

1 γk+1 + C̃
w̃

2

k∑
j=0

γ2
j

k∏
`=j+1

(
1− γ`a22

4

)
Mθ̃
j +C̃

w̃

3 γ
2
k Mθ̃

k+1,

where C̃
w̃

0 , C̃
w̃

1 , C̃
w̃

2 , C̃
w̃

3 are defined in (67) in the appendix.

We note in passing that by considering a special case with Mθ̃
k = 0 for all k, the above proposition

generalizes (Srikant and Ying, 2019, Theorem 7) for linear one timescale SA with Markovian noise.
In a similar vein to the proof of Theorem 1, we bound the cross term ‖E[θ̃

(0)
k (w̃

(0)
k )>]‖ as:

Lemma 8 Assume A1–2, B1–4 and the step sizes satisfy (27). For any k ∈ N, it holds

‖E[θ̃
(0)
k+1(w̃

(0)
k+1)>]‖ ≤ C̃

θ̃,w̃

0

k∏
`=0

(
1− γ`a22

4

)
+ C̃

θ̃,w̃

1 βk+1 + C̃
θ̃,w̃

2

k∑
j=0

γ2
j

k∏
`=j+1

(
1− γ`a22

4

)
Mθ̃
j ,

where the constants C̃
θ̃,w̃

0 , C̃
θ̃,w̃

1 , C̃
θ̃,w̃

2 are defined in (73) in the appendix.
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However, we observe that it is unnecessary to derive a similar (tight) bound for ‖E[θ̃
(1)
k (w̃

(1)
k )>]‖ as

in the above lemma. The reason is that as observed in Lemma 6, the Markovian noise driven terms
are anticipated to be sufficiently small compared to the martingale noise driven terms. In particular,
a crude bound suffices to obtain the desirable convergence rate of Mθ̃

k, as we observe next.

Step 2: Bounding Mθ̃
k Again we consider the bounds on ‖E[θ̃

(0)
k+1(θ̃

(0)
k+1)>]‖ and E[‖θ̃(1)

k+1‖
2]

separately. As we show in the appendix, both bounds are comparable as the Markovian noise term
admits a successive difference structure. Using the decomposition θ̃k = θ̃

(0)
k + θ̃

(1)
k , we obtain:

Proposition 9 Assume A1–2, B1–4 and the step sizes satisfy (27). For any k ∈ N, it holds

Mθ̃
k+1 ≤ C̃

θ̃

0

∏k
`=0

(
1− β`a∆

4

)
+ C̃

θ̃

1βk+1 + C̃
θ̃

2

∑k
i=0 β

2
i

∏k
`=j+1

(
1− β`a∆

4

)
Mθ̃
i , (30)

where the constants C̃
θ̃

0, C̃
θ̃

1, C̃
θ̃

2 are defined in (78) in the appendix.

Equipped with Proposition 9, we can repeat the same steps as in (24) to derive an upper bound for
Mθ̃
k through solving the recursive inequality (30). Similar steps also apply for yielding (15).

4. Tightness of the Finite-time Error Bounds

This section examines the tightness of our finite time error bounds in Theorem 1, 2 through charac-
terizing the squared error E[‖θk − θ?‖2] with expansion. We consider the assumption:

A5 There exist matrices Σ11,Σ12,Σ22, and a constant mexp
VW ≥ 0 such that for all j ∈ N, it holds

‖E[VjV
>
j ]− Σ11‖ ∨ ‖E[WjW

>
j ]− Σ22‖ ∨ ‖E[VjW

>
j ]− Σ12‖ ≤ mexp

VW (‖E[θkθ
>
k ]‖ + ‖[wkw>k ]‖).

Note that A5 implies A4 and therefore poses a stronger assumption. We have

Theorem 10 Assume A1–3, A5 and for all k ∈ N, we have γk ∈ [0, γmtg
∞ ], βk ∈ [0, βexp∞ ] and

κ ∈ [0, κexp∞ ], where γmtg
∞ , βexp∞ , κexp∞ are constants defined in (20), (83), (82) in the appendix. Then

for any k ≥ kexp0 := min{` :
∑`−1

j=0 βj ≥ log(2)/(2‖∆‖)}, the following expansion holds

E
[
‖θk − θ?‖2

]
= Ik + Jk. (31)

The leading term Ik is given by the following explicit formula

Ik :=
∑k

j=0 β
2
j Tr

(∏k
`=j+1(I−β`∆) Σ

{∏k
`=j+1(I−β`∆)

}>)
,

where Σ := Σ11 + A12A
−1
22 Σ22A−>22 A

>
12 + Σ12A−>22 A

>
12 + A12A

−1
22 Σ21. Meanwhile, the following

two-sided inequality holds

Cexp
3 Tr(Σ) ≤ Ik

βk
≤ Cexp

4 Tr(Σ), (32)

and Jk is bounded by

|Jk| ≤ Cexp
0

k−1∏
`=0

(
1− a∆

4
β`

)
V0 + Cexp

1 βk

(
γk +

βk
γk

)
, (33)

where V0 was defined in (11). All constants Cexp
0 ,Cexp

1 ,Cexp
3 , Cexp

4 are given in (109), (89) and (91)
in the appendix, respectively, and they are independent of βk, γk.

11
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The proof is skipped in the interest of space, and it can be found in Appendix C. Observe that from
(33), the dominant term for Jk is given by O(βkγk +

β2
k
γk

). As such, using (32), we observe that

|Jk|/Ik = O (γk + βk/γk)

If limk→∞ βk/γk = 0, we have limk→∞ |Jk|/Ik = 0. Combining (31), (32) shows that the expected
error E[‖θk − θ?‖2] is lower bounded by Ω(βk).

We note that the assumptions A1–3, A5 imposed by the theorem imply A1–A4 required by
Theorem 1. Hence, together with (12) in Theorem 1, the above observations constitute a matching
lower bound on the convergence rate of linear two timescale SA with martingale noise. For the
Markovian noise setting, we observe that if we impose the assumption that the random elements
(Xk)k≥0 are i.i.d., and b̃i(x), Ãij(x) are bounded above for any i, j = 1, 2 and x ∈ X, then A5,
B2–B3 can be satisfied. Therefore, the lower bound on the convergence rate also holds.

5. Numerical Experiments, Conclusions

We present numerical experiments to support our theoretical claims. We consider (a) a toy exam-
ple with a randomly generated problem parameters bi, Aij and i.i.d. samples (Xk)k∈N such that
E[̃bi(Xk)] = bi, E[Ãij(Xk)] = Aij , (b) the Garnet problem (Geist and Scherrer, 2014) with the
GTD algorithm (Sutton et al., 2009a) using Xk from a simulated Markov chain. For example (a),
we compute the stationary point θ?, w? exactly using (7); for example (b), while it is known that
w? = 0, the solution θ? is computed using Monte Carlo simulation of the matrices b̃i(Xk), Ãij(Xk)

with 2 · 109 iterations. The step sizes are chosen as βk = cβ/(kβ0 + k), γk = cγ/(kβ0 + k)σ with
σ ∈ {0.5, 0.67, 0.75}. In the toy example (a), we have dθ = dw = 10, kβ0 = 104, kγ0 = 107, cβ =

140, cγ = 300; while for the Garnet problem (b), we have kβ0 = 8 · 105, kγ0 = 2 · 105, cβ =
2300, cγ = 120. Garnet problem is generated from family nS = 30, nA = 2, b = 2, p = 8, see
(Geist and Scherrer, 2014). Further details about both experiments are described in Appendix E.
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Figure 1: Deviations from stationary point (θ?, w?) normalized by step sizes βk, γk: (a,b) the toy
example, note we also show Ik using the exact formula in Theorem 10 (unnormalized
plot also available in the Appendix); (c,d) the Garnet problem.

We illustrate the convergence rates of the linear two timescale SA on the two problems in Fig-
ure 1. Note that the plots show the (normalized) steady state errors are E[‖θk − θ?‖2] = O(βk),
E[‖wk − w?‖2] = O(γk), which hold for both examples on martingale and Markovian noise. In
addition, they are independent of the choice of σ. These observations agree with our main results.

Conclusions We have provided an improved finite time convergence analysis of the linear two
timescale SA on both martingale and Markovian noises with relaxed conditions. Our analysis show
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that a tight analysis is possible through deriving and solving a sequence of recursive error bounds.
Future works include the finite time analysis of nonlinear two timescale SA.
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Szepesvári, and Eric Wiewiora. Fast gradient-descent methods for temporal-difference learning
with linear function approximation. In International Conference on Machine Learning, pages
993–1000, 2009b.

Vladislav Tadic. Almost sure convergence of two time-scale stochastic approximation algorithms.
Proceedings of the 2004 American Control Conference, 4:3802–3807 vol.4, 2004.

Vladislav Tadic. Asymptotic analysis of temporal-difference learning algorithms with constant step-
sizes. Machine Learning, 63:107–133, 05 2006. doi: 10.1007/s10994-006-5835-z.

J. N. Tsitsiklis and B. Van Roy. An analysis of temporal-difference learning with function approxi-
mation. IEEE Transactions on Automatic Control, 42(5):674–690, May 1997. ISSN 2334-3303.
doi: 10.1109/9.580874.

Tengyu Xu, Shaofeng Zou, and Yingbin Liang. Two time-scale off-policy td learning: Non-
asymptotic analysis over markovian samples. In Advances in Neural Information Processing
Systems, pages 10633–10643, 2019.

15



KALEDIN MOULINES NAUMOV TADIC WAI

Appendix A. Proof of Observation 1

The following derivation is largely borrowed from (Konda and Tsitsiklis, 2004) and is repeated here
for completeness. We begin by substituting θ̃k into (3) to obtain

θ̃k+1 = (I−βkA11)θk − βkA12wk − θ? + βkb1 − βkVk+1

= (I−βkA11)θ̃k − βkA11θ
? − βkA12(w̃k + w? − Ck−1θ̃k) + βkb1 − βkVk+1

= (I−βk(A11 −A12A
−1
22 A21 −A12Lk))θ̃k − βkA12w̃k − βk(A12w

? +A11θ
? − b1)− βkVk+1.

Notice that

A12w
? +A11θ

? − b1 = (A11 −A12A
−1
22 A21)θ? +A12A

−1
22 b2 − b1 = 0.

The above yields
θ̃k+1 = (I−βkBk

11)θ̃k − βkA12w̃k − βkVk+1.

Next, we observe that

wk+1 − w? = (I−γkA22)wk − γkA21θk − w? + γkb2 − γkWk+1

= (I−γkA22)(wk − w?)− γkA22w
? − γkA21θk + γkb2 − γkWk+1

= (I−γkA22)(wk − w?)− γkA21(θk − θ?)− γkWk+1

Substitute w̃k into (4) and using (18) yield:

w̃k+1 = (I−γkA22)(wk − w?)− γkA21θ̃k + Ckθ̃k+1 − γkWk+1

= (I−γkA22)w̃k −
(
(I−γkA22)Ck−1 + γkA21

)
θ̃k + Ck

(
(I−βkBk

11)θ̃k − βkA12w̃k
)

− βkCkVk+1 − γkWk+1

= (I−γkBk
22)w̃k −

(
Ck−1 − γk(A22Ck−1 −A21)− Ck(I−βkBk

11)
)
θ̃k − βkCkVk+1 − γkWk+1

We observe that

Ck−1 − γk(A22Ck−1 −A21)− Ck(I−βkBk
11)

= Lk +A−1
22 A21 − (Lk+1 +A−1

22 A21)(I−βkBk
11)− γk(A22Ck−1 −A21)

= Lk − (Lk − γkA22Lk + βkA
−1
22 A21B

k
11)− βkA−1

22 A21B
k
11 − γk(A22Ck−1 −A21)

= γkA22Lk − γk(A22(Lk +A−1
22 A21)−A21) = 0.

The above yields
w̃k+1 = (I−γkBk

22)w̃k − βkCkVk+1 − γkWk+1.

Appendix B. Detailed Proofs for Section 3

Before we proceed to proving the main results of Section 3, we first study a few properties of the
two timescale linear SA scheme.

To facilitate our discussions next, we define the constant:

C∞ :=
√
λmin(Q∆)−1λmax(Q22) L∞+‖A−1

22 A21‖,

16
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where ‖Ck‖ ≤ C∞ for any k ≥ 0. Then, as we have θkθ>k � 2θ̃kθ̃
>
k + 2θ?(θ?)>, it holds

‖E[θkθ
>
k ]‖ ≤ 2

{
Mθ̃
k +‖θ?(θ?)>‖

}
, ‖E[wkw

>
k ]‖ ≤ 3

{
Mw̃
k + Mθ̃

k C2
∞+‖w?(w?)>‖

}
The noise terms Vk,Wk can then be estimated in terms of the transformed variables θ̃k, w̃k and their
variances Mθ̃

k,M
w̃
k . In particular, combining with A4 yields

‖E[Vk+1V
>
k+1]‖ ≤ m̃V (1 + Mθ̃

k + Mw̃
k ), ‖E[Wk+1W

>
k+1]‖ ≤ m̃W (1 + Mθ̃

k + Mw̃
k ) (34)

‖E[Vk+1W
>
k+1]‖ ≤ m̃VW (1 + Mθ̃

k + Mw̃
k ) (35)

where

m̃V

mV
=
m̃W

mW
= (1 + 2‖θ?(θ?)>‖ + 3‖w?(w?)>‖) ∨ (2 + 3 C2

∞) ∨ 3

m̃VW =

√
dθdw
2

(m̃W + m̃V )

(36)

We also define a few constants related to the matricesQ∆, Q22 associated with the Hurwitz matrices
∆, A22 in (8). Set p∆ := λ−1

min(Q∆)λmax(Q∆), p22 := λ−1
min(Q22)λmax(Q22), p22,∆ :=

√
p22p∆.

Moreover, for any a > 0, we set

%a :=
2

a
ς max{1, a22/(4a∆)} ∨ 4

a
(ς)3.

Next, we study the contraction properties of I−βkBk
11 and I−γkBk

22 that appear in the transformed
two timescale SA (18),(19). Using (9), we observe that

‖I−βkBk
11‖Q∆

= ‖I−βk∆ + βkA12Lk‖Q∆
≤ ‖I−βk∆‖Q∆

+ βk‖A12‖Q22,Q∆
‖Lk‖Q∆,Q22

≤ (1− βka∆) + βk‖A12‖Q22,Q∆
‖Lk‖Q∆,Q22 .

Recalling that ‖Lk‖Q∆,Q22 ≤ L∞, the above inequality yields

‖I−βkBk
11‖Q∆

≤ 1− (1/2)βka∆ . (37)

Since ‖I−γkBk
22‖Q22 ≤ ‖I−γkA22‖Q22 + βk‖CkA12‖Q22 , we obtain the contraction:

‖I−γkBk
22‖Q22 ≤ 1− γka22 + βk(L∞+‖A−1

22 A21‖Q∆,Q22)‖A12‖Q22,Q∆

≤ 1− (1/2)γka22.
(38)

The last inequality is due to κ ≤ (a22/2){(L∞+‖A−1
22 A21‖Q∆,Q22)‖A12‖Q22,Q∆

}−1. Lastly, the
following quantities will be used throughout the analysis:

Γ(1)
m:n :=

n∏
i=m

(I−βiBi
11), Γ(2)

m:n :=

n∏
i=m

(I−γiBi
22),

G(1)
m:n :=

n∏
i=m

(
1− (1/2)βia∆

)
, G(2)

m:n :=
n∏

i=m

(
1− (1/2)γia22

)
.

17
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As a convention, we define Γ
(1)
m:n = Γ

(2)
m:n = I if m > n. In particular, for any n,m ≥ 0, we observe

the following bound on the operator norm of Γ
(1)
m:n,

‖Γ(1)
m:n‖ =

√
p∆‖Γ(1)

m:n‖Q∆
≤ √p∆

n∏
i=m

‖ I−βiBi
11‖Q∆

≤ √p∆G
(1)
m:n

Similarly, we have ‖Γ(1)
m:n‖ ≤

√
p22G

(2)
m:n. Lastly, we define

Σk := E
[
w̃kw̃

>
k

]
, Ωk := E

[
θ̃kw̃

>
k ], Θk := E

[
θ̃kθ̃
>
k

]
,

whose operator norms correspond to Mw̃
k ,M

θ̃,w̃
k ,Mθ̃

k, respectively.

B.1. Detailed Proof of Theorem 1

This subsection provides proofs to the propositions stated in Section 3.1, as well as providing de-
tailed steps in establishing Theorem 1.

Bounding Mw̃
k (Proof of Proposition 3) Using (19), as the noise terms are martingale, we get

EFk
[
w̃k+1w̃

>
k+1

]
= (I−γkBk

22)w̃kw̃
>
k (I−γkBk

22)> + γ2
kEFk

[
Wk+1W

>
k+1

]
+ β2

kCkEFk
[
Vk+1V

>
k+1

]
C>k + βkγk

(
EFk

[
Wk+1V

>
k+1

]
C>k + CkEFk

[
Vk+1W

>
k+1

])
. (39)

Repeatedly applying (39) and taking the total expectation on both sides show

Σk+1 = Γ
(2)
0:kΣ0(Γ

(2)
0:k)
> +

k∑
j=0

Γ
(2)
j+1:kDj+1(Γ

(2)
j+1:k)

>, (40)

where

Dk+1 = γ2
k E[Wk+1W

>
k+1] + β2

kCk E[Vk+1V
>
k+1]C>k +βkγk

(
E[Wk+1V

>
k+1]C>k + Ck E[Vk+1W

>
k+1]

)
.

Using Lemma 23, we observe that

γkβk‖E[Wk+1V
>
k+1]C>k ‖ ≤

√
dθdw
2

C∞
(
γ2
k‖E[Wk+1W

>
k+1]‖+ β2

k‖E[Vk+1V
>
k+1]‖

)
,

Let KC := max{C2
∞, 1}+

√
dθdwC∞, we have

‖Dk+1‖ ≤ γ2
k

(
1 + C∞

√
dθdw

)
‖E[Wk+1W

>
k+1]‖+ β2

kC∞

(
C∞ +

√
dθdw

)
‖E[Vk+1V

>
k+1]‖

≤ KC

(
γ2
k

{
m̃V + m̃V Mθ̃

k +m̃V Mw̃
k

}
+ β2

k

{
m̃W + m̃W Mθ̃

k +m̃W Mw̃
k

})
where the last inequality is due to (34). Taking the operator norm on both sides of (40) yields

Mw̃
k+1 ≤ p22

{(
G

(2)
0:k

)2
Mw̃

0 +KC

k∑
j=0

(
G

(2)
j+1:k

)2
(γ2
j m̃V + β2

j m̃W )
{

1 + Mθ̃
j + Mw̃

j

}}
.

18
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Using that βk ≤ κγk one writes

Mw̃
k+1 ≤ Cw̃

0
′(
G

(2)
0:k

)2
+ c0Cw̃

1
′
k∑
j=0

γ2
j

(
G

(2)
j+1:k

)2
(1 + Mθ̃

j) + Cw̃
2
′
k∑
j=0

γ2
j

(
G

(2)
j+1:k

)2
Mw̃
j (40)

where c0 = m̃V + κ2m̃W , Cw̃
0
′
= p22 Mw̃

0 , Cw̃
1
′
= p22KC , and Cw̃

2
′
= p22c0. Define:

Ũk = Cw̃
0
′(
G

(2)
0:k−1

)2
+ c0Cw̃

1
′
k−1∑
j=0

γ2
j

(
G

(2)
j+1:k−1

)2
(1 + Mθ̃

j) + Cw̃
2
′
k−1∑
j=0

γ2
j

(
G

(2)
j+1:k−1

)2
Ũj ,

It is easily seen that the sequence (Ũk)k≥0 is given by the following recursion

Ũk+1 = (1− a22γk/2)2Ũk + c0Cw̃
1
′
γ2
k(1 + Mθ̃

k) + Cw̃
2
′
γ2
kŨk, Ũ0 = Cw̃

0
′
.

Since the step size was chosen such that γk(Cw̃
2
′
+ (a2

22/4)) ≤ a22
2 [cf. (20)], we have

Ũk+1 ≤ (1− a22γk/2)Ũk + Cw̃
1
′
γ2
k(c0 + c1 Mθ̃

k)

which implies

Ũk+1 ≤ C0G
(2)
0:k + c0Cw̃

1
′
k∑
j=0

γ2
j (1 + Mθ̃

j)G
(2)
j+1:k.

Observe that Mw̃
k ≤ Ũk. Applying Corollary 14 shows that

∑k
j=0 γ

2
jG

(2)
j+1:k ≤ %

a22/2γk+1, we get

Mw̃
k+1 ≤ Cw̃

0 G
(2)
0:k + Cw̃

1 γk+1 + Cw̃
2

k∑
j=0

γ2
jG

(2)
j+1:k Mθ̃

j , (41)

where we recall KC := max{C2
∞, 1}+

√
dθdwC∞, and

Cw̃
0 := p22 Mw̃

0 , Cw̃
1 := p22(m̃V + κ2m̃W )KC%

a22/2, Cw̃
2 := p22KC(m̃V + κ2m̃W ). (42)

This concludes the proof for Proposition 3.

Bounding Mθ̃,w̃
k (Proof of Proposition 4) We proceed by observing the following recursion of

Ωk:

Ωk+1 = (I−βkBk
11)Ωk(I−γkBk

22)> − βkA12Σk(I−γkBk
22)>

+ βkγk E[Vk+1W
>
k+1] + β2

k E[Vk+1V
>
k+1]C>k .

Repeatedly applying the recursion gives

Ωk+1 = Γ
(1)
0:kΩ0

(
Γ

(2)
0:k

)>
−

k∑
j=0

βjΓ
(1)
j+1:kA12Σj

(
Γ

(2)
j:k

)>
+

k∑
j=0

βjγjΓ
(1)
j+1:k E

[
Vj+1W

>
j+1

] (
Γ

(2)
j+1:k

)>
+

k∑
j=0

β2
jΓ

(1)
j+1:k E

[
Vj+1V

>
j+1

]
C>j

(
Γ

(2)
j+1:k

)>
.
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The contraction properties (38), (37) result in

Mθ̃,w̃
k+1 ≤ p22,∆

{
G

(1)
0:kG

(2)
0:k Mθ̃,w̃

0 +‖A12‖
k∑
j=0

βjG
(1)
j+1:kG

(2)
j:k Mw̃

j

}
(43)

+ p22,∆

{ k∑
j=0

βjγjG
(1)
j+1:kG

(2)
j+1:k‖E[Vj+1W

>
j+1]‖ + C∞

k∑
j=0

β2
jG

(1)
j+1:kG

(2)
j+1:k‖E[Vj+1V

>
j+1]‖

}
Applying (41), we bound the third last term of (43) as

k∑
j=0

βjG
(1)
j+1:kG

(2)
j:k Mw̃

j ≤
k∑
j=0

βjG
(1)
j+1:kG

(2)
j:k

(
Cw̃

0 G
(2)
0:j−1 + Cw̃

1 γj + Cw̃
2

j−1∑
i=0

γ2
iG

(2)
i+1:j−1 Mθ̃

i

)
≤

2 Cw̃
0 G

(2)
0:k

a∆
+ Cw̃

1

k∑
j=0

βjG
(2)
j:kγj + Cw̃

2

k∑
j=0

βjG
(1)
j+1:kG

(2)
j:k

j−1∑
i=0

γ2
iG

(2)
i+1:j−1 Mθ̃

i

where we have used Lemma 12 and G(1)
j+1:k ≤ 1 in the last inequality. Applying Corollary 14 and

Lemma 15, A2 to the second and the last term on the right hand side, respectively, we obtain the
following upper bound:

k∑
j=0

βjG
(1)
j+1:kG

(2)
j:k Mw̃

j ≤
2 Cw̃

0 G
(2)
0:k

a∆
+ Cw̃

1 %
a22/2βk+1 +

2 Cw̃
2

a∆

k∑
i=0

γ2
iG

(2)
i+1:k Mθ̃

i . (44)

Applying (35), we bound the second last term of (43) as
k∑
j=0

βjγjG
(1)
j+1:kG

(2)
j+1:k‖E[Vj+1W

>
j+1]‖ ≤ m̃VW

k∑
j=0

βjγjG
(1)
j+1:kG

(2)
j+1:k

(
1 + Mθ̃

j + Mw̃
j

)
≤ m̃VW

{ k∑
j=0

βjγjG
(2)
j+1:k +

k∑
j=0

βjγjG
(2)
j+1:k Mθ̃

j +
k∑
j=0

βjγjG
(1)
j+1:kG

(2)
j+1:k Mw̃

j

}

≤ m̃VW

{
%a22/2βk+1 + κ

k∑
j=0

γ2
jG

(2)
j+1:k Mθ̃

j +
k∑
j=0

βjγjG
(1)
j+1:kG

(2)
j+1:k Mw̃

j

}
(45)

where the last inequality applied Corollary 14 again. We observe
k∑
j=0

βjγjG
(1)
j+1:kG

(2)
j+1:k Mw̃

j ≤
γ0

1− γ0a22/2

k∑
j=0

βjG
(1)
j+1:k−1G

(2)
j:k−1 Mw̃

j (46)

Thirdly, we repeat the calculations above and exploit βk ≤ κγk to bound
k∑
j=0

β2
jG

(1)
j+1:kG

(2)
j+1:k‖E[Vj+1V

>
j+1]‖ ≤ m̃V

k∑
j=0

β2
jG

(1)
j+1:kG

(2)
j+1:k

(
1 + Mθ̃

j + Mw̃
j

)
≤ m̃V

{ k∑
j=0

β2
jG

(1)
j+1:k +

k∑
j=0

β2
jG

(2)
j+1:k Mθ̃

j +
k∑
j=0

β2
jG

(1)
j+1:kG

(2)
j+1:k Mw̃

j

}

≤ m̃V

{
κ%a22/2βk+1 + κ2

k∑
j=0

γ2
jG

(2)
j+1:k Mθ̃

j +κ
k∑
j=0

βjγjG
(1)
j+1:kG

(2)
j+1:k Mw̃

j

}
.

(47)
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Combining (44), (45), (46), (47), we conclude that

Mθ̃,w̃
k+1 ≤ Cθ̃,w̃

0 G
(2)
0:k + Cθ̃,w̃

1 βk+1 + Cθ̃,w̃
2

k∑
j=0

γ2
jG

(2)
j+1:k Mθ̃

j (48)

where

Cθ̃,w̃
0 := p22,∆

(
Mθ̃,w̃

0 +‖A12‖
2 Cw̃

0

a∆
+ (m̃VW + κC∞m̃V )

2γ0 Cw̃
0

a∆(1− γ0a22/2)

)
,

Cθ̃,w̃
1 := p22,∆%

a22/2
(

Cw̃
1

(
‖A12‖ +

γ0

1− γ0a22/2
(m̃VW + C∞κm̃V )

)
+ m̃VW + C∞κm̃V

)
,

Cθ̃,w̃
2 := p22,∆

(2 Cw̃
2

a∆

(
‖A12‖ +

γ0

1− γ0a22/2
(m̃VW + C∞κm̃V )

)
+ κ
(
m̃VW + C∞κm̃V

))
.

(49)

This concludes the proof of Proposition 4.

Bounding Mθ̃
k (Proof of Proposition 5) We observe the following recursion:

EFk
[
θ̃k+1θ̃

>
k+1

]
= (I−βkBk

11)EFk
[
θ̃kθ̃
>
k

]
(I−βkBk

11)> + β2
kA12EFk

[
w̃kw̃

>
k

]
A>12

+ β2
kEFk

[
Vk+1V

>
k+1

]
− βk

(
(I−βkBk

11)EFk
[
θ̃kw̃

>
k

]
A>12 +A12EFk

[
w̃kθ̃

>
k

]
(I−βkBk

11)>
)

Taking total expectations and evaluating the recursion gives

Θk+1 = Γ
(1)
0:kΘ0(Γ

(1)
0:k)
> +

k∑
j=0

β2
jΓ

(1)
j+1:k(A12ΣjA

>
12 + E[Vj+1V

>
j+1])

(
Γ

(1)
j+1:k

)>
−

k∑
j=0

βjΓ
(1)
j+1:k((I−βjB

j
11)ΩjA

>
12 +A12Ω>j (I−βjBj

11)>)
(
Γ

(1)
j+1:k

)>
The above implies

Mθ̃
k+1 ≤ p∆

{
(G

(1)
0:k)

2 Mθ̃
0 +2‖A12‖

k∑
j=0

βj(G
(1)
j+1:k)

2(1− βja∆/2) Mθ̃,w̃
j

}

+ p∆

k∑
j=0

β2
j (G

(1)
j+1:k)

2
(
‖A12‖2 Mw̃

j +‖E[Vj+1V
>
j+1]‖

) (50)

Applying (34) and Corollary 14 yield

Mθ̃
k+1 ≤ p∆

{
(G

(1)
0:k)

2 Mθ̃
0 +m̃V %

a∆/2βk+1 + m̃V

k∑
j=0

β2
j (G

(1)
j+1:k)

2 Mθ̃
j

}

+ 2p∆‖A12‖
k∑
j=0

βjG
(1)
j:kG

(1)
j+1:k Mθ̃,w̃

j +p∆

(
‖A12‖2 + m̃V

) k∑
j=0

β2
j (G

(1)
j+1:k)

2 Mw̃
j ,

(51)

21



KALEDIN MOULINES NAUMOV TADIC WAI

Applying (48), we can bound the second last term in (51) as

k∑
j=0

βjG
(1)
j:kG

(1)
j+1:k Mθ̃,w̃

j ≤
k∑
j=0

βjG
(1)
j:kG

(1)
j+1:k

(
Cθ̃,w̃

0 G
(2)
0:j−1 + Cθ̃,w̃

1 βj + Cθ̃,w̃
2

j−1∑
i=0

γ2
iG

(2)
i+1:j−1 Mθ̃

i

)

≤ 2 Cθ̃,w̃
0

a∆
G

(1)
0:k + Cθ̃,w̃

1 %a22/2βk+1 + Cθ̃,w̃
2

k∑
j=0

βjG
(1)
j:kG

(1)
j+1:k

j−1∑
i=0

γ2
iG

(2)
i+1:j−1 Mθ̃

i

where the second inequality is derived using Corollary 14. To bound the last term in the above we
start from the following observation. Indeed, taking into account definition of β∞ in (20), we get
(1− β`a∆/2)−1 ≤ 1 + β`a∆. This inequality and assumption A2-2 yield that

γ`−1

γ`

1− γ`a22/2

1− β`a∆/2
≤ (1 + εγγ`)(1− γ`a22/2)(1 + β`a∆)

≤ 1− γ`
{
a22/2− a∆κ− ε

}
+ εγγ

2
`

{
κa∆ − a22/2

}
≤ 1− (1/8)a22γ`,

(52)

since κ∞ ≤ (1/4)a22/a∆, see (16). We observe the following chain

k∑
j=0

βjG
(1)
j:kG

(1)
j+1:k

j−1∑
i=0

γ2
iG

(2)
i+1:j−1 Mθ̃

i =
k−1∑
i=0

γ2
i Mθ̃

i

k∑
j=i+1

βjG
(1)
j:kG

(1)
j+1:kG

(2)
i+1:j−1

=

k−1∑
i=0

γ2
iG

(1)
i+1:k Mθ̃

i

k∑
j=i+1

βjG
(1)
j+1:k

G
(2)
i+1:j−1

G
(1)
i+1:j−1

(a)

≤
k−1∑
i=0

βiγiG
(1)
i+1:k Mθ̃

i

k∑
j=i+1

γj−1

j−1∏
`=i+1

γ`−1

γ`

G
(2)
i+1:j−1

G
(1)
i+1:j−1

(b)

≤
k−1∑
i=0

βiγiG
(1)
i+1:k Mθ̃

i

k∑
j=i+1

γj−1

j−1∏
`=i+1

(1− (1/8)γ`a22)
(c)

≤ 8ς

a22

k−1∑
i=0

βiγiG
(1)
i+1:k Mθ̃

i .

(53)

where (a) is due to βj ≤ βi andG(1)
j+1:k ≤ 1, (b) is due to (52), (c) is due to A2-1 and

∑k
j=i+1 γj

∏j−1
`=i+1(1−

γ`ã) ≤ (8/a22) for any i, k.
Moreover, applying (41), we can bound the last term of (51) as:

k∑
j=0

β2
j (G

(1)
j+1:k)

2 Mw̃
j ≤

k∑
j=0

β2
j (G

(1)
j+1:k)

2
(

Cw̃
0 G

(2)
0:j−1 + Cw̃

1 γj + Cw̃
2

j−1∑
i=0

γ2
iG

(2)
i+1:j−1 Mθ̃

i

)

≤
Cw̃

0 G
(1)
0:k

1− β0a∆/2

k∑
j=0

β2
jG

(1)
j+1:k + γ0 Cw̃

1

k∑
j=0

β2
jG

(1)
j+1:k + Cw̃

2

k∑
j=0

β2
j (G

(1)
j+1:k)

2
j−1∑
i=0

γ2
iG

(2)
i+1:j−1 Mθ̃

i

≤
( Cw̃

0 G
(1)
0:k

1− β0a∆/2
+ γ0 Cw̃

1

)
%a22/2βk+1 + Cw̃

2

k∑
j=0

β2
j (G

(1)
j+1:k)

2
j−1∑
i=0

γ2
iG

(2)
i+1:j−1 Mθ̃

i ,

where the last inequality is due to Corollary 14. In addition, similar to (53), we can derive the bound

k∑
j=0

β2
j (G

(1)
j+1:k)

2
j−1∑
i=0

γ2
iG

(2)
i+1:j−1 Mθ̃

i ≤
(8ς)/a22

1− β0a∆/2

k∑
i=0

β2
i γiG

(1)
i+1:k Mθ̃

i
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Substituting the above inequalities into (51) leads to

Mθ̃
k+1 ≤ Cθ̃

0G
(1)
0:k + Cθ̃

1 βk+1 + Cθ̃
2

k∑
j=0

γjβjG
(1)
j+1:k Mθ̃

j (54)

where

Cθ̃
0 := p∆

(
Mθ̃

0 +
4‖A12‖Cθ̃,w̃

0

a∆

)
,

Cθ̃
1 := p∆

{
m̃V %

a∆/2 + 2‖A12‖Cθ̃,w̃
1 %a22/2 + (‖A12‖2 + m̃V )

(
γ0 Cw̃

1 +
Cw̃

0

1− β0a∆/2

)
%a22/2

}
,

Cθ̃
2 := p∆

{
16ς‖A12‖Cθ̃,w̃

2

a22
+ m̃V + (‖A12‖2 + m̃V )

8 Cw̃
2 ς/a22

1− β0a∆/2

}
.

(55)

This completes the proof for Proposition 5.

Completing the Proof of Theorem 1 We complete the proof by analyzing the convergence rate
of Mθ̃

k using (54). Consider the following recursion which upper bounds Mθ̃
k:

Uk+1 = Cθ̃
0G

(1)
0:k + Cθ̃

1 βk+1 + Cθ̃
2

k∑
j=0

γjβjG
(1)
j+1:k Uj ,

where we have set U0 = Cθ̃
0. Observe that

Uk+1−(1− βka∆/2) Uk = Cθ̃
1(βk+1 − (1− βka∆/2)βk) + Cθ̃

2 γkβk Uk

⇐⇒Uk+1 = (1− βk(a∆/2− Cθ̃
2 γk)) Uk + Cθ̃

1(βk+1 − βk + β2
ka∆/2)

Since γk ≤ γ0 ≤ a∆

4 Cθ̃2
, we have

Uk+1 ≤ (1− βka∆/4) Uk + Cθ̃
1 β

2
ka∆/2

Evaluating the recursion gives

Uk+1 ≤
k∏
`=0

(1− β`a∆/4) U0 + Cθ̃
1(a∆/2)

k∑
j=0

β2
j

k∏
`=j+1

(1− β`a∆/4)

Applying Corollary 14 shows
∑k

j=0 β
2
j

∏k
`=j+1(1− β`a∆/4) ≤ %a∆/4βk+1. Lastly, observing that

Mθ̃
k ≤ Uk gives

Mθ̃
k+1 ≤ Cθ̃

0

k∏
`=0

(
1− β`

a∆

4

)
+ Cθ̃

1 %
a∆/4

a∆

2
βk+1. (56)

23



KALEDIN MOULINES NAUMOV TADIC WAI

To finish the proof of (12), we observe (i) the constant Cθ̃
0 ≤ Cθ̃,mtg

0 V0 for some constant Cθ̃,mtg
0 , (ii)

the inequality that E[‖θk−θ?‖2] ≤ dθ Mθ̃
k, and (iii) setting the constant Cθ̃,mtg

1 := Cθ̃
1 %

a∆/4(a∆/2).
Our last endeavor is to prove (13). Observe that the tracking error ŵk := wk−A−1

22 (b2−A21θk)
may be represented as

ŵk = wk − w? + w? −A−1
22 (b2 −A21θk)

= w̃k − Ck−1θ̃k +A−1
22

(
(b2 −A21θ

?)− (b2 −A21θk)
)

= w̃k − Lkθ̃k

using the definitions in (17). This leads to the following estimate of Mŵ
k := ‖E[ŵkŵ

>
k ]‖:

Mŵ
k+1 ≤ 2 Mw̃

k+1 +2‖Lk+1‖2 Mθ̃
k+1 ≤ 2 Mw̃

k+1 +2 L2
∞
λmax(Q22)

λmin(Q∆)
Mθ̃
k+1 (57)

In particular, substituting (56) into (41), we obtain:

Mw̃
k+1 ≤ Cw̃

0 G
(2)
0:k + Cw̃

1 γk+1 + Cw̃
2

k∑
j=0

γ2
jG

(2)
j+1:k

{
Cθ̃

0

j−1∏
`=0

(
1− β`

a∆

4

)
+ Cθ̃

1 %
a∆/4

a∆

2
βj

}

≤ Cw̃
0 G

(2)
0:k + γk+1

{
Cw̃

1 + Cθ̃
1 %

a∆/4
a∆

2
Cw̃

2 %
a22/2 +

Cw̃
2 Cθ̃

0 %
a22/2

1− β0a∆/4

k∏
`=0

(
1− β`

a∆

4

)}

where the last inequality is due to the observation G(2)
j+1:k ≤

∏k
i=j+1(1 − γia22/4)2 and the appli-

cation of Corollary 14. Furthermore using G(2)
0:k ≤

∏k
`=0(1− β`a∆/4) and applying (57) gives

Mŵ
k+1 ≤ Cw

0

k∏
`=0

(1− β`a∆/4) + Cŵ,mtg
1 γk+1,

where

Cw
0 := 2

{
L2
∞
λmax(Q22)

λmin(Q∆)
Cθ̃

0 +
%a22/2 Cw̃

2 Cθ̃
0

1− β0a∆/4
+ Cw̃

0

}
Cŵ,mtg

1 := 2
{
κL2
∞
λmax(Q22)

λmin(Q∆)
%a∆/4

a∆

2
Cθ̃

1 + Cw̃
1 +%a∆/4

a∆

2
Cw̃

2 %
a22/2 Cθ̃

1

} (58)

We conclude the proof for Theorem 1 by observing that Cw
0 ≤ Cŵ,mtg

0 V0 for some constant Cŵ,mtg
0 .

B.2. Detailed Proofs of Theorem 2

To facilitate our discussions next, define a few additional constants as:

G̃(1)
m:n :=

n∏
i=m

(1− βia∆/4), G̃(2)
m:n :=

n∏
i=m

(1− γia22/4)

B11,∞ := ‖∆‖+
√
λmin(Q∆)−1λmax(Q22) L∞ ‖A12‖, B22,∞ := κC∞ ‖A12‖+ ‖A22‖.
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Before we begin the proof, notice by observing the form of (25) that that A4 is satisfied by the
Markovian noise through setting

mV = b ∨ (3A), mW = b ∨ (3A),

and furthermore (34) is satisfied with m̃V , m̃W , m̃VW defined in (36) and the above mV ,mW .
Moreover, for i = 0, 1, the second order moments of the decomposed noise satisfy:

‖E[V
(i)
k+1(V

(i)
k+1)>]‖ ≤ m̃(i)

V (1 + Mθ̃
k + Mw̃

k ), ‖E[W
(i)
k+1(W

(i)
k+1)>]‖ ≤ m̃(i)

W (1 + Mθ̃
k + Mw̃

k ),(59)

‖E[V
(i)
k+1(W

(i)
k+1)>]‖ ≤ m̃(i)

VW (1 + Mθ̃
k + Mw̃

k ), (60)

for some constants m̃(i)
V , m̃(i)

W , m̃(i)
VW , i = 1, 2. We proceed with the proof for Theorem 2 as follows.

Bounding Mw̃
k (Proof of Lemma 6 and Proposition 7) Repeating the analysis that leaded to (40)

and using the martingale property of V (0)
k+1,W

(0)
k+1 shows that

‖E[w̃
(0)
k+1(w̃

(0)
k+1)>]‖ ≤ (G

(2)
0:k)

2p22 Mw̃
0 +C̃0

k∑
j=0

γ2
j (G

(2)
j+1:k)

2(1 + Mw̃
j + Mθ̃

j), (61)

where

C̃0 = p22

[
{C2
∞ ∨1 +

√
dwdθ C∞}{m̃V + κ2m̃

(0)
W ∨ m̃

θ
V + κ2m̃

(0)
W }
]
∨
[
m̃

(0)
V + κ2m̃

(0)
W

]
. (62)

Our next endeavor is to bound E[‖w̃(1)
k+1‖

2]. Evaluating the recursion in (26) gives

w̃
(1)
k+1 = Γ

(2)
0:kw̃

(1)
0 +

k∑
j=0

γjΓ
(2)
j+1:k(W

(1)
j+1 + CjV

(1)
j+1) (63)

Set ψ̃bij := ψbij + ΨAi1
j θ? + ΨAi2

j w? for i = 1, 2. Using the definitions, the combined noise has the
following expression

W
(1)
j+1 + CjV

(1)
j+1 =

(
ψ̃b2j − ψ̃

b2
j+1

)
+ Cj

(
ψ̃b1j − ψ̃

b1
j+1

)
+
{

ΨA22
j −ΨA22

j+1 + Cj
(
ΨA12
j −ΨA12

j+1

)}
w̃j

+
{

ΨA21
j −ΨA21

j+1 − (ΨA22
j −ΨA22

j+1)Cj−1 + Cj(Ψ
A11
j −ΨA11

j+1)− Cj(ΨA12
j −ΨA12

j+1)Cj−1

}
θ̃j

Upon some algebra manipulations that are detailed in Appendix B.2.1, we deduce that the combined
noise may be decomposed as:

W
(1)
j+1 + CjV

(1)
j+1 ≡ ψ

WV
j − ψWV

j+1 + Ψ̃WV,θ̃
j θ̃j + Ψ̃WV,w̃

j w̃j

+
(
ΥWV,θ̃
j θ̃j −ΥWV,θ̃

j+1 θ̃j+1

)
+
(
ΥWV,w̃
j w̃j −ΥWV,w̃

j+1 w̃j+1

)
+ ΦWV,θ̃

(
θ̃j+1 − θ̃j

)
+ ΦWV,w̃

(
w̃j+1 − w̃j

)
,

(63)

where it holds that

‖ψWV
j ‖∨‖ΥWV,θ̃

j ‖∨‖ΥWV,w̃
j ‖∨‖ΦWV,w̃‖∨‖ΦWV,θ̃‖ ≤ EWV

0 , ‖Ψ̃WV,θ̃
j ‖∨‖Ψ̃WV,w̃

j ‖ ≤ EWV
0 γj ,
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with

EWV
0 := max{b(1 + C∞),A(1 + 2 C∞+ C2

∞),ACU2 %
a22/2(1 + C∞)(1 + ς)}. (64)

Let us bound the second term in (63) one by one as follows. Using Lemma 11, we obtain

k∑
j=0

γjΓ
(2)
j+1:k

(
ψWV
j − ψWV

j+1 +
(
ΥWV,θ̃
j θ̃j −ΥWV,θ̃

j+1 θ̃j+1

)
+
(
ΥWV,w̃
j w̃j −ΥWV,w̃

j+1 w̃j+1

))
= γ0Γ

(2)
1:k

(
ψWV

0 + ΥWV,θ̃
0 θ̃0 + ΥWV,w̃

0 w̃0

)
− γk

(
ψWV
k+1 + ΥWV,θ̃

k+1 θ̃k+1 + ΥWV,w̃
k+1 w̃k+1

)
+

k∑
j=1

(
γ2
jB

j
22Γ

(2)
j+1:k + (γj − γj−1)Γ

(2)
j:k

)(
ψWV
j + ΥWV,θ̃

j θ̃j + ΥWV,w̃
j w̃j

)
,

Secondly,

k∑
j=0

γjΓ
(2)
j+1:kΦ

WV,θ̃
(
θ̃j+1 − θ̃j

)
= −

k∑
j=0

γjβjΓ
(2)
j+1:kΦ

WV,θ̃
(
A12w̃j+1 + Vj+1

)
k∑
j=0

γjΓ
(2)
j+1:kΦ

WV,w̃
(
w̃j+1 − w̃j

)
= −

k∑
j=0

γ2
jΓ

(2)
j+1:kΦ

WV,w̃
(
Wj+1 + CjVj+1

)
As a consequence of (59)–(60), we have

E[‖A12w̃j+1 +Vj+1‖2] ≤ m̃∆θ̃

(
1+Mw̃

j + Mθ̃
j

)
, E[‖Wj+1 +CjVj+1‖2] ≤ m̃∆w̃

(
1+Mw̃

j + Mθ̃
j

)
where

m̃∆θ̃ := 2
{
‖A12‖2 + m̃V

}
, m̃∆w̃ := 2(m̃W + C∞ m̃V ).

Noting that w̃(1)
0 = 0, taking Euclidean norm on both sides of (63) yields

‖w̃(1)
k+1‖ ≤

√
p22

{
EWV

0

[
G

(2)
1:kγ0(1 + ‖θ̃0‖+ ‖w̃0‖) + γk(1 + ‖θ̃k+1‖+ ‖w̃k+1‖)

]}
+
√
p22 EWV

0

{ k∑
j=1

G
(2)
j+1:k(γ

2
j + ‖γ2

jB
j
22 + (γj − γj−1)(I−Bj

22)‖)(1 + ‖w̃j‖+ ‖θ̃j‖)
}

+
√
p22 EWV

0

k∑
j=0

γ2
jG

(2)
j+1:k(κ‖A12w̃j+1 + Vj+1‖+ ‖Wj+1 + CjVj+1‖)

(65)

Note that for any sequence (bj)j≥0, the following inequality holds:

( k∑
j=0

γ2
jG

(2)
j+1:kbj

)2
≤
( k∑
i=0

γ2
iG

(2)
i+1:k

) k∑
j=0

γ2
jG

(2)
j+1:kb

2
j ≤ γk+1%

a22/2
k∑
j=0

γ2
jG

(2)
j+1:kb

2
j , (66)

where the first inequality is due to Jensen’s inequality and the second inequality is due to Corol-
lary 14. Using ‖Bj

22‖ ≤ B22,∞, |γj − γj−1| ≤ a22
8 γ

2
j [cf. it is a direct consequence of A2-2 and the
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fact γj ≤ γj−1] and applying the above inequality to (65) yields

‖w̃(1)
k+1‖

2 ≤ 9p22(EWV
0 )2

{
(G

(2)
1:k)

2γ2
0(1 + ‖w̃0‖+ ‖θ̃0‖)2 + γ2

k(1 + ‖θ̃k+1‖2 + ‖w̃k+1‖2)
}

+ 9p22(EWV
0 )2(B22,∞ +

a22

8
+ 1)2%a22/2γk+1

{ k∑
j=0

γ2
jG

(2)
j+1:k(1 + ‖w̃j‖2 + ‖θ̃j‖2)

}

+ 9p22(EWV
0 )2%a22/2γk+1

k∑
j=0

γ2
jG

(2)
j+1:k

(
κ‖A12w̃j+1 + Vj+1‖2 + ‖Wj+1 + CjVj+1‖2

)
Using the fact E[‖w̃k‖2] ≤ dw‖E[w̃kw̃

>
k ]‖, E[‖θ̃k‖2] ≤ dθ‖E[θ̃kθ̃

>
k ]‖ (cf. Corollary 22), taking the

expectation on both sides yields

E[‖w̃(1)
k+1‖

2] ≤ 9p22(EWV
0 )2

{
(G

(2)
1:k)

2γ2
0(1 + ‖w̃0‖+ ‖θ̃0‖)2 + γ2

k(1 + dθ Mθ̃
k+1 +dw Mw̃

k+1)
}

+ 9p22(EWV
0 )2(B22,∞ +

a22

8
+ 1)2%a22/2γk+1

{ k∑
j=0

γ2
jG

(2)
j+1:k(1 + dθ Mθ̃

j +dw Mw̃
j )
}

+ 9p22(EWV
0 )2(κm̃∆θ̃ + m̃∆w̃)%a22/2γk+1

k∑
j=0

γ2
jG

(2)
j+1:k

(
1 + Mθ̃

j + Mw̃
j

)
The above simplifies to

E[‖w̃(1)
k+1‖

2] ≤ C̃1(G
(2)
0:k)

2 + C̃2γ
2
k(Mθ̃

k+1 + Mw̃
k+1) + C̃3γk+1

k∑
j=0

γ2
jG

(2)
j+1:k(M

θ̃
j + Mw̃

j ) + C̃4γ
2
k

(66)

where we have used γk+1 ≤ γk and defined

C̃1 = 9p22(EWV
0 )2(1 + ‖w̃0‖+ ‖θ̃0‖)2(γ0/(1− γ0a22/2))2,

C̃2 = 9p22(EWV
0 )2(dθ ∨ dw),

C̃3 = 9p22(EWV
0 )2%a22/2

[
(dθ ∨ dw)(B22,∞ +

a22

8
+ 1)2 +

(
κm̃∆θ̃ + m̃∆w̃

)
],

C̃4 = C̃2 + %a22/2C̃3.

(67)

Notice that the intermediate results (61), (66) lead to Lemma 6.
Compared to (61), an important feature of the bound (66) is that the latter contains an extra γk

factor. This indicates that the iterate w̃(1)
k+1 driven by Markovian noise decays at a faster rate. As we

will demonstrate below, the effect of the additional Markov noise is thus negligible compared to the
martingale noise driven terms.

As the operator norm ‖ · ‖ is convex, applying Jensen’s inequality yields

Mw̃
k+1 ≤ 2‖E[w̃

(1)
k+1(w̃

(1)
k+1)>]‖+ 2E[w̃

(0)
k+1(w̃

(0)
k+1)>]‖ ≤ 2E[‖w̃(1)

k+1‖
2] + 2‖E[w̃

(0)
k+1(w̃

(0)
k+1)>]‖
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Substituting (61) and (66) gives

Mw̃
k+1 ≤ 2

{
C̃1(G

(2)
0:k)

2 + C̃2γ
2
k(Mw̃

k+1 + Mθ̃
k+1) + C̃3γk+1

k∑
j=0

γ2
jG

(2)
j+1:k(M

w̃
j + Mθ̃

j) + C̃4γ
2
k

}

+ 2
{
p22(G

(2)
0:k)

2 Mw̃
0 +C̃0%

a22/2γk+1 + C̃0

k∑
j=0

γ2
jG

(2)
j+1:k(M

w̃
j + Mθ̃

j)
}

The assumption on step size in (27) guarantees 2C̃2γ
2
k ≤ (1/2), which further implies

Mw̃
k+1 ≤ 4

{
C̃1(G

(2)
0:k)

2 + C̃2γ
2
k Mθ̃

k+1 +C̃3γk+1

k∑
j=0

γ2
jG

(2)
j+1:k(M

w̃
j + Mθ̃

j) + C̃4γ
2
k

}

+ 4
{
p22(G

(2)
0:k)

2 Mw̃
0 +C̃0%

a22/2γk+1 + C̃0

k∑
j=0

γ2
jG

(2)
j+1:k(M

w̃
j + Mθ̃

j)
}

Like in the proof of Theorem 1, we set

Uk+1 = G
(2)
0:k(C̃1 + p22 Mw̃

0 ) + C̃0%
a22/2γk+1 +

k∑
j=0

γ2
jG

(2)
j+1:k

(
C̃3γj + C̃0

)
(Uj + Mθ̃

j)

with U0 = C̃1 + p22 Mw̃
0 . Through evaluating the recursion, we observe that for any k ≥ 0, it holds

Mw̃
k+1 ≤ 4

{
Uk+1 +

k+1∑
j=1

γ2
j−1G

(2)
j:k

(
C̃2 Mθ̃

j +C̃4)
}

≤ 4
{

Uk+1 +γ2
k(C̃2 Mθ̃

k+1 +C̃4) +
k∑
j=1

γ2
jG

(2)
j+1:k

(
C̃2 Mθ̃

j +C̃4)
} (66)

where the last inequality is due to A2-2 which guarantees that γ2
j−1G

(2)
j:k ≤ γ2

jGj+1:k. Moreover,
the sequence Uk+1 can be expressed as follows:

Uk+1−(1− γka22/2) Uk = C̃0%
a22/2(γk+1 − γk(1− γka22/2)) + γ2

k

(
C̃3γk + C̃0

)
(Uk + Mθ̃

k)

≤ C̃0%
a22/2(a22/2)γ2

k + γ2
k

(
C̃3γk + C̃0

)
(Uk + Mθ̃

k)

As the step size satisfies γk
(
C̃3γ0 + C̃0

)
≤ a22

4 , we get

Uk+1 ≤ (1− γka22/4) Uk +γ2
k

(
C̃3γ0 + C̃0

)
Mθ̃
k +C̃0%

a22/2(a22/2)γ2
k

=⇒ Uk+1 ≤ G̃
(2)
0:k U0 +

k∑
j=0

γ2
j G̃

(2)
j+1:k

{(
C̃3γ0 + C̃0

)
Mθ̃
j +(C̃0%

a22/2(a22/2))
}
.

Substituting the above into (66) yields

Mw̃
k+1 ≤ 4

{
G̃

(2)
0:k U0 +

k∑
j=0

γ2
j G̃

(2)
j+1:k

{(
C̃3γ0 + C̃0

)
Mθ̃
j +(C̃0%

a22/2(a22/2))
}}

+ 4
{
γ2
k(C̃2 Mθ̃

k+1 +C̃4) +
k∑
j=1

γ2
jG

(2)
j+1:k

(
C̃2 Mθ̃

j +C̃4)
}
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Finally, using the fact that γ2
k ≤ ςγk+1 yields

Mw̃
k+1 ≤ G̃

(2)
0:kC̃

w̃

0 + C̃
w̃

1 γk+1 + C̃
w̃

2

k∑
j=0

γ2
j G̃

(2)
j+1:k Mθ̃

j +C̃
w̃

3 γ
2
k Mθ̃

k+1 . (66)

where
C̃
w̃

0 := 4(C̃1 + p22 Mw̃
0 ), C̃

w̃

1 := 4(C̃4(ς + %a22/2) + C̃0(%a22/2)2(a22/2)) (67)

C̃
w̃

2 := 4(C̃3γ0 + C̃2 + C̃0), C̃
w̃

3 := 4C̃2.

This concludes the proof for Proposition 7.
Before we proceed, we need to bound ‖E[w̃

(0)
k+1(w̃

(0)
k+1)>] and E[‖w̃(1)

k+1‖
2] as well. Substituting

(66) into (61) yields

‖E[w̃
(0)
k+1(w̃

(0)
k+1)>]‖ ≤ (G

(2)
0:k)

2p22 Mw̃
0 +C̃0

k∑
j=0

γ2
j (G

(2)
j+1:k)

2(1 + Mθ̃
j)

+ C̃0

k∑
j=0

γ2
j (G

(2)
j+1:k)

2
(

C̃
w̃

0 G̃
(2)
0:j−1 + C̃

w̃

1 γj + C̃
w̃

2

j−1∑
i=0

γ2
i G̃

(2)
i+1:j−1 Mθ̃

i +C̃
w̃

3 γ
2
j−1 Mθ̃

j

) (68)

We observe
k∑
j=0

γ2
j (G

(2)
j+1:k)

2
j−1∑
i=0

γ2
i G̃

(2)
i+1:j−1 Mθ̃

i =
k−1∑
i=0

γ2
i Mθ̃

i

k∑
j=i+1

γ2
j (G

(2)
j+1:k)

2G̃
(2)
i+1:j−1

(a)

≤ 1

1− γ0a22/4

k−1∑
i=0

γ2
i Mθ̃

i G̃
(2)
i+1:k

k∑
j=i+1

γ2
jG

(2)
j+1:k

(b)

≤ %a22/2γk+1

1− γ0a22/4

k−1∑
i=0

γ2
i Mθ̃

i G̃
(2)
i+1:k

where (a) is due to G(2)
j+1:k ≤ G̃

(2)
j+1:k and (b) is due to Corollary 14. As such, combining terms in

(68) yields:

‖E[w̃
(0)
k+1(w̃

(0)
k+1)>]‖ ≤ C̃

w̃′

0 G̃
(2)
0:k + C̃

w̃′

1 γk+1 + C̃
w̃′

2

k∑
j=0

γ2
j G̃

(2)
j+1:k Mθ̃

j , (69)

where
C̃
w̃′

0 := p22 Mθ̃
0, C̃

w̃′

1 := C̃0%
a22/2

(
1 + C̃

w̃

0 + C̃
w̃

1

)
C̃
w̃′

2 := C̃0

(
1 + C̃

w̃

3 + C̃
w̃

2 %
a22/2 γ0

1− γ0a22/4

)
Similarly, we can compute the bound for E[‖w̃(1)

k+1‖
2] as follows. Using (66):

E[‖w̃(1)
k+1‖

2] ≤ C̃1(G
(2)
0:k)

2 + C̃2γ
2
k Mθ̃

k+1 +C̃3γk+1

k∑
j=0

γ2
jG

(2)
j+1:k Mθ̃

j

+ C̃2γ
2
k Mw̃

k+1 +C̃3γk+1

k∑
j=0

γ2
jG

(2)
j+1:k Mw̃

j

(70)
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Notice that

k∑
j=0

γ2
jG

(2)
j+1:k Mw̃

j ≤
k∑
j=0

γ2
jG

(2)
j+1:k

(
C̃
w̃

0 G̃
(2)
0:j−1 + C̃

w̃

1 γj + C̃
w̃

2

j−1∑
i=0

γ2
i G̃

(2)
i+1:j−1 Mθ̃

i +C̃
w̃

3 γ
2
j−1 Mθ̃

j

)

≤ %a22/2(C̃
w̃

0 + C̃
w̃

1 γ0)γk+1 + C̃
w̃

3

k∑
j=0

γ2
jG

(2)
j+1:k Mθ̃

j +C̃
w̃

2

k−1∑
i=0

γ2
i Mθ̃

i

k∑
j=i+1

γ2
jG

(2)
j+1:kG̃

(2)
i+1:j−1

Since (1 − γa22/2) ≤ (1 − γa22/4)2 for any γ > 0, we have G(2)
j+1:k ≤ (G̃

(2)
j+1:k)

2, therefore
together with Corollary 14 it yields

k−1∑
i=0

γ2
i Mθ̃

i

k∑
j=i+1

γ2
jG

(2)
j+1:kG̃

(2)
i+1:j−1 ≤

%a22/4γk+1

1− γ0a22/4

k−1∑
i=0

γ2
i Mθ̃

i G̃
(2)
i+1:k.

Collecting terms and substituting them in (70) yield

E[‖w̃(1)
k+1‖

2] ≤ C̃
w̃′′

0 G̃
(2)
0:k + C̃

w̃′′

1 γ2
k+1 + C̃

w̃′′

2 γk+1

k∑
j=0

γ2
j G̃

(2)
j+1:k Mθ̃

j +C̃
w̃′′

3 γ2
k Mθ̃

k+1, (70)

where we use again the fact that γ2
k ≤ ςγk+1 and

C̃
w̃′′

0 := C̃1 + γ2
0C̃2C̃

w̃

0 , C̃
w̃′′

1 := C̃3%
a22/2(C̃

w̃

0 + C̃
w̃

1 γ0) + ςC̃2C̃
w̃

1

C̃
w̃′′

2 := C̃3

(
1 + C̃

w̃

3 + C̃
w̃

2

%a22/4γ0

1− γ0a22/4

)
+ ςC̃2C̃

w̃

2 , C̃
w̃′′

3 := C̃2(1 + γ2
0C̃

w̃

3 ).

Bounding the Cross Term (Proof of Lemma 8) Our next endeavor is to bound the cross variance
between the martingale noise driven terms w̃(0)

k+1 and θ̃(0)
k+1. Here, the steps involved are similar to

those in bounding Mθ̃,w̃
k in the proof of Theorem 1. Particularly, in a similar vein as the derivation

of (43), we obtain

‖E[θ̃
(0)
k+1(w̃

(0)
k+1)>]‖ ≤ p22,∆

{
G

(2)
0:k Mθ̃,w̃

0 +‖A12‖
k∑
j=0

βjG
(1)
j+1:kG

(2)
j:k‖E[w̃

(0)
j (w̃

(0)
j )>]‖

}

+ p22,∆

{ k∑
j=0

βjγjG
(1)
j+1:kG

(2)
j+1:k‖E[V

(0)
j+1(W

(0)
j+1)>]‖ + C∞

k∑
j=0

β2
jG

(1)
j+1:kG

(2)
j+1:k‖E[V

(0)
j+1(V

(0)
j+1)>]‖

}
By observing that G(2)

j:k ≤ G̃
(2)
j:k, we have

‖E[θ̃
(0)
k+1(w̃

(0)
k+1)>]‖ ≤ p22,∆G̃

(2)
0:k Mθ̃,w̃

0 +p22,∆‖A12‖
k∑
j=0

βjG
(1)
j+1:kG

(2)
j:k‖E[w̃

(0)
j (w̃

(0)
j )>]‖

+ p22,∆

k∑
j=0

βjG
(1)
j+1:kG

(2)
j+1:k

(
m̃

(0)
VWγj + m̃

(0)
V C∞ βj

)(
1 + Mθ̃

j + Mw̃
j

) (71)
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When combined with (66), (69), it can be verified using similar steps as in deriving (44) that:

k∑
j=0

βjG
(1)
j+1:kG

(2)
j:k‖E[w̃

(0)
j (w̃

(0)
j )>]‖ ≤

2C̃
w̃′

0 G̃
(2)
0:k

a∆
+ C̃

w̃′

1 %a22/4βk+1 +
2C̃

w̃′

2

a∆

k∑
i=0

γ2
i G̃

(2)
i+1:k Mθ̃

i ,

k∑
j=0

βjG
(1)
j+1:kG

(2)
j:k Mw̃

j ≤
2C̃

w̃

0 G̃
(2)
0:k

a∆
+ C̃

w̃

1 %
a22/4βk+1 +

(2C̃
w̃

2

a∆
+ C̃

w̃

3

) k∑
i=0

γ2
i G̃

(2)
i+1:k Mθ̃

i ,

Substituting the above into (71) gives:

‖E[θ̃
(0)
k+1(w̃

(0)
k+1)>]‖ ≤ C̃

θ̃,w̃

0 G̃
(2)
0:k + C̃

θ̃,w̃

1 βk+1 + C̃
θ̃,w̃

2

k∑
j=0

γ2
j G̃

(2)
j+1:k Mθ̃

j , (72)

where

C̃
θ̃,w̃

0 := p22,∆

(
Mθ̃,w̃

0 +
C̃
w̃′

0 ‖A12‖+ C̃
w̃

0

(
m̃

(0)
VWγ0 + m̃

(0)
V C∞ β0

)
a∆/2

)
C̃
θ̃,w̃

1 := p22,∆%
a22/4

(
C̃
w̃′

1 ‖A12‖+ C̃
w̃

1

(
m̃

(0)
VWγ0 + m̃

(0)
V C∞ β0

))
C̃
θ̃,w̃

2 := p22,∆

{2C̃
w̃′

2

a∆
‖A12‖+

(2C̃
w̃

2

a∆
+ C̃

w̃

3

)(
m̃

(0)
VWγ0 + m̃

(0)
V C∞ β0

)}
(73)

Notice that this concludes the proof of Lemma 8.

Bounding Mθ̃
k (Proof of Proposition 9) Like in the proof of Theorem 1, we begin by bounding

‖E[w̃
(0)
k (w̃

(0)
k )>]‖ as follows. Evaluating the recursion in (26) and following the derivations that

lead to (50), we obtain

‖E θ̃(0)
k+1(θ̃

(0)
k+1)>]‖ ≤ p∆

{
(G

(1)
0:k)

2 Mθ̃
0 +2‖A12‖

k∑
j=0

βjG
(1)
j+1:kG

(1)
j:k‖E[θ̃

(0)
j (w̃

(0)
j )>]‖

}

+ p∆

{ k∑
j=0

β2
j (G

(1)
j+1:k)

2
(
‖A12‖2‖E[w̃

(0)
j (w̃

(0)
j )>]‖+ ‖E[V

(0)
j+1(V

(0)
j+1)>]‖

)}
We apply (72) and note that

k∑
j=0

βjG
(1)
j+1:kG

(1)
j:k‖E[θ̃

(0)
j (w̃

(0)
j )>]‖

≤
k∑
j=0

βjG
(1)
j+1:kG

(1)
j:k

(
C̃
θ̃,w̃

0 G̃
(2)
0:j−1 + C̃

θ̃,w̃

1 βj + C̃
θ̃,w̃

2

j−1∑
i=0

γ2
i G̃

(2)
i+1:j−1 Mθ̃

i

)
(a)

≤ C̃
θ̃,w̃

0

G
(1)
0:k

a∆/2
+ C̃

θ̃,w̃

1 %a∆/2βk+1 + C̃
θ̃,w̃

2

k∑
j=0

βjG
(1)
j+1:kG

(1)
j:k

j−1∑
i=0

γ2
i G̃

(2)
i+1:j−1 Mθ̃

i
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where (a) is due to the observation that 1−γja22/4 ≤ 1−βja∆/2 and the application of Lemma 12.
Moreover, by a slight modification of (53), we have

k∑
j=0

βjG
(1)
j+1:kG

(1)
j:k

j−1∑
i=0

γ2
i G̃

(2)
i+1:j−1 Mθ̃

i ≤
16ς

a22

k−1∑
i=0

βiγiG
(1)
i+1:k Mθ̃

i (73)

Therefore,

k∑
j=0

βjG
(1)
j+1:kG

(1)
j:k‖E[θ̃

(0)
j (w̃

(0)
j )>]‖

≤ C̃
θ̃,w̃

0

G
(1)
0:k

a∆/2
+ C̃

θ̃,w̃

1 %a∆/2βk+1 + C̃
θ̃,w̃

2

16ς

a22

k−1∑
i=0

βiγiG
(1)
i+1:k Mθ̃

i

Similarly, we apply (69), (73) and note that

k∑
j=0

β2
j (G

(1)
j+1:k)

2‖E[w̃
(0)
j (w̃

(0)
j )>]‖

≤
k∑
j=0

β2
j (G

(1)
j+1:k)

2
{

C̃
w̃′

0 G̃
(2)
0:j−1 + C̃

w̃′

1 γj + C̃
w̃′

2

j−1∑
i=0

γ2
i G̃

(2)
i+1:j−1 Mθ̃

i

}

≤ (C̃
w̃′

0 + C̃
w̃′

1 γ0)%a∆/2βk+1 + C̃
w̃′

2

β0(16ς/a22)

1− β0a∆/2

k−1∑
i=0

βiγiG
(1)
i+1:k Mθ̃

i

(74)

Finally, we obtain that

k∑
j=0

β2
j (G

(1)
j+1:k)

2‖E[V
(0)
j+1(V

(0)
j+1)>]‖ ≤ m̃(0)

V

k∑
j=0

β2
j (G

(1)
j+1:k)

2
(
1 + Mθ̃

j + Mw̃
j

)
≤ m̃(0)

V

{
%a∆/2βk+1 +

k∑
j=0

β2
jG

(1)
j+1:k Mθ̃

j +

k∑
j=0

β2
j (G

(1)
j+1:k)

2 Mw̃
j

}
Using the bound in (66) and the derivations in (74), we have

k∑
j=0

β2
j (G

(1)
j+1:k)

2 Mw̃
j ≤ (C̃

w̃

0 + C̃
w̃

1 γ0)%a∆/2βk+1 + C̃
w̃

2

β0(16ς/a22)

1− β0a∆/2

k−1∑
i=0

βiγiG
(1)
i+1:k Mθ̃

i

+ C̃
w̃

3 γ0β0

k∑
i=0

βiγiG
(1)
i+1:k Mθ̃

i

Combining the above results, we obtain that

‖E[θ̃
(0)
k+1(θ̃

(0)
k+1)>]‖ ≤ C̃

(0)

0 G
(1)
0:k + C̃

(0)

1 βk+1 + C̃
(0)

2

k∑
j=0

βjγjG
(1)
j+1:k Mθ̃

j , (75)
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where
C̃

(0)

0 = p∆

(
Mθ̃

0 +C̃
θ̃,w̃

0

4

a∆/4
‖A12‖

)
,

C̃
(0)

1 = p∆%
a∆/2

(
2‖A12‖C̃

θ̃,w̃

1 + ‖A12‖2(C̃
w̃′

0 + C̃
w̃′

1 γ0) + m̃
(0)
V (C̃

w̃

0 + C̃
w̃

1 γ0)
)
,

C̃
(0)

2 = p∆

{
2‖A12‖

C̃
θ̃,w̃

2

a22
+ ‖A12‖2

β0(16ς/a22)

1− β0a∆/2
+ m̃

(0)
V

(
C̃
w̃

2

β0(16ς/a22)

1− β0a∆/2
+ C̃

w̃

3 γ0β0

)}
To bound the term E[‖θ̃(1)

k+1‖
2], we proceed by considering the following decomposition:

θ̃
(1)
k+1 = Γ

(1)
0:kθ̃

(1)
0 +

k∑
j=0

βjΓ
(1)
j+1:kA12w̃

(1)
j︸ ︷︷ ︸

=θ̃
(1,0)
k+1

+
k∑
j=0

βjΓ
(1)
j+1:kV

(1)
j+1︸ ︷︷ ︸

=θ̃
(1,1)
k+1

As θ̃(1)
0 = 0, we observe that

‖θ̃(1,0)
k+1 ‖ ≤

√
p∆‖A12‖

k∑
j=0

βjG
(1)
j+1:k‖w̃

(1)
j ‖

Taking square on both sides and applying the Jensen’s inequality (66) yields

E[‖θ̃(1,0)
k+1 ‖

2] ≤ p∆‖A12‖2

a∆/2

k∑
j=0

βjG
(1)
j+1:k E[‖w̃(1)

j ‖
2]

Applying (70) gives

E[‖θ̃(1,0)
k+1 ‖

2] ≤ p∆‖A12‖2

a∆/2

k∑
j=0

βjG
(1)
j+1:k

(
C̃
w̃′′

0 G̃
(2)
0:j−1 + C̃

w̃′′

3 γ2
j−1 Mθ̃

j +C̃
w̃′′

1 γ2
j

)

+
p∆‖A12‖2

a∆/2
C̃
w̃′′

2

k∑
j=0

βjγjG
(1)
j+1:k

j−1∑
i=0

γ2
i G̃

(2)
i+1:j−1 Mθ̃

i

(76)

Let us bound the right hand side one by one, we observe

k∑
j=0

βjG
(1)
j+1:kG̃

(2)
0:j−1 ≤

k∑
j=0

βj(G̃
(1)
j+1:k)

2G̃
(2)
0:j−1 ≤

G
(1)
0:k

1− β0a∆/2

k∑
j=0

βjG̃
(1)
j+1:k ≤

(4/a∆)G
(1)
0:k

1− β0a∆/2

k∑
j=0

βjG
(1)
j+1:kγ

2
j−1 Mθ̃

j ≤ ρ0

k∑
j=0

β2
jG

(1)
j+1:k Mθ̃

j ,
k∑
j=0

βjG
(1)
j+1:kγ

2
j ≤ ρ0%

a∆/2βk+1
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where the last two inequalities are due to γ2
j−1 ≤ ρ0βj , see B4. In addition, using the fact G(1)

m:n ≤
(G̃

(1)
m:n)2, we have

k∑
j=0

βjγjG
(1)
j+1:k

j−1∑
i=0

γ2
i G̃

(2)
i+1:j−1 Mθ̃

i =

k−1∑
i=0

γ2
i Mθ̃

i

k∑
j=i+1

βjγjG
(1)
j+1:kG̃

(2)
i+1:j−1

≤ ρ0

k−1∑
i=0

βi Mθ̃
i

k∑
j=i+1

βjγj(G̃
(1)
j+1:k)

2G̃
(2)
i+1:j−1 ≤

ρ0

1− β0a∆/4

k−1∑
i=0

βi Mθ̃
i G̃

(1)
i+1:k

k∑
j=i+1

βjγjG̃
(1)
j+1:k

≤ %a∆/4ρ0

1− β0a∆/4

k−1∑
i=0

β2
i Mθ̃

i G̃
(1)
i+1:k

Substituting these back into (76) yields

E[‖θ̃(1,0)
k+1 ‖

2] ≤ C̃
(1,0)

0 G̃
(1)
0:k + C̃

(1,0)

1 βk+1 + C̃
(1,0)

2

k∑
i=0

β2
i Mθ̃

i G̃
(1)
i+1:k, (77)

where

C̃
(1,0)

0 = C̃
w̃′′

0

8p∆‖A12‖2

a2
∆(1− β0a∆/2)

, C̃
(1,0)

1 = C̃
w̃′′

1

p∆‖A12‖2

a∆/2
ρ0%

a∆/2,

C̃
(1,0)

2 =
p∆‖A12‖2

a∆/2
ρ0

(
C̃
w̃′′

3 + C̃
w̃′′

2

%a∆/4

1− β0a∆/4

)
.

Next, we bound E[‖θ̃(1,1)
k ‖2]. Set ψ̃b1j := ψb1j + ΨA11

j θ? + ΨA12
j w?, upon some algebraic manipula-

tions (details in Appendix B.2.1) we observe the following decomposition

V
(1)
j+1 ≡ ψ̃

b1
j − ψ̃

b1
j+1 +

(
ΨA11
j θ̃j −ΨA11

j+1θ̃j+1

)
+
(
ΨA12
j w̃j −ΨA12

j+1w̃j+1

)
+ ΨA11

j

(
θ̃j+1 − θ̃j

)
+ ΨA12

j

(
w̃j+1 − w̃j

)
,

(78)

and from B3 we have

‖ψ̃b1j ‖ ∨ ‖Ψ
A11
j ‖ ∨ ‖Ψ

A12
j ‖ ≤ EV0 := A ∨ (b + A(‖θ?‖+ ‖w?‖)).

Applying Lemma 11, we can show

k∑
j=0

βjΓ
(1)
j+1:k

(
ψ̃b1j − ψ̃

b1
j+1 +

(
ΨA11
j θ̃j −ΨA11

j+1θ̃j+1

)
+
(
ΨA12
j w̃j −ΨA12

j+1w̃j+1

))
= β0Γ

(1)
1:k

(
ψ̃b10 + ΨA11

0 θ̃0 + ΨA12
0 w̃0

)
− βk

(
ψ̃b1k+1 + ΨA11

k+1θ̃k+1 + ΨA12
k+1w̃k+1

)
+

k∑
j=1

(
β2
jB

k
11Γ

(1)
j+1:k + (βj − βj−1)Γ

(1)
j:k

)(
ψ̃b1j + ΨA11

j θ̃j + ΨA12
j w̃j

)
.

Moreover,

k∑
j=0

βjΓ
(1)
j+1:kΨ

A11
j

(
θ̃j+1 − θ̃j

)
= −

k∑
j=0

β2
jΓ

(1)
j+1:kΨ

A11
j (A12w̃j +Wj+1)
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k∑
j=0

βjΓ
(1)
j+1:kΨ

A12
j

(
w̃j+1 − w̃j

)
= −

k∑
j=0

βjγjΓ
(1)
j+1:kΨ

A12
j (Wj+1 + CjVj+1)

The above inequalities allow us to upper bound ‖θ̃(1,1)
k+1 ‖. Note that as |βj − βj−1| ≤ a∆

16 β
2
j [cf. A2],

we have

‖θ̃(1,1)
k+1 ‖ ≤

√
p∆ EV0

{ G
(1)
0:k

1− β0a∆/2
(1 + ‖w̃0‖+ θ̃0‖) + βk(1 + ‖θ̃k+1‖+ ‖w̃k+1‖)

}
+
√
p∆ EV0 (B11,∞ + a∆/16)

k∑
j=0

β2
jG

(1)
j+1:k

(
1 + ‖θ̃j‖+ ‖w̃j‖

)
+
√
p∆

k∑
j=0

G
(1)
j+1:k

(
β2
j ‖A12w̃j +Wj+1‖+ βjγj‖Wj+1 + CjVj+1‖

)
,

Applying the Jensen’s inequality (66) and taking square on both sides give

‖θ̃(1,1)
k+1 ‖

2 ≤ 7p∆(EV0 )2
{

(G
(1)
0:k)

2
(1 + ‖w̃0‖+ ‖θ̃0‖

1− β0a∆/2

)2
+ β2

k(1 + ‖θ̃k+1‖2 + ‖w̃k+1‖2)
}

+ 7p∆(EV0 )2(B11,∞ + a∆/16)2%a∆/2βk+1

k∑
j=0

β2
jG

(1)
j+1:k(1 + ‖θ̃j‖2 + ‖w̃j‖2)

}

+ 7p∆%
a∆/2

{
βk+1

k∑
j=0

G
(1)
j+1:kβ

2
j ‖A12w̃j +Wj+1‖2 + γk+1

k∑
j=0

G
(1)
j+1:kβjγj‖Wj+1 + CjVj+1‖2

}
,

Note the subtle difference that the last term takes γk+1. Taking expectation on both sides leads to

E[‖θ̃(1,1)
k+1 ‖

2] ≤ 7p∆

{
(G

(1)
0:k)

2
(1 + ‖w̃0‖+ ‖θ̃0‖

1− β0a∆/2

)2
+ β2

k(1 + dθ Mθ̃
k+1 +dw Mw̃

k+1)
}

+ 7p∆(EV0 )2(B11,∞ + a∆/16)2%a∆/2βk+1

k∑
j=0

β2
jG

(1)
j+1:k(1 + dθ Mθ̃

j +dw Mw̃
j )
}

+ 7p∆%
a∆/2

k∑
j=0

G
(1)
j+1:k(β0β

2
j m̃∆θ̃ + βjγ

2
j m̃∆w̃)(1 + Mθ̃

j + Mw̃
j ),
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where we have used βk+1 ≤ β0 and γk+1 ≤ γj . Again, using the bound γ2
j ≤ ρ0βj from B4, we

can simplify the above inequality into

E[‖θ̃(1,1)
k+1 ‖

2] ≤ 7p∆

{
(G

(1)
0:k)

2
(1 + ‖w̃0‖+ ‖θ̃0‖

1− β0a∆/2

)2
+ β2

k(1 + dθ Mθ̃
k+1 +dw Mw̃

k+1)
}

+ 7p∆(EV0 )2(B11,∞ + a∆/16)2%a∆/2βk+1

k∑
j=0

β2
jG

(1)
j+1:k(1 + dθ Mθ̃

j +dw Mw̃
j )
}

+ 7p∆%
a∆/2(β0m̃∆θ̃ + ρ0m̃∆w̃)

k∑
j=0

β2
jG

(1)
j+1:k(1 + Mθ̃

j + Mw̃
j )

≤ Ĉ
(1,1)

0 (G
(1)
0:k)

2 + Ĉ
(1,1)

1 β2
k(1 + Mθ̃

k+1 + Mw̃
k+1) + Ĉ

(1,1)

2

k∑
j=0

β2
jG

(1)
j+1:k(M

θ̃
j + Mw̃

j ) + Ĉ
(1,1)

3 βk+1,

(76)

where

Ĉ
(1,1)

0 = 7p∆

(1 + ‖w̃0‖+ ‖θ̃0‖
1− β0a∆/2

)2
, Ĉ

(1,1)

1 = 7p∆(dθ ∨ dw)

Ĉ
(1,1)

2 = 7p∆%
a∆/2

{
(dθ ∨ dw)(EV0 )2(B11,∞ + a∆/16)2β0 + (β0m̃∆θ̃ + ρ0m̃∆w̃)

}
Ĉ

(1,1)

3 = 7p∆(%a∆/2)2
(
(EV0 )2(B11,∞ + a∆/16)2 + β0m̃∆θ̃ + ρ0m̃∆w̃)

Observe that

k∑
j=0

β2
jG

(1)
j+1:k Mw̃

j ≤
k∑
j=0

β2
jG

(1)
j+1:k

{
C̃
w̃

0 G̃
(2)
0:j−1 + C̃

w̃

1 γj + C̃
w̃

2

j−1∑
i=0

γ2
i G̃

(2)
i+1:j−1 Mθ̃

i +C̃
w̃

3 γ
2
j−1 Mθ̃

j

}

≤
(
C̃
w̃

0 + C̃
w̃

1 γ0

)
%a∆/2βk+1 + C̃

w̃

3 γ
2
0

k∑
j=0

β2
jG

(1)
j+1:k Mθ̃

j +C̃
w̃

2

k∑
j=0

β2
jG

(1)
j+1:k

j−1∑
i=0

γ2
i G̃

(2)
i+1:j−1 Mθ̃

i .

Furthermore, using G(1)
j+1:k ≤ (G̃

(1)
j+1:k)

2 and G̃(2)
i+1:j−1 ≤ G̃

(1)
i+1:j−1, we have

k∑
j=0

β2
jG

(1)
j+1:k

j−1∑
i=0

γ2
i G̃

(2)
i+1:j−1 Mθ̃

i =

k−1∑
i=0

γ2
i Mθ̃

i

k∑
j=i+1

β2
jG

(1)
j+1:kG̃

(2)
i+1:j−1

≤
k−1∑
i=0

γ2
i Mθ̃

i

k∑
j=i+1

β2
j (G̃

(1)
j+1:k)

2G̃
(1)
i+1:j−1 ≤

%a∆/4βk+1

1− β0a∆/4

k−1∑
i=0

γ2
i Mθ̃

i G̃
(1)
i+1:k

Moreover, through applying G̃(2)
i+1:j−1 ≤ G̃

(1)
i+1:j−1 and βk ≤ βj for any j ≤ k, we have

β2
k Mw̃

k+1 ≤ β2
0C̃

w̃

0 G̃
(1)
0:k + ςγ0C̃

w̃

1 βk+1 + C̃
w̃

2 γ
2
0

k∑
j=0

β2
j G̃

(1)
j+1:k Mθ̃

j +C̃
w̃

3 γ
2
0 Mθ̃

k+1,
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where we have used β2
k ≤ ςβk+1. The above results simplify (76) into

E[‖θ̃(1,1)
k+1 ‖

2] ≤ C̃
(1,1)

0 G̃
(1)
0:k + C̃

(1,1)

1 βk+1 + C̃
(1,1)

2

k∑
j=0

β2
j G̃

(1)
j+1:k Mθ̃

j +C̃
(1,1)

3 β2
k Mθ̃

k+1, (76)

where

C̃
(1,1)

0 = Ĉ
(1,1)

0 + β2
0Ĉ

(1,1)

1 C̃
w̃

0 ,

C̃
(1,1)

1 = Ĉ
(1,1)

1 (1 + ςγ0C̃
w̃

1 ) + Ĉ
(1,1)

3 + Ĉ
(1,1)

2

(
C̃
w̃

0 + C̃
w̃

1 γ0

)
%a∆/2

C̃
(1,1)

2 = Ĉ
(1,1)

2

(
1 + C̃

w̃

3 γ
2
0 +

C̃
w̃

2 %
a∆/4β0

1− β0a∆/4

)
+ Ĉ

(1,1)

1 C̃
w̃

2 γ
2
0 ,

C̃
(1,1)

3 = Ĉ
(1,1)

1 (1 + C̃
w̃

3 γ
2
0).

(77)

Finally, combining (75), (77), (76) gives

Mθ̃
k+1 ≤ 3

(
‖E[θ̃

(0)
k+1(θ̃

(0)
k+1)>]‖+ E[‖θ̃(1,0)

k+1 ‖
2] + E[‖θ̃(1,1)

k+1 ‖
2]
)

≤ 3
{(

C̃
(0)

0 + C̃
(1,0)

0 + C̃
(1,1)

0

)
G̃

(1)
0:k +

(
C̃

(0)

1 + C̃
(1,0)

1 + C̃
(1,1)

1

)
βk+1

}
+ 3
{(

C̃
(0)

2 + C̃
(1,0)

2 + C̃
(1,1)

2

) k∑
i=0

β2
i G̃

(1)
i+1:k Mθ̃

i +C̃
(1,1)

3 β2
k Mθ̃

k+1

}

As we have 3C̃
(1,1)

3 β2
k ≤ 1/2, we have

Mθ̃
k+1 ≤ C̃

θ̃

0G̃
(1)
0:k + C̃

θ̃

1βk+1 + C̃
θ̃

2

k∑
i=0

β2
i G̃

(1)
i+1:k Mθ̃

i ,

where

C̃
θ̃

0 := 6
(
C̃

(0)

0 + C̃
(1,0)

0 + C̃
(1,1)

0 ), C̃
θ̃

1 := 6
(
C̃

(0)

1 + C̃
(1,0)

1 + C̃
(1,1)

1

)
,

C̃
θ̃

2 := 6
(
C̃

(0)

2 + C̃
(1,0)

2 + C̃
(1,1)

2

)
.

(78)

This concludes the proof of Proposition 9.

Completing the Proof of Theorem 2 From (30) we can derive a bound for Mθ̃
k as follows. Let

Ũ0 = C̃
θ̃

0, observe the following equivalent forms of the recursion

Ũk+1 = C̃
w̃

0 G̃
(1)
0:k + C̃

θ̃

1βk+1 + C̃
θ̃

2

k∑
i=0

β2
i G̃

(1)
i+1:kŨi

⇐⇒ Ũk+1 = (1− βka∆/4)Ũk + C̃
θ̃

1(βk+1 − βk + β2
ka∆/4) + C̃

θ̃

2β
2
kŨk

≤ (1− βka∆/8)Ũk + C̃
θ̃

1β
2
ka∆/4
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where the last inequality is due to the fact βkC̃
θ̃

2 ≤ a∆/8. Subsequently, we have

Ũk+1 ≤
k∏
i=0

(1− βia∆/8)Ũ0 +
C̃
θ̃

1a∆

4

k∑
j=0

γ2
j

k∏
i=j+1

(1− βia∆/8)

≤
k∏
i=0

(1− βia∆/8)Ũ0 +
C̃
θ̃

1a∆

4
%a∆/8βk+1,

Observing that Mθ̃
k+1 ≤ Ũk+1, we obtain

Mθ̃
k+1 ≤ C̃

θ̃

0

k∏
i=0

(1− βia∆/8) + C̃
θ̃

1

a∆

4
%a∆/8βk+1, (79)

We obtain (14) by setting Cθ̃,mark
1 = a∆

4 C̃
θ̃

1%
a∆/8 and observing C̃

θ̃

0 ≤ Cθ̃,mark
0 (1 + V0) for some

constant Cθ̃,mark
0 .

Finally, we bound the tracking error ŵk := wk −A−1
22 (b2 −A21θk) as follows. Similarly to the

martingale noise case, we set Mŵ
k := ‖E[ŵkŵ

>
k ]‖ and observe:

Mŵ
k+1 ≤ 2 Mw̃

k+1 +2‖Lk+1‖2 Mθ̃
k+1 ≤ 2 Mw̃

k+1 +2 L2
∞
λmax(Q22)

λmin(Q∆)
Mθ̃
k+1

Substituting (79) into (66) gives

Mw̃
k+1 ≤ G̃

(2)
0:kC̃

w̃

0 + C̃
w̃

1 γk+1 + C̃
w̃

3 γ
2
k Mθ̃

k+1 +C̃
w̃

2

k∑
j=0

γ2
j G̃

(2)
j+1:k

{
C̃
θ̃

0

j−1∏
i=0

(
1− βi

a∆

8

)
+ C̃

θ̃

1

a∆

4
%a∆/8βj

}
(a)

≤ G̃
(2)
0:kC̃

w̃

0 + C̃
w̃

1 γk+1 + C̃
w̃

3 γ
2
k Mθ̃

k+1 +C̃
w̃

2 γk+1

{ Cθ̃
0 %

a22/8

1− β0a∆/8

k∏
i=0

(
1− βi

a∆

8

)
+ C̃

θ̃

1

a∆

4
%a∆/8%a22/4

}
≤
{

C̃
w̃

1 + C̃
w̃

2 C̃
θ̃

1

a∆

4
%a∆/8%a22/4

}
γk+1 +

{
C̃
w̃

0 +
C̃
w̃

2 Cθ̃
0 %

a22/8

1− β0a∆/8

} k∏
i=0

(
1− βi

a∆

8

)
+ C̃

w̃

3 γ
2
k Mθ̃

k+1

where we have used G̃(2)
j+1:k ≤

(∏k
i=j+1(1 − γia22/8)

)2 in (a). As such, together with (79) this
gives

Mŵ
k+1 ≤ C̃

ŵ

0

k∏
`=0

(
1− β`

a∆

8

)
+ Cŵ,mark

1 γk+1,

where

C̃
ŵ

0 := 2

{
C̃
w̃

0 +
C̃
w̃

2 Cθ̃
0 %

a22/8

1− β0a∆/8
+ (1 + C̃

w̃

3 ) L2
∞
λmax(Q22)

λmin(Q∆)
C̃
θ̃

0

}

Cŵ,mark
1 := 2

{
C̃
w̃

1 + C̃
w̃

2 C̃
θ̃

1

a∆

4
%a∆/8%a22/4 + κ(1 + C̃

w̃

3 ) L2
∞
λmax(Q22)

λmin(Q∆)
C̃
θ̃

1

a∆

4
%a∆/8

} (80)

Similarly, as C̃
ŵ

0 ≤ Cŵ,mark
0 (1+V0) for some constant Cŵ,mark

0 , the above yields (15). We conclude
the proof of Theorem 2.
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B.2.1. AUXILIARY RESULTS FOR THE MARKOVIAN NOISE CASE

Lemma 11 Let (aj)j≥0 be a sequence of dθ-dimensional vectors. The following equality holds:∑k
j=0 βjΓ

(1)
j+1:k(aj − aj+1)

= β0Γ
(1)
1:ka0 − βkak+1 +

∑k
j=1

(
β2
jB

j
11Γ

(1)
j+1:k + (βj − βj−1)Γ

(1)
j:k

)
aj

(81)

Similarly, for (bj)j≥0 being a sequence of dw-dimensional vectors, it holds:∑k
j=0 γjΓ

(2)
j+1:k(bj − bj+1)

= γ0Γ
(2)
1:kb0 − γkbk+1 +

∑k
j=1

(
γ2
jB

j
22Γ

(2)
j+1:k + (γj − γj−1)Γ

(1)
j:k

)
bj .

Proof We only prove (81). Observe the following chain

k∑
j=0

βjΓ
(1)
j+1:k(aj − aj+1) =

k∑
j=0

βjΓ
(1)
j+1:kaj −

k∑
j=0

βjΓ
(1)
j+1:kaj+1

= β0Γ
(1)
1:ka0 − βkak+1 +

k∑
j=1

(
βjΓ

(1)
j+1:k − βj−1Γ

(1)
j:k

)
aj

Using βjΓ
(1)
j+1:k − βj−1Γ

(1)
j:k = β2

jB
j
11Γ

(1)
j+1:k + (βj − βj−1)Γ

(1)
j:k concludes the proof.

Derivation of Eq. (63) The decomposition is obtained through repeatedly adding/subtracting
terms. Particularly, we observe that the individual terms can be expressed as:

Cj
(
ψ̃b1j − ψ̃

b1
j+1

)
= Cjψ̃

b1
j − Cj−1ψ̃

b1
j + Cj−1ψ̃

b1
j − Cjψ̃

b1
j+1(

ΨA22
j −ΨA22

j+1

)
w̃j = ΨA22

j w̃j −ΨA22
j+1w̃j+1 + ΨA22

j+1(w̃j+1 − w̃j)
Cj
(
ΨA12
j −ΨA12

j+1

)
w̃j = (Cj − Cj−1)ΨA12

j w̃j + Cj−1ΨA12
j (w̃j − w̃j−1)

+Cj−1ΨA12
j w̃j−1 − CjΨA12

j+1w̃j(
ΨA21
j −ΨA21

j+1

)
θ̃j = ΨA21

j θ̃j −ΨA21
j+1θ̃j+1 + ΨA21

j+1(θ̃j+1 − θ̃j)
Cj
(
ΨA11
j −ΨA11

j+1

)
θ̃j = (Cj − Cj−1)ΨA11

j θ̃j + Cj−1ΨA11
j (θ̃j − θ̃j−1)

+Cj−1ΨA11
j θ̃j−1 − CjΨA11

j+1θ̃j(
ΨA22
j −ΨA22

j+1

)
Cj−1θ̃j = ΨA22

j (Cj−1 − Cj−2)θ̃j + ΨA22
j Cj−2(θ̃j − θ̃j−1)

+ΨA22
j Cj−2θ̃j−1 −ΨA22

j+1Cj−1θ̃j

Cj(Ψ
A12
j −ΨA12

j+1)Cj−1θ̃j = (Cj − Cj−1)ΨA12
j Cj−1θ̃j + Cj−1ΨA12

j (Cj−1 − Cj−2)θ̃j

+Cj−1ΨA12
j Cj−2(θ̃j − θ̃j−1)

+Cj−1ΨA12
j Cj−2θ̃j−1 − CjΨA12

j+1Cj−1θ̃j .

Collecting terms on the right hand side of the above equations yields (63). Moreover, we the vec-
tors/matrices that appear in (63) can be bounded as

‖ψWV
j ‖ ≤ b(1 + C∞), ‖ΥWV,θ̃

j ‖ ≤ A(1 + 2 C∞+ C2
∞), ‖ΥWV,w̃

j ‖ ≤ A(1 + C∞)
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‖ΦWV,θ̃‖ ≤ A(1 + 2 C∞+ C2
∞), ‖ΦWV,w̃‖ ≤ A(1 + C∞)

‖Ψ̃WV,θ̃
j ‖ ≤ ACU2 %

a22/2(1 + C∞)(1 + ς)γj , ‖Ψ̃WV,w̃
j ‖ ≤ ACU2 %

a22/2γj .

where the last inequality is due to Lemma 20 and we have used γj−1 ≤ ςγj [cf. A2-1]. Conse-
quently, we can establish the bounds on the matrix/vector norms by setting

EWV
0 := max{b(1 + C∞),A(1 + 2 C∞+ C2

∞),ACU2 %
a22/2(1 + C∞)(1 + ς)}.

Derivation of Eq. (78) Setting ψ̃b1j := ψb1j + ΨA11
j θ? + ΨA12

j w?, we observe

V
(1)
j+1 = (ψb1j − ψ

b1
j+1) + (ΨA11

j −ΨA11
j+1)θj + (ΨA12

j −ΨA12
j+1)wj

= ψ̃b1j − ψ̃
b1
j+1 + (ΨA11

j −ΨA11
j+1)θ̃j + (ΨA12

j −ΨA12
j+1)w̃j

Similar to the previous paragraph, the decomposition is obtained through repeatedly adding/subtracting
terms. We observe

(ΨA11
j −ΨA11

j+1)θ̃j = ΨA11
j θ̃j −ΨA11

j+1θ̃j+1 + ΨA11
j+1(θ̃j+1 − θ̃j)

(ΨA12
j −ΨA12

j+1)w̃j = ΨA12
j w̃j −ΨA12

j+1w̃j+1 + ΨA12
j+1(w̃j+1 − w̃j)

Appendix C. Detailed Proof of Theorem 10

Throughout this section we will use additional notations. We denote

κ` :=
β`
γ`
.

Let
κexp∞ := κ∞ ∧ (1/2)(‖A12‖C∞ %

a22)−1 (82)

and
βexp∞ := βmtg

∞ ∧ 1/(4‖∆‖) (83)

We assume βk ≤ βexp∞ , γk ≤ γmtg
∞ , κk ≤ κ ≤ κexp∞ . Furthermore, let us define

Γ̃(1)
m,n :=

n∏
j=m

(I−βj∆), Γ̃(2)
m,n :=

n∏
j=m

(I−γjA22).

Using standard arguments we may bound operator norm of these matrices

‖Γ̃(1)
m:n‖ ≤

√
p∆

n∏
j=m

(1− a∆βj), ‖Γ̃(2)
m:n‖ ≤

√
p22

n∏
j=m

(1− a22γj) (84)

We set quantities mW ,mV from the assumption 4 to be equal to

mW := mV := max(mexp
VW , ‖Σ

11‖, ‖Σ12‖, ‖Σ22‖)
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All conditions of Theorem 1 are satisfied. We will use this theorem in the following form

Mθ̃
k ≤ Cexp

0,θ

k−1∏
`=0

(1− (a∆/4)β`)V0 + Cexp
1,θ βk, (85)

Mw̃
k ≤ Cexp

0,w

k−1∏
`=0

(1− (a∆/4)β`)V0 + Cexp
1,wγk, (86)

where Cexp
0,θ ,C

exp
1,θ ,C

exp
0,w and Cexp

1,w denote corresponding constants from Theorem 1. Similarly to (34)
and (35) we can define m̃exp

VW . Hence, the following inequality holds

‖E[VjV
T
j ]‖ ∨ ‖E[WjW

T
j ]‖ ∨ ‖E[VjW

T
j ]‖ ≤ m̃exp

VW (1 + Mθ̃
k + Mw̃

k )

Applying (18) and (19) (compare with Konda and Tsitsiklis (2004)[Formula 4.4]) we may write
down the following expansion for θ̃k+1:

θ̃k+1 = S
(0)
k+1 + . . .+ S

(6)
k+1,

where

S
(0)
k+1 := Γ̃

(1)
0:kθ̃0;

S
(1)
k+1 :=

k∑
j=0

βjΓ̃
(1)
j+1:kA12Γ̃

(2)
0:j w̃0;

S
(2)
k+1 :=

k∑
j=0

βjΓ̃
(1)
j+1:kδ

(1)
j ;

S
(3)
k+1 :=

k∑
j=0

βjΓ̃
(1)
j+1:k(Vj+1 +A12A

−1
22 Wj+1);

S
(4)
k+1 :=

k∑
j=0

βjΓ̃
(1)
j+1:kA12

( j−1∑
`=0

β`Γ̃
(2)
`+1:j−1δ

(2)
`

)
;

S
(5)
k+1 :=

k∑
j=0

βjΓ̃
(1)
j+1:kA12

( j−1∑
`=0

β`Γ̃
(2)
`+1:jC`V`+1

)
;

S
(6)
k+1 :=

k∑
j=0

βjΓ̃
(1)
j+1:kA12

j−1∑
`=0

γ`Γ̃
(2)
`+1:j−1W`+1 −

k∑
`=0

β`Γ̃
(1)
j+1:kA12A

−1
22 W`+1,

where
δ

(1)
` := A12L`θ̃`, δ

(2)
` := −CkA12w̃`.

We will group all terms in the expansion into 5 blocks, S(0)
k+1 +S

(1)
k+1, S

(2)
k+1 +S

(5)
k+1, S

(3)
k+1, S

(4)
k+1 and

S
(6)
k+1. It is easy to see that S(0)

k+1+S
(1)
k+1 is uncorrelated with S(3)

k+1, S
(6)
k+1 (moreover it is uncorrelated
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with S(5)
k+1, but we ignore this fact). Since E[‖θ̃k+1‖2] = E[Tr(θ̃k+1θ̃

>
k+1)] and by the linearity of

trace using expansion we show

E[‖θ̃k+1‖2] = E
[

Tr(S
(3)
k+1(S

(3)
k+1)>)

]
+ J ′k+1,

where for J ′k+1 we will use the following crude estimate

|J ′k+1| ≤ 3E
[

Tr({S(0)
k+1 + S

(1)
k+1}{S

(0)
k+1 + S

(1)
k+1}

>)
]

+ 5E
[

Tr({S(2)
k+1 + S

(5)
k+1}{S

(2)
k+1 + S

(5)
k+1}

>) + 5E
[

Tr(S
(6)
k+1(S

(6)
k+1)>)

]]
+ 2E

[
Tr(S

(3)
k+1(S

(6)
k+1)>)

]
+ 2E

[
Tr(S

(3)
k+1{S

(2)
k+1 + S

(5)
k+1}

>)
]

+ 5E
[

Tr(S
(4)
k+1(S

(4)
k+1)>)

]
+ 2E

[
Tr(S

(3)
k+1(S

(4)
k+1)>)

]
Using martingale property and definition of Σ we rewrite the term E[Tr(S

(3)
k+1(S

(3)
k+1)>)] as follows

Tr(E[S
(3)
k+1(S

(3)
k+1)>]) =

k∑
j=0

β2
j Tr(Γ̃

(1)
j+1:kΣ[Γ̃

(1)
j+1:k]

>)

+
k∑
j=0

β2
j Tr(Γ̃

(1)
j+1:k(Σj − Σ)[Γ̃

(1)
j+1:k]

>)

(87)

where

Σj := E[VjV
>
j ] +A12A

−1
22 E[WjW

>
j ]A−>22 A

>
12 + E[VjW

>
j ]A−>22 A

>
12 +A12A

−1
22 E[WjV

>
j ]

Leading term in (87) For lower bound of the first term in (87) we will use the following fact.
Since for any s ∈ [j + 1, k]

(I−βs∆)>(I−βs∆) = I−βs(∆ + ∆>) + β2
s∆>∆ � (1− 2βs‖∆‖) I,

we obtain using Lemma 12 (and remark after this lemma)

k∑
j=0

β2
j Tr(Γ̃

(1)
j+1:kΣ[Γ̃

(1)
j+1:k]

>) ≥ βk+1 Tr Σ
k∑
j=0

βj

k∏
`=j+1

(1− 2β`‖∆‖) ≥ Cexp
3 βk+1 Tr Σ (88)

where
Cexp

3 := 1/(8‖∆‖) (89)

and we used βexp∞ ≤ 1/(4‖∆‖) and k ≥ kexp
0 . To obtain upper bound we apply von Neumann

trace inequality (i.e. Tr(AB) ≤
∑n

j=1 ajbj , where {aj} and {bj} are non-increasing sequences of
eigenvalues of Hermitian matrices A and B resp.) and Lemma 14

k∑
j=0

β2
j Tr(Γ̃

(1)
j+1:kΣ[Γ̃

(1)
j+1:k]

>) ≤ p∆ Tr(Σ)
k∑
j=0

β2
j

k∏
`=j+1

(1− a∆β`)
2 ≤ Cexp

4 Tr(Σ)βk+1 (90)

where
Cexp

4 := p∆%
a∆ (91)

Inequalities (88) and (90) together imply (32).

42



FINITE TIME ANALYSIS OF LINEAR TWO-TIMESCALE STOCHASTIC APPROXIMATION

Remainder term in (87) The second term in (87), which we denote by Rk+1 may be estimated
as follows

|Rk+1| ≤ p∆dθm̃
exp
VW (1 + ‖A12A

−1
22 ‖)

2
k∑
j=0

β2
j

k∏
`=j+1

(1− a∆β`)
2(Mθ̃

j + Mw̃
j )

Applying (85) and (86) and Lemma 14

|Rk+1| ≤ Cexp
3,0

k∏
`=0

(1− (a∆/4)β`)V0βk+1 + Cexp
3,1βk+1γk+1, (92)

where

Cexp
3,0 := p∆dθm̃

exp
VW (1 + ‖A12A

−1
22 ‖)

2%a∆(Cexp
0,θ + Cexp

0,w)/(1− a∆β
exp
∞ ),

Cexp
3,1 := p∆dθm̃

exp
VW (1 + ‖A12A

−1
22 ‖)

2%a∆(κexp∞ Cexp
1,θ + Cexp

1,w)

Estimation of J ′k+1 To finish the proof of the theorem it remains to estimate J ′k+1. Applying (84)
it is easy to check that

Tr(E[S
(0)
k+1(S

(0)
k+1)>]) = Tr(Γ̃

(1)
0:k E[θ̃0θ̃

>
0 ][Γ̃

(1)
0:k]
>) ≤ p∆

k∏
`=0

(1− a∆β`)
2 E[‖θ̃0‖2]

Similarly, recalling that κexp∞ ≤ (1/4)a22/a∆ and using
∏j
s=0(1−a22γs)(1−a∆βs)

−1 ≤
∏j
s=0(1−

(a22/2)γs) we obtain

Tr(E[S
(1)
k+1(S

(1)
k+1)>]) =

k∑
j=0

k∑
`=0

βjβ` Tr
(
Γ̃

(1)
j+1:kA12Γ̃

(2)
0:j E[w̃0w̃

>
0 ][Γ̃

(2)
0:` ]
>A>12[Γ̃

(1)
`+1:k]

>)
≤ Cexp

1

k∏
`=0

(1− a∆β`)
2 E[‖w̃0‖2],

where
Cexp

1 := (4/a2
22)p22p∆‖A12‖2(κexp∞ )2

Hence, we may conclude from the previous two inequalities that

E[Tr({S(0)
k+1 + S

(1)
k+1}{S

(0)
k+1 + S

(1)
k+1}

>)] ≤ Cexp
0+1

k∏
`=0

(1− a∆β`)
2V0 , (93)

where
Cexp

0+1 := 2p∆ + 4Cexp
1 (1 + C2

∞)

For the next term in the expansion we have

Tr(E[S
(2)
k+1(S

(2)
k+1)>]) ≤

k∑
j=0

k∑
`=0

βjβ` E
[∣∣Tr

(
Γ̃

(1)
j+1:kA12Lj θ̃j θ̃

>
l L
>
l A

T
12[Γ

(1)
`+1:k]

>)∣∣]
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We apply Cauchy-Schwartz inequality twice, first |Tr(AB>)| ≤ Tr1/2(AA>) Tr1/2(BB>) and
then for expectation. We obtain

Tr(E[S
(2)
k+1(S

(2)
k+1)>]) ≤

( k∑
j=0

βj
(

Tr
(
Γ̃

(1)
j+1:kA12Lj E[θ̃j θ̃

>
j ]L>j A

>
12[Γ̃

(1)
j+1:k]

>))1/2)2

From Lemma 19 we conclude that ‖Lj‖Q∆,Q22 ≤ Cexp
L βjγ

−1
j , where Cexp

L := CD(L∞)%a22 . This
inequality and Jensen’s inequality imply

Tr(E[S
(2)
k+1(S

(2)
k+1)>]) ≤ (Cexp

L )2p∆‖A12‖2Q22,Q∆

( k∑
j=0

βjκj

k∏
`=j+1

(1− a∆β`){E[‖θ̃j‖2]}1/2
)2

≤ dθ(Cexp
L )2p∆a

−1
∆ ‖A12‖2Q22,Q∆

k∑
j=0

βjκ
2
j

k∏
`=j+1

(1− a∆β`) Mθ̃
j

Applying (85) and Lemma 14 we get

Tr(E[S
(2)
k+1(S

(2)
k+1)>]) ≤ Cexp

2,0

k∏
`=0

(1− (a∆/4)β`)V0κ
2
k+1 + Cexp

2,1βk+1κ
2
k+1}

where

Cexp
2,0 := dθa

−1
∆ (Cexp

L )2p∆‖A12‖2Q22,Q∆
Cexp

0,θ %
a∆/2/(1− a∆β

exp
∞ ),

Cexp
2,1 := dθa

−1
∆ (Cexp

L )2p∆‖A12‖2Q22,Q∆
Cexp

1,θ %
a∆

To estimate the next term we rewrite it as follows

S
(4)
k+1 =

k∑
`=0

β`N`+1,kδ
(2)
` ,

where

N`+1,k :=

k∑
j=`+1

βjΓ̃
(1)
j+1:kA12Γ̃

(2)
`+1:j−1.

It is straightforward to check

‖N`+1,k‖ ≤
√
p22p∆‖A12‖κ`

k∏
s=`+1

(1− a∆βs)

k∑
j=`+1

γj

j−1∏
s=`+1

(1− (a22/2)γs)

≤ Cexp
N κ`(1− a∆β

exp
∞ )−1

k−1∏
s=`+1

(1− a∆βs),

(94)

where Cexp
N := (2/a22)

√
p22p∆‖A12‖(1− a∆β

exp
∞ )−1 and we used (compare with Lemma 12)

k∑
j=`+1

γj

j−1∏
s=`+1

(1− (a22/2)γs) =
1

a22

{
1−

k∏
s=`+1

(1− (a22/2)γs)

}
≤ 2/a22. (95)
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Applying (96), Jensen’s inequality and observation

E[‖δ(2)
` ‖

2] ≤ Cexp
22 E[‖w̃`‖2], (96)

where Cexp
22 := C2

∞ ‖A12‖2, we obtain

Tr(E[S
(4)
k+1(S

(4)
k+1)>]) ≤ dwa−1

∆ Cexp
22 (Cexp

N )2
k∑
`=0

β`κ
2
`

k∏
s=`+1

(1− a∆βs) Mw̃
` .

Applying (86) and Lemma 14 we get

Tr(E[S
(4)
k+1(S

(4)
k+1)>]) ≤ Cexp

4,0

k∏
s=0

(1− (a∆/4)βs)V0 + Cexp
4,0βk+1κk+1, (97)

where

Cexp
4,0 := dwCexp

0,wCexp
22 (Cexp

N )2(a∆)−1%a∆/2(1− a∆β
exp
∞ )−1κ2

∞,

Cexp
4,1 := dwCexp

1,wCexp
22 (Cexp

N )2a−1
∆ %a∆ .

To estimate the next term we proceed similarly. Using martingale property we obtain

Tr(E[S
(5)
k+1(S

(5)
k+1)>]) ≤ dθm̃exp

VW C2
∞ ‖A12‖2(Cexp

N )2
k∑
`=0

β2
`κ

2
`

k∏
s=`+1

(1− a∆βs)
2(β`γ

−1
` )2(1 + Mθ̃

` + Mw̃
` )

Hence, due to Corollary

Tr(E[S
(5)
k+1(S

(5)
k+1)>]) ≤ Cexp

5,0

k∏
`=0

(1− (a∆/4)β`)V0βk+1κ
2
k+1 + Cexp

5,1βk+1κ
2
k+1

where

Cexp
5,0 := dθm̃

exp
VW C2

∞ ‖A12‖2(Cexp
N )2%a∆(Cexp

0,w + Cexp
0,θ )/(1− a∆β

exp
∞ ),

Cexp
5,1 := dθm̃

exp
VW C2

∞ ‖A12‖2(Cexp
N )2(1 + Cexp

1,wγ
mtg
∞ + Cexp

1,θ β
exp
∞ )

It follows from the previous inequalities that

E
[

Tr({S(2)
k+1 + S

(5)
k+1}{S

(2)
k+1 + S

(5)
k+1}

>) ≤ Cexp
2+5,0

k∏
`=0

(1− (a∆/4)β`)V0κ
2
k+1 + Cexp

2+5,1βk+1κ
2
k+1

(98)

where

Cexp
2+5,0 := 2Cexp

5,0β
exp
∞ + 2Cexp

2,0 ,

Cexp
2+5,1 := 2Cexp

5,1 + 2Cexp
2,1
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For the term E
[

Tr(S
(3)
k+1{S

(2)
k+1 + S

(5)
k+1}

>)
]

we write

E
[

Tr(S
(3)
k+1{S

(2)
k+1 + S

(5)
k+1}

>)
]
≤ E1/2

[
Tr(S

(3)
k+1(S

(3)
k+1)>

]
E1/2

[
Tr({S(2)

k+1 + S
(5)
k+1}{S

(2)
k+1 + S

(5)
k+1}

>]
≤
{

Cexp
3,0

k∏
`=0

(1− (a∆/4)β`)V0βk+1 + Cexp
3,1βk+1γk+1 + p∆%

a∆ Tr(Σ)βk+1

}1/2

×
{

Cexp
2+5,0

k∏
`=0

(1− (a∆/4)β`)V0κ
2
k+1 + Cexp

2+5,1βk+1κ
2
k+1

}1/2

We obtain

E
[

Tr(S
(3)
k+1{S

(2)
k+1 + S

(5)
k+1}

>)
]
≤ Cexp

3/2+5,0

k∏
`=0

(1− (a∆/4)β`)V0 + Cexp
3/2+5,1βk+1κk+1, (99)

where

Cexp
3/2+5,0 := (Cexp

2+5,0 + Cexp
3,0 + Cexp

3,0 Cexp
2+5,0)/2,

Cexp
3/2+5,1 := κexp∞ /2 + Cexp

2+5,1β
exp
∞ κexp∞ /2 + (Cexp

3,1 γ
mtg
∞ + p∆%

a∆ Tr(Σ))κexp∞ /2

+ (Cexp
2+5,1(Cexp

3,1 γ
mtg
∞ + p∆%

a∆ Tr(Σ)))1/2

Let us consider the term

E[Tr(S
(3)
k+1S

(4)
k+1)>] =

k∑
j=0

βj

k∑
`=j+1

β` Tr(Γ̃
(1)
j+1:kZj+1w̃

>
` A
>
12C

>
` N

>
`+1,k), (100)

where Zj+1 := Vj+1 +A12A
−1
22 Wj+1. For w̃` we can use the following expansion

w̃` = Γ̃
(2)
0:`−1w̃0 +

`−1∑
i=0

γiΓ̃
(2)
i+1:`−1Z̃i+1 +

`−1∑
i=0

βiΓ̃
(2)
i+1:`−1CiA12w̃i,

where Z̃i+1 := Wi+1 + κiCiVi+1 Substituting this expansion into r.h.s of (100) and repeating this
procedure until E[Zj+1w̃

>
l ] = γj E[Zj+1Z̃

>
j+1(Γ̃

(2)
j+1:`1−1)> we come to the following expansion

of (100)
k∑

`=j+1

β` Tr(Γ̃
(1)
j+1:kZj+1w̃

>
` A
>
12C

>
` N

>
`+1,k)

=
k∑

`1=j+1

β`1

`1−1∑
`2=j+1

β`2 Tr(Γ̃
(1)
j+1:kZj+1w̃

>
`2A
>
12C

>
`2(Γ̃

(2)
`2+1:`1−1)>A>12C

>
`1N

>
`1+1,k)

+ γj

k∑
`1=j+1

β`1 Tr(Γ̃
(1)
j+1:kZj+1Z̃

>
j+1(Γ̃

(2)
j+1:`1−1)>A>12C

>
`1N

>
`1+1,k)

= γj

k−j∑
s=1

k∑
`1=j+1

β`1

`1−1∑
`2=1

β`2 . . .

ls−1−1∑
`s=j+1

β`s

× Tr(Γ̃
(1)
j+1:kZj+1Z̃

>
j+1(Γ̃

(2)
j+1:`s−1)>A>12C

>
`s(Γ̃

(2)
`s+1:`s−1−1)>A>12C

>
`s . . . (Γ̃

(2)
`2+1:`1−1)>A>12C

>
`1N

>
`1+1,k)
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where `0 := k+1. Using iteratively Corollary and estimate (94) forN`1+1,k we obtain the following
bound∥∥∥∥ k∑
`=j+1

β` Tr(Γ
(1)
j:k−1Zj+1w̃

>
` A
>
12C

>
` N

>
`+1,k)

∥∥∥∥
≤ C∞ %

a22Cexp
N βjκj

k∏
`=j+1

(1− a∆β`)E1/2[‖Zj+1‖2]E1/2[‖Z̃j+1‖2]

k−j∑
s=1

(κj‖A12‖C∞ %
a22)s−1

Since κexp∞ ≤ (1/2)(‖A12‖C∞ %
a22)−1 and

E1/2[‖Zj+1‖2]E1/2[‖Z̃j+1‖2] ≤ 2m̃exp
VW (1 + ‖A12A

−1
22 ‖)(1 +

√
κexp∞ C∞)(1 + Mθ̃

j + Mw̃
j )

we obtain that∥∥∥∥ k∑
`=j+1

β` Tr(Γ̃
(1)
j+1:kZj+1w̃

>
` A
>
12C

>
` N

>
`+1,k−1)

∥∥∥∥
≤ C∞Cexp

N 2m̃exp
VW (1 + ‖A12A

−1
22 ‖)(1 +

√
κexp∞ C∞)βjκj

k∏
s=j+1

(1− a∆βs)(1 + Mθ̃
j + Mw̃

j )

This inequality and (100) together imply∣∣E[Tr(S
(3)
k+1S

(4)
k+1)>]

∣∣
≤ C∞Cexp

N 2m̃exp
VW (1 + ‖A12A

−1
22 ‖)(1 +

√
κexp∞ C∞)

k∑
j=0

β2
jκj

k∏
s=j+1

(1− a∆βs)(1 + Mθ̃
j + Mw̃

j )

Finally, the standard arguments will lead to

∣∣E[Tr(S
(3)
k+1S

(4)
k+1)>]

∣∣ ≤ Cexp
3/4,0

k∏
`=0

(1− (a∆/4)β`)V0 + Cexp
3/4,0βk+1κk+1, (101)

where

Cexp
3/4,0 := C∞Cexp

N 2m̃exp
VW (1 + ‖A12A

−1
22 ‖)(1 +

√
κexp∞ C∞)%a∆/2(Cexp

0,w + Cexp
0,θ )/(1− a∆β

exp
∞ )βexp∞ κexp∞ ,

Cexp
3/4,1 := C∞Cexp

N 2m̃exp
VW (1 + ‖A12A

−1
22 ‖)(1 +

√
κexp∞ C∞)%a∆(1 + Cexp

1,wγ
mtg
∞ + Cexp

1,θ β
exp
∞ )

Finally, we estimate all terms involving S(6)
k+1. We rewrite S(6)

k+1 as follows

S
(6)
k+1 =

k∑
`=0

βlM`,kW`+1

where we defined

M`,k := γ`β
−1
`

k∑
j=`+1

βjΓ̃
(1)
j+1:kA12Γ̃

(2)
`+1:j−1 − Γ̃

(1)
`+1:kA12A

−1
22 .
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Using martingale property we obtain

Tr(E[S
(6)
k+1(S

(6)
k+1)>]) ≤

k∑
`=0

β2
` ‖M`,k‖2 E[‖W`+1‖2]

We rewrite M`,k as follows

M`,k =

k∑
j=`+1

γj

[
βjγl
βlγj

I−Γ̃
(1)
`+1:j

]
Γ̃

(1)
j+1:kA12Γ̃

(2)
`+1:j−1 + Γ̃

(1)
`+1:kA12

( k∑
j=l+1

γjΓ̃
(2)
`+1:j−1 −A

−1
22

)
Since,

k∑
j=l+1

γjΓ
(2)
`+1:j−1 = A−1

22

(
I−Γ̃

(2)
`+1:k

)
this equation leads to

M`,k =

k∑
j=`+1

γj

[
βjγl
βlγj

I−Γ̃
(1)
`+1:j

]
Γ̃

(1)
j+1:kA12Γ̃

(2)
`+1:j−1 − Γ̃

(1)
`+1:kA12A

−1
22 Γ̃

(2)
`+1:k

We rewrite the term in the square brackets as follows

βjγl
βlγj

I−Γ̃
(1)
`+1:j =

j∏
s=`+1

κs
κs−1

I−
j∏

s=`+1

(I−βs∆) =

j∑
t=`+1

κt−1

κl
I
{
βt∆ + (κt/κt−1 − 1) I

}
Γ̃

(1)
t+1:j

Using assumption 2 we may show that

|κt/κt−1 − 1| ≤ (a∆/16)βt

Taking norm of the both sides of the previous equation we obtain∥∥∥∥βjγlβlγj
I−Γ̃

(1)
`+1:j

∥∥∥∥ ≤ √p∆(‖∆‖ + (a∆/16))κ−1
l

j∑
t=`+1

βtκt−1

j∏
s=t+1

(1− a∆βs)

Finally we arrive at the following bound for M`,k

‖M`,k‖ ≤
√
p22p∆‖A12A

−1
22 ‖

k∏
s=`+1

(1− a∆βs)
k∏

s=`+1

(1− a22γs)

+
√
p∆p22

(
‖∆‖ +

a∆

16

)
κ−1
l

k∑
j=`+1

γj

j∑
t=`+1

βtκt−1

k∏
s=t+1

(1− a∆βs)

j−1∏
s=`+1

(1− a22γs)

(102)
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This bound will yield

Tr(E[S
(6)
k+1(S

(6)
k+1)>]) ≤ 2p22p∆‖A12A

−1
22 ‖

2
k∑
`=0

β2
`

k∏
s=`+1

(1− a∆βs)
k∏

s=`+1

(1− a22γs)E[‖W`+1‖2]

+ 2p∆p22(‖∆‖ + (a∆/16))2
k∑
`=0

γ2
` E[‖W`+1‖2]

k∏
s=`+1

(1− a∆βs)

×
{ k∑
j=`+1

γj

j−1∏
s=`+1

(1− (a22/2)γs)

j∑
t=`+1

βtκt−1

j∏
s=t+1

(1− a∆βs)

}2

=: A1 +A2

The estimate of A1 follows from Lemma 14

A1 ≤ Cexp
6,0,2

k∏
`=0

(1− (a∆/4)β`)V0 + Cexp
6,1,1βk+1κk+1. (103)

where

Cexp
6,0,1 := 2dwm̃

exp
VW p22p∆‖A12A

−1
22 ‖

2%a22(Cexp
0,w + Cexp

0,θ )βexp∞ κexp∞ /(1− a∆β
exp
∞ ),

Cexp
6,1,1 := 2dwm̃

exp
VW p22p∆‖A12A

−1
22 ‖

2(1 + Cexp
1,wγ

mtg
∞ + Cexp

1,θ β
exp
∞ )%a22

Inequality (95) and Jensen’s inequality together imply

A2 ≤ 2(2/a22)2p∆p22(‖∆‖ + (a∆/16))2
k∑
`=0

γ2
` E[‖W`+1‖2]

k∏
s=`+1

(1− a∆βs)

×
k∑

j=`+1

γj

{ j∑
t=`+1

βtκt−1

j∏
s=t+1

(1− a∆βs)

}2 j−1∏
s=`+1

(1− (a22/2)γs)

Similarly, applying Jensen’s inequality for the second time we come to the following inequality

A2 ≤ 2(2/a22)2(1/a∆)2p∆p22(‖∆‖ + (a∆/16))2
k∑
`=0

γ2
` E[‖W`+1‖2]

k∏
s=`+1

(1− a∆βs)

×
k∑

j=`+1

γj

j∑
t=`+1

βtκ
2
t−1

j∏
s=t+1

(1− a∆βs)

j−1∏
s=`+1

(1− (a22/2)γs)

Changing the order of summation we obtain

A2 ≤ 2(2/a22)2(1/a∆)2p∆p22(‖∆‖ + (a∆/16))2
k∑
j=0

γj

k∏
s=j+1

(1− a∆βs)

j∑
t=0

βtκ
2
t−1

j∏
s=t+1

(1− (a22/2)γs)

×
t−1∑
`=0

γ2
`

t−1∏
s=`+1

(1− (a22/2)γs)E[‖W`+1‖2]
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Finally, estimating E[‖W`+1‖2] by (85) and (86) and applying Lemma 14 we obtain

A2 ≤ Cexp
6,0,2

k∏
`=0

(1− (a∆/4)β`)V0 + Cexp
6,1,2βk+1κk+1, (104)

where

Cexp
6,0,2 := dwm̃

exp
VW (%a22/4)2%a∆/22(2/a22)2(1/a∆)2p∆p22(‖∆‖ + (a∆/16))2

× (Cexp
0,w + Cexp

0,θ )(κexp∞ )2γmtg
∞ /(1− a∆β

exp
∞ )2,

Cexp
6,1,2 := dwm̃

exp
VW (%a22/2)2%a∆2(2/a22)2(1/a∆)2p∆p22(‖∆‖ + (a∆/16))2(1 + Cexp

1,wγ
mtg
∞ + Cexp

1,θ β
exp
∞ )

We conclude from (103) and (104) that

Tr(E[S
(6)
k+1(S

(6)
k+1)>]) ≤ Cexp

6,0

k∏
`=0

(1− (a∆/4)β`)V0 + Cexp
6,1βk+1κk+1, (105)

where

Cexp
6,0 := Cexp

6,0,1 + Cexp
6,0,2,

Cexp
6,1 := Cexp

6,1,1 + Cexp
6,1,2

It remains to consider E
[

Tr(S
(3)
k+1(S

(6)
k+1)>)

]
. We proceed similarly and use (102) to get

∣∣E [Tr(S
(3)
k+1(S

(6)
k+1)>)

]∣∣ ≤ k∑
`=0

β2
` ‖M`,k‖

k∏
s=`+1

(1− a∆βs)E1/2[‖Z`+1‖2]E1/2[‖W`+1‖2]

= A′1 +A′2

The following estimate holds for A′1

|A′1| ≤
√
p22p∆‖A12A

−1
22 ‖max(dθ, dw)(2 + 2‖A12A

−1
22 ‖)

1/2
k∑
`=0

β2
`

k∏
s=`+1

(1− a∆βs)

×
k∏

s=`+1

(1− a22γs)(1 + Mθ̃
` + Mw̃

` )

Applying standard arguments we get

A′1 ≤ Cexp
3/6,0,1

k∏
`=0

(1− (a∆/4)β`)V0 + Cexp
3/6,1,1βk+1κk+1, (106)

where

Cexp
3/6,0,1 := m̃exp

VW

√
p22p∆‖A12A

−1
22 ‖max(dθ, dw)(2 + 2‖A12A

−1
22 ‖)

1/2

× (Cexp
0,w + Cexp

0,θ )%a22βexp∞ κexp∞ /(1− a∆β
exp
∞ ),

Cexp
3/6,1,1 := 2m̃exp

VW

√
p22p∆‖A12A

−1
22 ‖max(dθ, dw)(2 + 2‖A12A

−1
22 ‖)

1/2(1 + Cexp
1,wγ

mtg
∞ + Cexp

1,θ β
exp
∞ )%a22
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For A′2 we write the following bound

A′2 ≤
√
p∆p22(‖∆‖ + (a∆/16)) max(dθ, dw)(2 + 2‖A12A

−1
22 ‖)

1/2
k∑
`=0

γ2
` (1 + Mθ̃

` + Mw̃
` )

k∏
s=`+1

(1− a∆βs)

×
{ k∑
j=`+1

γj

j−1∏
s=`+1

(1− a22γs)

j∑
t=`+1

βtκt−1

j∏
s=t+1

(1− a∆βs)

}
Changing the order of summation and applying arguments from the estimation of A2 we come to
the following bound

A′2 ≤ Cexp
3/6,0,2

k∏
`=0

(1− (a∆/4)β`)V0 + Cexp
3/6,1,2βk+1κk+1, (107)

where

Cexp
3/6,0,2 :=

√
p∆p22(‖∆‖ + (a∆/16)) max(dθ, dw)(2 + 2‖A12A

−1
22 ‖)

1/2

× (Cexp
0,w + Cexp

0,θ )(%a22/4)2%a∆/2γmtg
∞ (κexp∞ )2/(1− a∆β

exp
∞ )2,

Cexp
3/6,1,2 :=

√
p∆p22(‖∆‖ + (a∆/16)) max(dθ, dw)(2 + 2‖A12A

−1
22 ‖)

1/2(1 + Cexp
1,wγ

mtg
∞ + Cexp

1,θ β
exp
∞ )(%a22/2)2%a∆

We conclude from (106) and (107)

∣∣Tr(E[S
(3)
k+1(S

(6)
k+1)>])

∣∣ ≤ Cexp
3/6,0

k∏
`=0

(1− (a∆/4)β`)V0 + Cexp
3/6,1βk+1κk+1, (108)

where

Cexp
3/6,0 := Cexp

3/6,0,1 + Cexp
3/6,0,2,

Cexp
3/6,1 := Cexp

3/6,1,1 + Cexp
3/6,1,2

Final estimate of the remainder term Jk+1 Collecting (92), (93),(97), (98), (99), (101), (105),
(108) we obtain the estimate of Jk+1 := Rk+1 + J ′k+1

|Jk+1| ≤ Cexp
0

k∏
`=0

(1− (a∆/4)β`)V0 + Cexp
0 βk+1(γk+1 + κk+1),

where

Cexp
0 := Cexp

3,0β
exp
∞ + 3Cexp

0/1 + 5Cexp
4,0 + 5Cexp

2+5,0(κexp∞ )2 + 2Cexp
3/2+5,0 + 2Cexp

3/4,0

+ 5Cexp
6,0 + 2Cexp

3/6,0,

Cexp
1 := Cexp

3,1 + 5Cexp
4,1 + 5Cexp

2+5,1 + 2Cexp
3/2+5,1 + 2Cexp

3/4,1 + 5Cexp
6,1 + 2Cexp

3/6,1

(109)

Hence, we obtained (33).
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Appendix D. Auxiliary Lemmas

Lemma 12 Let a > 0 and (γk)k≥0 be a nonincreasing sequence such that γ0 < 1/a. Then, for
any integer k ≥ 1,

k−1∑
j=0

γj

k−1∏
l=j+1

(1− γla) =
1

a

{
1−

k−1∏
l=0

(1− γla)

}

Remark 13 If k0 is such that
∑k0−1

l=0 γl ≥ log(2)/a then the r.h.s. of the previous equation is lower
bounded by 1/(2a) for any k ≥ k0.

Proof Let us denote uj:k−1 =
∏k−1
l=j (1− γla). Then, for j ∈ {0, . . . , k− 1}, uj+1:k−1− uj:k−1 =

aγjuj+1. Hence,

k−1∑
j=0

γj

k−1∏
l=j+1

(1− γla) =
1

a

k−1∑
j=0

(uj+1:k−1 − uj:k−1) = a−1(1− u0:k−1) .

Lemma 14 Assume A2 and set

%a =
2

a
ς max{1, a22/(4a∆)} ∨ 4

a
ς3.

The following holds

(i) For any a ∈ [a22/4, γ
−1
0 ] and k ∈ N, if in addition, we have κ ≤ a22/(4a∆), then

k−1∑
j=0

γ2
j

k−1∏
l=j+1

(1−γla) ≤ %aγk,
k−1∑
j=0

βjγj

k−1∏
l=j+1

(1−γla) ≤ %aβk,
k−1∑
j=0

β2
j

k−1∏
l=j+1

(1−γla) ≤ %aβk

(ii) For any a ∈ [a∆/8, β
−1
0 ] and k ∈ N,

k−1∑
j=0

βjγj

k−1∏
`=j+1

(1− aβ`) ≤ %aγk,
k−1∑
j=0

β2
j

k−1∏
`=j+1

(1− aβ`) ≤ %aβk

(iii) For any a ∈ [a∆/4, β
−1
0 ] and k ∈ N,

k−1∑
j=0

β3
j /γj

k−1∏
`=j+1

(1− aβ`) ≤ %aβ2
k/γk,

k−1∑
j=0

β4
j /γ

2
j

k−1∏
`=j+1

(1− aβ`) ≤ %aβ3
k/γ

2
k ,

k−1∑
j=0

β2
j γj

k−1∏
`=j+1

(1− aβ`) ≤ %aβkγk
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(iv) For any a ∈ [a22/4, γ
−1
0 ] and k ∈ N,

k−1∑
j=0

βj

k−1∏
l=j+1

(1−γla) ≤ %aβk/γk,
k−1∑
j=0

β2
j

k−1∏
l=j+1

(1−γla) ≤ %aβ2
k/γk,

k−1∑
j=0

β3
j /γj

k−1∏
l=j+1

(1−γla) ≤ %aβ3
k/γ

2
k

Proof Part i) of the corollary, consider the first inequality and observe that

k−1∑
j=0

γ2
j

k−1∏
l=j+1

(1− γla) = γk

k−1∑
j=0

γk−1

γk

γj
γk−1

γj

k−1∏
l=j+1

(1− γla) ≤ ςγk
k−1∑
j=0

γj

k−1∏
l=j+1

γl−1

γl
(1− γla)

Note that as a ≥ a22/4, we have

γl−1

γl
(1− γla) ≤ (1 +

a22

8
γl)(1− γla) ≤ 1− aγl/2

Substituting into the above inequality yields

k−1∑
j=0

γ2
j

k−1∏
l=j+1

(1− γla) ≤ ςγk
k−1∑
j=0

γj

k−1∏
l=j+1

(1− γla/2) ≤ ς 2

a
γk

where we have applied Lemma 12 in the last inequality. Next and applying similar steps as before,
we observe that

k−1∑
j=0

βjγj

k−1∏
l=j+1

(1− γla) ≤ ςβk
k−1∑
j=0

γj

k−1∏
l=j+1

βl−1

βl
(1− γla)

As we have

βl−1

βl
(1− γla) ≤ 1− γl(a− κa∆/16) ≤ 1− γl(a− a22/64) ≤ 1− γla/2

we obtain
k−1∑
j=0

βjγj

k−1∏
l=j+1

(1− γla) ≤ ς 2

a
βk

Similarly, using βj ≤ κγj ≤ a22/(4a∆)γj , we obtain

k−1∑
j=0

β2
j

k−1∏
l=j+1

(1− γla) ≤ ς a22

2a a∆
βk

For part ii) of the corollary, we observe that the first inequality can be proven by:

k−1∑
j=0

βjγj

k−1∏
`=j+1

(1− aβ`) = γk

k−1∑
j=0

βj
γk−1

γk

γj
γk−1

k−1∏
`=j+1

(1− aβ`)

≤ ςγk
k−1∑
j=0

βj
γj
γk−1

k−1∏
`=j+1

(1− aβ`) ≤ ςγk
k−1∑
j=0

βj

k−1∏
`=j+1

γ`−1

γ`
(1− aβ`)
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Note that as a ≥ a∆/8, we have

γ`−1

γ`
(1− aβ`) ≤ (1 + εββ`)(1− aβ`) ≤ 1− aβ`/2

Using Lemma 12, this yields

k−1∑
j=0

βjγj

k−1∏
`=j+1

(1− aβ`) ≤ ςγk
k−1∑
j=0

βj

k−1∏
`=j+1

(1− aβ`/2) ≤ 2

a
ς γk

Similarly, the second inequality is:

k−1∑
j=0

β2
j

k−1∏
`=j+1

(1− aβ`) ≤ ςβk
k−1∑
j=0

βj
βj
βk−1

k−1∏
`=j+1

(1− aβ`)

≤ ςβk
k−1∑
j=0

βj

k−1∏
`=j+1

β`−1

β`
(1− aβ`)

(a)

≤ ςβk

k−1∑
j=0

βj

k−1∏
`=j+1

(1− aβ`/2)
(b)

≤ 2

a
ςβk

where (a) is due to the fact that we have β`−1

β`
(1−aβ`) ≤ 1−aβ`/2, and (b) is obtained by applying

Lemma 12.
For the proof of part iii) we proceed similarly. We prove the second inequality only. The proof

of the remaining follows the same lines. Denote κ` := β`/γ`. Clearly, κ`−1/κ` ≤ β`−1/β` ≤ ς .
Then

k−1∑
j=0

β2
jκ

2
j

k−1∏
`=j+1

(1− aβ`) ≤ ς3βkκ
2
k

k−1∑
j=0

βj
βj
βk−1

(
κj
κk−1

)2 k−1∏
`=j+1

(1− aβ`)

≤ ς3βkκ
2
k

k−1∑
j=0

βj

k−1∏
`=j+1

(
β`−1

β`

)3

(1− aβ`)
(a)

≤ ς3βkκ
2
k

k−1∑
j=0

βj

k−1∏
`=j+1

(1− aβ`/2)
(b)

≤ 4

a
ς3βkκ

2
k

where (a) is due to the fact that we have (
β`−1

β`
)3(1 − aβ`) ≤ 1 − aβ`/4, and (b) is obtained by

applying Lemma 12. Part iv) may be proved in the similar way.

Lemma 15 Let a > 0, p ≥ 0, (γj)j≥0, (κj)j≥0 and (uj)j≥0 be nonnegative sequences. Then, for
all integers k,

k−1∑
j=0

κj

k−1∏
`=j

(1− aγ`)
j−1∑
i=0

γpi

j−1∏
n=i+1

(1− aγn)ui =

k−1∑
i=0

γpi ui

 k−1∑
j=i+1

κj

 k−1∏
`=i+1

(1− aγ`)

Lemma 16 (Lyapunov Lemma) A matrix A is Hurwitz if and only if for any positive symmetric
matrix P = P> � 0 there is Q = Q> � 0 that satisfies the Lyapunov equation

A>Q+QA = −P .

In addition, Q is unique.
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Proof See (Poznyak, 2008, Lemma 9.1, p. 140).

Lemma 17 Assume that −A is a Hurwitz matrix. Let Q be the unique solution of the Lyapunov
equation

A>Q+QA = I .

Then, for any ζ ∈ [0, ζA], where

ζA := (1/2)‖A‖−2
Q ‖Q‖

−2,

we get
‖I−ζA‖2Q ≤ (1− aζ) with a = (1/2)‖Q‖−2 .

If in addition ζ ≤ ‖Q‖2 then
1− aζ ≥ 1/2.

Proof For any x ∈ Rd, we get

x>(I−γA)>Q(I−γA)x

x>Qx
= 1− γ ‖x‖

2

x>Qx
+ γ2x

>A>QAx

x>Qx

Hence, we get that for all γ ∈ [0, (1/2)‖A‖−2
Q ‖Q‖−2],

1− γ ‖x‖
2

x>Qx
+ γ2x

>A>QAx

x>Qx
≤ 1− γ‖Q‖−2 + γ2‖A‖2Q

≤ 1− (1/2)‖Q‖−2γ .

The proof follows.

Lemma 18 Assume that ‖L‖Q∆,Q22 ≤ ε for some ε > 0 and

0 ≤ β ≤ (1/2){‖∆‖Q∆
+ ε‖A12‖Q22,Q∆

}−1 (110)

0 ≤ γ ≤ (1/2)‖Q22‖−2
I ‖A‖

−2
Q22

. (111)

Set B11(L) = ∆−A12L. Then, the equation

L′{I−βB11(L)} = (I−γA22)L+ βA−1
22 A21B11(L) (112)

has a unique solution satisfying

‖L′‖Q∆,Q22 ≤ (1− γa22)‖L‖Q∆,Q22 + β CD(ε)

where
CD(ε) = 2{‖A−1

22 A21‖Q∆,Q22 + ε}{‖∆‖Q∆
+ ε‖A12‖Q22,Q∆

} .

If β/γ ≤ εa22/CD(ε), then ‖L′‖Q∆,Q22 ≤ ε.
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Proof Since ‖L‖Q∆,Q22 ≤ ε, we get that ‖B11(L)‖Q∆
≤ ‖∆‖Q∆

+ ε‖A12‖Q22,Q∆
. Hence, using

(110) and the triangular inequality, we get that β‖B11(L)‖Q∆
≤ 1/2 and thus

‖I−βB11(L)‖Q∆
≥ 1/2 . (113)

Hence, I−βB11(L) is invertible and (112) has a unique solution given by

L′ =
{

(I−γA22)L+ βA−1
22 A21B11(L)

}
{I−βB11(L)}−1

= (I−γA22)L+ βD(L)

where
D(L) = {A−1

22 A21 + (I−γA22)L}B11(L){I−βB11(L)}−1 .

Using (113) and ‖L‖Q∆,Q22 ≤ ε, we get that ‖D(L)‖Q∆,Q22 ≤ CD(ε). Hence, for γ satisfying
(111), we get that

‖L′‖Q∆,Q22 ≤ (1− γa22)‖L‖Q∆,Q22 + β CD(ε) ≤ ε+ γ
(β
γ

CD(ε)− a22ε
)
≤ ε ,

where the last inequality is due to β
γ ≤ εa22/CD(ε).

Lemma 19 Let L0 = 0. Assume that ‖Lk‖Q∆,Q22 ≤ L∞ and

0 ≤ β0 ≤ (1/2){‖∆‖Q∆
+ L∞‖A12‖Q22,Q∆

}−1

0 ≤ γ0 ≤ (1/2)‖Q22‖−2
I ‖A‖

−2
Q22

Then for any k ∈ N
‖Lk‖Q∆,Q22 ≤ CD(L∞)%a22βk/γk,

where
CD(L∞) := 2{‖A−1

22 A21‖Q∆,Q22 + L∞}{‖∆‖Q∆
+ L∞‖A12‖Q22,Q∆

}

Proof Similarly to Lemma 18 we may show that

Lk+1 = (I−γA22)Lk + βkD(Lk)

where ‖D(Lk)‖Q∆,Q22 ≤ CD(L∞). Hence,

‖Lk‖Q∆,Q22 ≤ CD(L∞)

k∑
j=0

βj

k∏
s=j+1

(1− a22γs)

Application of Lemma 14 to the right hand side of the above completes the proof.
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Lemma 20 Let L1 := L0 := 0. Assume that ‖Lk‖Q∆,Q22 ≤ L∞ and

0 ≤ β0 ≤ (1/2){‖∆‖Q∆
+ L∞‖A12‖Q22,Q∆

}−1

0 ≤ γ0 ≤ (1/2)‖Q22‖−2
I ‖A‖

−2
Q22

βk−1 − βk ≤ ρββ2
k, γk−1 − γk ≤ ργγ2

k

βk/γk ≤ (1/(2CU1 ))a22

with
CU1 := 2(‖∆‖Q∆

+ ‖A−1
22 A21‖Q∆,Q22‖A12‖Q22,Q∆

+ 2L∞‖A12‖Q22,Q∆
).

Then
‖Lk+1 − Lk‖Q∆,Q22 ≤ CU2 %a22/2γk+1,

where

CU2 := 2ργL∞‖A22‖Q22 + 2ρβ(L∞ + ‖A−1
22 A21‖Q∆,Q22)(‖∆‖Q∆

+ L∞‖A12‖Q22,Q∆
)

Proof Recall that B11(L) = ∆−A12L. It follows from Lemma 18 that I−βkB11(Lk) is invertible
matrix with bounded norm. Equation

Lk(I−βk−1B11(Lk−1)) =

{
(I−γk−1A22)Lk−1 + βk−1A

−1
22 A21B11(Lk−1)

}
may be rewritten as follows

Lk(I−βkB11(Lk)) = (I−γkA22)Lk−1 + βkB11(Lk) + Ek,

where Ek := (γk − γk−1)A22Lk−1 + (Lk + A−1
22 A21)Dk, Dk := −βkA12(Lk − Lk−1) + (βk −

βk−1)B11(Lk−1). Let Uk = Lk − Lk−1. Then

Uk+1(I−βkB11(Lk)) = (I−γkA22)Uk − Ek.

Then

Uk+1 = (I−γkA22)Uk + βk(I−γkA22)UkB11(Lk)(I−βkB11(Lk))
−1 − Ek(I−βkB11(Lk))

−1

It is easy to check that

‖(I−γkA22)UkB11(Lk)(I−βkB11(Lk))
−1‖Q∆,Q22 ≤ 2‖Uk‖Q∆,Q22{‖∆‖Q∆

+L∞‖A12‖Q22,Q∆
}

Moreover,

‖Ek(I−βkB11(Lk))
−1‖Q∆,Q22 ≤ 2ργγ

2
kL∞‖A22‖Q22

+ 2(L∞ + ‖A−1
22 A21‖Q∆,Q22){ρββ2

k(‖∆‖Q∆
+ L∞‖A12‖Q22,Q∆

) + βk‖A12‖Q22,Q∆
‖Uk‖Q∆,Q22}

Applying previous inequalities we obtain

‖Uk+1‖Q∆,Q22 ≤ (1− γka22 + CU1 βk)‖Uk‖Q∆,Q22 + CU2 γ
2
k

Since βk/γk ≤ (1/(2CU1 ))a22 we obtain

‖Uk+1‖Q∆,Q22 ≤ CU2 %a22/2γk+1
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Lemma 21 Let Q be a symmetric definite positive n× n matrix and Σ be a n× n matrix. Then

Tr(QΣ) ≤ ‖Σ‖Q Tr(Q) .

Proof Denote by (ei)
n
i=1 an orthonomal basis of eigenvectors of Q, Qei = λi(Q)ei, i = 1, . . . , n,

〈ei, ej〉 = δi,j , where δi,j is the Kronecker symbol. We get that

Tr(QΣ) =
n∑
i=1

〈ei, QΣei〉 =
n∑
i=1

〈ei,Σei〉Q

≤ ‖Σ‖Q
n∑
i=1

‖ei‖2Q = ‖Σ‖Q TrQ

where we have used ‖ei‖Q = λi and TrQ =
∑n

i=1 λi(Q) .

Corollary 22 If X is a n× 1 random vector such that E[‖X‖2] <∞. Then,

E[‖X‖2Q] ≤ Tr(Q)‖E[XX>]‖Q .

Proof Note that E[‖X‖2Q] = Tr(QE[XX>]) ≤ ‖E[XX>]‖Q TrQ

Lemma 23 Let m and n be two integers, P and Q be m × m and n × n symmetric positive
definite matrices. Let X and Y be m × 1 and n × 1 random vectors such that E[‖X‖2] < ∞ and
E[‖Y ‖2] <∞. Then,

‖E[XY >]‖Q,P ≤ λmin(Q)−1{Tr(Q)}1/2{Tr(P )}1/2‖E[XX>]‖1/2P ‖E[Y Y >]‖1/2Q

Proof Note that ‖E[XY >]‖Q,P ≤ E[‖XY >‖Q,P ] and

‖XY >‖Q,P = sup
‖y‖Q=1

‖X〈Y, y〉Q‖ = ‖X‖P sup
‖y‖Q=1

〈Q−1Y, y〉Q

= ‖X‖P ‖Q−1Y ‖Q = ‖X‖P ‖Y ‖Q−1 ≤ λ−1
min(Q)‖X‖P ‖Y ‖Q .

By applying the Cauchy-Schwarz inequality, we obtain

‖E[XY >]‖Q,P ≤ λ−1
min(Q)

{
E[‖X‖2P ]

}1/2 {E[‖Y ‖2Q]
}1/2

.

The proof follows from Corollary 22.

Appendix E. Details on Numerical Experiments

This section provides details about the numerical experiments and verification that the convergence
conditions are satisfied.

58



FINITE TIME ANALYSIS OF LINEAR TWO-TIMESCALE STOCHASTIC APPROXIMATION

E.1. Toy Example

In this toy example, we consider randomly generated instances of linear two timescale SA in the
form (1), (2) with i.i.d. samples (and thus the martingale noise setting). In particular, we let the
iterates θk, wk ∈ Rd be d-dimensional and construct a problem instance as follows:

1. Sample a random matrix T whose entries are drawn i.i.d. from the uniform distribution U [−1, 1];
Compute the QR-decomposition as T = QR.

2. SetA12 = Q andA22 = Q>Λ0Q, where Λ0 is a diagonal matrix with i.i.d. entries fromU [−1, 1].

3. Sample a random matrix R whose entries are drawn i.i.d. from the uniform distribution U [−1, 1].

4. Set A11 = RR> + I and A21 = Q>Λ1, where Λ1 is a diagonal matrix with i.i.d. entries from
U [−1, 1].

5. Sample a stationary solution pair θ∗, w∗ with i.i.d. entries from U [−1, 1].

6. Compute b1, b2 using the generated matrices and stationary points, i.e.,

b1 = A11θ
? +A12w

?, b2 = A21θ
? +A22w

?.

During the linear two timescale SA iteration, the noise terms are generated as

Vk+1 = F kV +AkV,θθk +AkV,wwk, Wk+1 = F kW +AkW,θθk +AkW,wwk

where F kV , A
k
V,θ, A

k
V,w are vectors/matrices with entries drawn i.i.d. from the standard normal dis-

tribution N (0, 0.1), and F kW , A
k
W,θ, A

k
W,w are vectors/matrices with entries drawn i.i.d. from the

standard normal distribution N (0, 0.5). With the above constructions, it can be verified that the
required assumptions A1, A3, A4 of the martingale noise setting hold. It remains to verify that the
step sizes chosen satisfy A2.

Below, we show the plots of deviations in θk and wk without normalization by the step sizes
(see Fig. 2).
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Figure 2: Unnormalized deviations from stationary point (θ?, w?) and term Ik : the toy example.
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E.2. Garnet Problems

GTD Algorithm and Policy Evaluation Problem The specific form of linear two timescale SA
used in this example follows from that of the classical GTD algorithm (Sutton et al., 2009a,b),
which is described below for completeness. Let S,A be some discrete state and action spaces (for
clarity we bound ourselves by discrete setting, but one could formulate it in more general way),
γ ∈ (0, 1) and π : S → P(A) be a stochastic policy, i.e. mapping from states to probability
measures over actions. When in state s the agent performs action a (distributed according to its
policy π), it transitions randomly to state s′ with probability p(s′|s, a) and obtains reward r(s, a).
This induces a Markov chain with transition probabilities pπ(s′|s) :=

∑
a∈A π(a|s)p(s′|s, a).

The goal of policy evaluation is to estimate the average discounted cumulative reward obtained
with the policy π. In detail, we evaluate the value function Vπ(s) := E

[
r(s, a) +

∑
k=1 ρ

kr(sk, ak)
]

with ρ being the discounting factor. As the state space |S| is often large, we use the linear approx-
imation Vπ(s) ≈ Vθ(s) := 〈θ, φ(s)〉, where φ : S → Rd is a pre-defined feature map. Define also
temporal difference at iteration k ∈ Z+ for transition sk → sk+1 as δk := r(sk, ak)+γVθk(sk+1)−
Vθk(sk). For brevity, denote the observation at iteration k ∈ Z+, namely, φ(sk), φ(sk+1), r(sk, ak)
as φk, φk+1, rk respectively. The GTD algorithm iterations are described as:

θk+1 = θk + βk [φk − ρφk+1] 〈φk, wk〉, wk+1 = wk + γk [φkδk − wk] .

The above is a special case of our linear two timescale SA in (3), (4) with the notations:

b1 = 0, A11 = 0, A12 = −E[(φk − ρφk+1)φ>k ],

b2 = E[φkrk], A21 = −E[φk(ρφk+1 − φk)>], A22 = Id,

Vk+1 =
(

(φk − ρφk+1)φ>k − E[(φk − ρφ′k)φ>k ]
)
wk,

Wk+1 = φkrk − E[φkrk] +
(

(φk − ρφk+1)φ>k − E[(φk − ρφk+1)φ>k ]
)
θk,

where the expectations above are taken with respect to the stationary distribution of the MDP under
policy π. Particularly, the noise terms Vk+1,Wk+1 follow the Markovian noise setting.

Garnet Problem The Garnet problem refers to a set of policy evaluation problems with randomly
generated problem instances, originally proposed in (Archibald et al., 1995). Here, we consider
a simpler version of Garnet problems described in (Geist and Scherrer, 2014). Particularly, we
consider a finite-state MDP with the parameters nS as the number of states, nA as the number of
possible actions in each state, b as the branching factor, i.e., the number of transitions from each
state-action pair to a new state, p as the number of features in the linear function approximation
applied. For each (s, a) ∈ S × A the next transitions s′ ∈ S ′ ⊂ S is chosen uniformly from the
set of all combinations from S consisting of b items. For all s′ ∈ S ′ the transition probabilities
p(s′|s, a) are generated from U [0, 1] and then normalized by their sum. For the features, for each
state s ∈ S the corresponding feature vector φ(s) is generated from (U [0, 1])p. In our numerical
example, we consider a particular problem from the family nS = 30, nA = 8, b = 2, p = 8.

By the above constructions, we observe that the assumptions A1, B1–B3 are all satisfied. It
remains to verify that the step sizes chosen satisfy A2, B4.
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E.3. Step Size Parameters

We consider the family of step size schedules:

βk = cβ/(kβ0 + k), γk = cγ/(kγ0 + k)σ,

with σ ∈ [0.5, 1] and the parameters cβ, cγ , kβ0 , k
γ
0 . Note that

βk
γk

=
cβ(kγ0 + k)σ

cγ(kβ0 + k)
≤ cβ

cγ

(
kγ0

kβ0

)σ
=: κ

since we have σ ≤ 1. This ensures A2-1. Furthermore, we observe that

γk−1

γk
=

(
1 +

1

kγ0 + k − 1

)σ
≤ 1+

σ

kγ0 + k − 1
≤ 1+

σkγ0
cγ(kγ0 − 1)

cγ

(kγ0 + k)σ
= 1+

σkγ0
cγ(kγ0 − 1)

γk,

On the other hand, we also have

γk−1

γk
≤ 1 +

σkβ0
cβ(kγ0 − 1)

cβ

kβ0 + k
= 1 +

σkβ0
cβ(kγ0 − 1)

βk

Similar upper bound can be derived for βk−1/βk. Setting cγ , cβ large enough ensures A2-2. Lastly,
B4 can be guaranteed by observing that σ ≥ 0.5.

The above discussions illustrate that the satisfaction of A2 hinge on setting a large cγ , cβ . How-
ever, this requirement can be hard to satisfy since we also have requirements such as γk ≤ γmark

∞ ,
βk ≤ βmark

∞ . To this end, we have to set a large kβ0 , k
γ
0 . As a result, there are four inter-related hyper

parameters to be tuned in order to ensure the desired convergence of linear two timescale SA. We
remark that tuning the step size parameters for SA scheme is generally difficult.
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