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1
Introduction

1.1 Context

In a situation of global pandemic, our way of life is particularly affected. While half the planet
is locked down, we are witnessing a huge decrease of industrial and commercial activities, and
wild animals are regaining cities cleared out of their inhabitants. Those phenomena appeared
in only two months of lock down. What environmental effects can we expect with a change of
our way of life for the next thirty years when two months produce already some visible results?
Indeed, considering the environmental impacts of our modes of production and consumption,
a shift is increasingly urgent. Those questionings can not stay unanswered. But the answers’
spectrum is vast from individual actions to global awareness and political responses.

A recent report from Carbone 4 [Dugast and Soyeux, 2019], an independent consulting firm
specialized in low carbon strategies and environmental changes adaptation, shows that individual
actions are necessary but largely insufficient to achieve the objectives of reduction of greenhouse
gas emission. Thus, what is the best choice to make? And does such a choice exist? What
alternatives exist and how do they compare in terms of compromises between socio-economic
and environmental criteria?

For many decades, our societies have grown exponentially and their complexity with it. So
much that it becomes a challenge to have an accurate understanding of the macro-economic
inter-dependencies within an economy. However, we have the knowledge to develop models
that represent our complex economy and the technology to run them.

In 1972, a research team from MIT published a report The Limit to Growth commissioned
by the Club of Rome. This report describes the model developed by the research team: World3,
which simulates the interactions between the earth (environment) and human systems. The
model was based on five global variables “population, food production, industrialization, pollu-
tion and consumption of nonrenewable natural resources” [Meadows et al., 1972]]. The different
scenarios explored by the model lead to a description of the mechanism of collapse: i) expo-
nential economic growth, i1) overshoot of the carrying capacity of the environment, iii) erosion
of the carrying capacity during the overshoot, iv) inertia of the economic system which equals
slowness of the political response. They concluded that if we change the growth trends there is a
possibility where the variables described above would stabilize without overshoot or collapse.
This was 1972.

Since then, scientists and economists have developed hundred of models to describe the
structure of the world economy, of a country’s economy or of a specific sector. Yet, a lot of



those models are designed for economic purposes only and few of them really take into account
all the interactions between their components, and pollution nor the use of natural resources
do not appear in dependencies. Those missing parts contribute to growth trends. However, the
necessity to have models that can help us understand our impact on the environment is growing.

Most economic models work with monetary flows or monetary units. Using monetary units
to assess physical flows is a challenging task: the value of the resources can be constantly
changing. Assessing real impacts on our environment from those monetary models is then
extremely difficult. Thus, we need models that will take into account physical flows and energy
flows: an (objective part of the) reality behind monetary flows.

The purpose of this work is thus to explore different models and formalisms in order to
precisely depict our economy and the environmental pressures associated with it, through a
multisectorial model. Since this internship is designed to be followed by a thesis, we will present
here just one formalism implemented and applied to an example. It is important to present the «
big picture », i.e., the context and objectives of the whole research axis, in order to understand
how the internship (and the potential thesis following it) are contributing to it.

Strong sustainability vs weak sustainability [Boisvert and Vivien, 2006]
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Weak sustainability (figure (a)) is a concept which explains that environmental issues
could be fixed with more economic growth. To be precise, it relies on an economic
definition of sustainability: sustainability means the transmission to the future generation
of a capacity to produce well-being at least equal to the present generation’s one.
Therefore, weak sustainability wants to substitute natural capital with technological
capital to create economic wealth. That is why, we prefer monatary units with this prism.

On the other hand, the concept of strong sustainability (figure (b)) puts priority on
ecosystems. They must persist, not only for moral reason. According to Herman Daly,
sustainability relies on three principles.

* The consumption rate of renewable resources must not exceed renewing rate of
those same resources.

* The consumption pace of non renewable resources must not exceed the pace of




finding and developing renewable substitutes.

* The emission rate of pollutants must not exceed the capacity of the environment to
absorb and assimilate those pollutants.

Physical units are here required to compute the extracted quantities from the environment.

1.2 STA: a new line of research of the STEEP team

Considering the need for an understanding of a given economy coupled to an environmental
approach, the STEEP team developed this line of research called Socio-Technical Alternatives
(STA). Its goal is to study an economy by a physical approach, to analyse the impact on the
environment but also to evaluate and propose alternative economic structures by its modes of
production and consumption. Two axis can arise from that: analysis of specific sectors and
systemic analysis of the whole economy while taking into account interactions between sectors.

The first axis focuses on specific supply chains and allows a detailed analysis of upstream and
downstream vulnerabilities, dependencies to natural and fossil resources as well as computation
of environmental footprints. It must be stressed here that footprints can be computed from a
production or from a consumption perspective and the supply chain approach makes it possible
to connect the two. Indeed, only analyzing the impacts of our production could mislead us about
the real impact of our system. Here is a figure that shows the differences that can occur if we
propagate the environmental impacts of our whole economy in France (figure pH). On the
right part, the "footprint of the national territory"” is slowly decreasing over the years. The left
part is the greenhouse gas emissions, it contains also emissions owed to imported side of our
economy and it was growing until 2010 then stabilizing (maybe?). One can see that production
and consumption footprints convey different messages and should be both considered during the
decision-making process.

The importance of taking into account all interactions in our system in a precise way is
clearly visible.

Two softwares were designed by the STEEP team for supply chain studies: one for supply
chain material flow analysis (SC-MFA) and one for datavisualization through Sankey diagram
Every Sankey diagram in this report was made by this tool. SC-MFA is based on data reconcili-
ation and downscaling techniques, allowing to meet mass conservation but also geographical
aggregation constraints. [Courtonne, 2016]] explains that sometimes data can be missing or inac-
curate to describe the whole sector. The collect of data to fill our model can be constraining and
sometimes unsuccessful. Thus, a tool that can highlight missing part and propagate uncertainty
was needed.

Here is a figure that describes the principle of data reconciliation. On the left we have
information about some flows but not all of them. Fortunately, those missing flows can be
computed as shown on the right part of this figure to have something which is coherent.

There are two kinds of works in physical units on sectors, one undertakes good inventories
of specific sectors in physical units, one focuses on the overall economy with highly aggregated

Ithat can be found here [www . flux-biomasse.fr
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Figure 1.1

Exportations

Figure 1.2 — Principle of data reconciliation

data. But currently very few models or works share information on precise interactions between
sectors. In the STEEP Team, we have quite precise data on wood and agri-food supply chainsﬁ
Nevertheless, we lack dependencies with other sectors. If we focus on the wood and try to
create a prospective scenario, we will find blind spots that could lead to unfeasibility. A lot
of scenarios are based on few sectors and try to detail their evolution. Olivier Vidal reviewed
some proposed energetic transition’s scenarios to meet Paris’ Agreement and stay below 2°C
of global warming. In his paper, [Vidal et al., 2018]] shows by using accounting methods on
physical materials that some of those scenarios demand too much raw material which lead to a
global warming above 2°C. Indeed, if we want to replace all energetic infrastructures based on
fossil energy source by new infrastructures using renewable energy the number of wind turbines
for example should dramatically increase. Yet, we know approximately the composition of a
wind turbine and especially in precious metals : it contains (in tons by MegaWatt placed) huge
part of concrete (150 t/MW), aggregate (300 t/MW), steel or ferrous metals (150 t/MW) and

“https://www.flux-biomasse.fr/resultats/sankey_bois/France
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some part of copper (3 t/MW), aluminum (2 t/MW), glass (7 t/MW) or plastics (4 t/MW). Those
numbers can significantly change depending on the type of wind turbine (offshore wind turbines
need even more materials). Thus, the consumption of all those materials will be increasing a lot
to build wind turbines. On another example, lets suppose that all fuel sources are replace by
biomass to produce biofuel. One major impact is that we will have to use crops to produce large
amount of biomass. This will compete with the crops needed to feed the population. Having a
systemic model that integrates interactions between sectors and raw materials, consumption and
production, energy and pollution becomes essential.

One objective of this work is thus to allow those sector-specific analysis to communicate and
impact each other. Consequently, we will be able to conceive new alternatives for our economy
that we call Socio-Technical Alternatives (STA) and analyze them. Below is a schematic
description of a STA (figure[I.3] p[5).

Absolute Environmental Sustainability

Pressures, impacts, limits

Socio-Technical Alternatives

Socioeconomic Modes of production Needs' Satisfacti
— —_— eeds' Satisfaction
performances Modes of consumption

Interactions Energy/Material
between sectors

Vulnerabilities
Figure 1.3 — Description of a STA

It mixes a precise comprehension of our way of production and consumption and their
interactions and dependencies between sectors with different criteria gathered in four categories:
Socioeconomic performances, sustainability, vulnerabilities and needs’ satisfaction. On this
project, we are all convince of the necessity of a strong sustainability which is reflected in this
definition and in the tools used around a STA. A STA is supposed to be (almost) stationary. For
now, this stationary condition has not any real meaning but it is convenient for our work.

From this definition of a STA, four objectives arise :

* We need a formalism capable of describing STAs, and thus able to integrate various
datasources.

* We need to develop a methodology and linked tools allowing the multi-criteria evaluation
of STA.



* We want to propose a methodology which will allow local (or not city, region, state) set of
stakeholders to conceive and assess their own alternatives.

* Finally, we want to help to structure public debate by facilitating the comparison of
alternatives (e.g., on food, energy transition). In other words, a method is needed to clarify
and emphasize the possible compromises that society might choose as compass toward
adapting to environmental constraints.

In this internship, we put our focus on the first two points.

Throughout this paper, words scenario and STA will be used. They do not refer to the
same concept. A STA is an end-state of an economy or a discrepancy between an initial
state and a final state while a scenario refers to a path between two points. Moreover,
most scenarios fall in two categories: some focus on specific sectors and are very detailed,
the others embrace the whole economy but are less precise. Our goal is to describe STAs
taking all sectors into account with flexible levels of details (i.e., using a multisectorial
and multiscale model).

1.3 Computational issues and operations research

In this project, one huge part is calculations and analysis of large systems of data. To carry
this part out, several tools are needed. We mentioned one above, a data reconciliation tool.
This tool uses notions of operations research. Indeed, to reconcile data, we rely on constrained
optimization. The optimization part comes from the minimization of the discrepancy between
the input data and the result by taking into account the reliability of the sources, while the
constrained problem comes from the mass conservation law of the products and sectors involved
in our system or some coefficient of transformation of some sectors. In other words, it is an
inverse problem, in which we try to infer the real (hidden) world from (available) noisy data.
Thus, the objective function currently used in the SC-MFA software is the following:

min Z ()Ei ;Xi)z
i

In which X; refers to the output, x; refers to the input, o; refers to the uncertainty. The uncertainty
part is made by MonteCarlo simulation. The constraints of the mass conservation law or
constraints of aggregation (1) (or as well constraints set by the user (1),(2),(3)) are described
below.

(1) Zai~)€,~:k
(2) m§Za,~-)2,~
(3) ZOC,'-XA,'SM

You will find in the appendix a paper describing my work during my last year internship.
Another important part of this project is the conflict detection. Indeed, the tools developed
here process system that contains a certain quantity of data gathered from different sources.

Sometimes, some constraints are inconsistent with others, which can be explained by the fact
that they come from different sources. It is inevitable that our system could contain some
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conflicts and we must correct them to hope find results. Thus we develop some ways of finding
those conflicts as precisely as possible. The paper in appendix describes steps in this direction.
Further enhancements are needed to improve performance and to semi-automatically suggest to
the user solutions to remove conflicts (either by deleting or relaxing some of the constraints).






) B
State of the Art and Methods

2.1 Input Output Analysis (I0A)

Input-Output tables are one way to represent or analyze the economic structure of a country.
According to [Leontief, 1970], this approach describes precisely the dependencies that sectors
have with each others by analyzing consumption and production in the whole economy of several
goods and services by the Leontief inverse matrix. We will be using the example in the Leontief
paper to illustrate how it works: a simple economy with two sectors very aggregated, Agriculture
and Manufacture. The matrix Z will represent the dependencies of sectors (depending of the
example) for the rest of this work. (Here, Z; , = 20).

From Into ‘ Agriculture ‘ Manufacture ‘ Final Demand H Total Output
Agriculture Z11 VAL Y] X
Manufacture Zn1 Zr Y, X5

Table 2.1 — Notation

In this kind of table, lines represent production and columns consumption (transitional
consumption in Z and final consumption in Y).

From Into | Agriculture | Manufacture | Final Demand || Total Output
Agriculture 25 20 55 100 bushels of wheat
Manufacture 14 6 30 50 yards of cloth

Table 2.2 — Input-Output Table of an economy

From this table, we can construct another one that details what he calls the “cooking recipes
of the two sectors” to produce one unit. For example, Agriculture will need 25/100 = 0.25 unit
of wheat and 14/100 = 0.14 unit of cloth to produce one unit of wheat. Which gives us the
following table (table [2.3] p[I0).

Through this report, we will refer to those ratio as a matrix A with A;; as coefficients. This
table can be written with equations where X;,X, represent the total output of Agriculture and
Manufacture and Y;,Y> the final demand:

{ X; —0.25X; —0.40X, =Y, o

X, —0.14X; —0.12X, = ¥,

9



From Into | Agriculture | Manufacture

Agriculture 0.25 0.40
Manufacture 0.14 0.12

Table 2.3 — Input Requirement per Unit of Ouput

Thus,
0.75X; — 0.40X, =Y 2.2)
—0.14X, 4+ 0.88X, =Y, '
For any Y1,Y> we can solve this system and find (rounded numbers) :
X1 =1,457Y; +0,662Y, 2.3)
X, =0,232Y, 4+ 1,242Y, ’

Which correspond to the inverse matrix of the system (2). This inverse matrix is the Leontief
Inverse matrix. We will refer to this as the matrix L.

There exists an easier way to reach the Leontief Inverse matrix L by matrix operations. We
note M the diagonal matrix formed by a vector M and 1 the summation vector (of ones). We can
find again our matrix A by simply doing the operation Z-X~!. From here, sinceY =X —Z-1
like we saw above at[2.1] we can write :

= Z-14Y
A-X-1+Y
A-X+Y
= (I-A)~lv

2.4)

NPCRCRS

Where (I —A)~! is the Leontief Inverse matrix L. Here L;, represents the amount of sector
1 that needs to be produced in order to enable the final consumption of 1 unit of sector 2. The L
matrix is therefore useful to allocate production footprints down to consumption.

Moreover, [Leontief, 1970] shows us that the IOA framework permits to add pollutants
dependencies and thus to have the impact of final demand on the pollutant emissions or be
able to trace them for instance. Miller and Blair resume very well how this framework could
be of great use to our work : “Input—Output Analysis provides a useful framework for tracing
energy use and other related characteristics such as environmental pollution or flows of physical
materials associated with inter industry activity” [Miller and Blair, 2009]] (Chapter 9). I0A
framework could also be extended with trade of services or the cost of labour.

Those tables are often used in most of the countries to detail the national economy. However,
they use monetary units (economic flows) and it does not exist at present physical tables
with pertinent units for each sectors like [Duchin, 2009] said in his introduction : “Input-
output economics accords a place of privilege to physical quantities measured in physical units.
However, this potential has not been fully exploited because input-output models, like other
economic models, are typically implemented using databases in money values only.”

10



2.2 Material and Energy Flow Analysis

2.2.1 Introduction to MEFA

Material flow analysis (MFA) is a systematic assessment of the flows and stocks of materials
within a system defined in space and time [Brunner and Rechberger, 2003]]. It is based on the
implementation of the laws of conservation. This method has been applied to substances (e.g.
copper [Bonnin et al., 2012]), products (e.g. cereals [Courtonne et al., 2015]), and on the whole
economy [EUROSTAT, 2001]]. Material and Energy Flow Analysis (MEFA) results directly
from MFA by adding the energy aspect.

Interestingly, [Nakamura et al., 2007] propose to couple MFA with the formalism of I0A to
build physical 10 tables and trace material flows throughout supply chains. We show how in the
following section.

2.2.2 Coupling MEFA with IOA or AMC to trace flows

MEFA (which can be visualized with Sankey diagrams) inform on direct flows between sectors.
In order to estimate indirect flows one can use IOA or AMC to trace flows. We are familiar with
the Markov Chains which are a part of the ORCO program in our Optimization under Uncer-
tainties course. We will not detail the theory behind MC, however [Kemeny and Snell, 1976]
proposes a way to organize the matrix of transition of a graph by distinguishing two kind of
states: transient states and ergodic states.The first represent transition states while the second
represent end state in which the flow is absorbed. Lets n be the number of states and s the
number of ergodic states (thus n — s is the number of transient states). We can create the matrix
P in which P;; represents the probability of being in state j at the next step knowing that we are
at the state i in the current step.

K S 0

In which:
* S is the transition matrix between ergodic states.
* R is the transition matrix from transient states to ergodic states.

* (is the transition matrix from transient to transient states (which implies that lim,,_,.Q" =

0).[]

From our definition of an ergodic states, we can deduce that § = I which gives us the
canonical form of P :

s n—s

P:;_s(é g) 2.6)

We can now easily compute P" by the matrix theory.

ICycles in Q may occur in theory but those cycles have no meaning in our studied systems

11



0 I 0
"= <<I+Q+---+Q">-R Q”) &P

Since O = 0, we have :

. . I 0
P” = lim,_yoo P" = ((]—Q)_l-R O) (2.8)

This equation means that we have a probability of one to end up in an ergodic state and
starting from a transient state i, the probability to reach ergodic state j is (N - R);; in which
N = (I—Q)~'. We call this matrix B.

To illustrate, we will use the following example (figure pl12),

a b
Qe @ b38)
d e3

O 4 ONEDO 3 E)

Figure 2.1 — Example for AMC

and his matrix of flows:

(2.9)

00w ® QO 9
W
(98]

From here, we can compute matrix Q of transient states and R.

a b ¢c d e f g h
a 1 a
b 1 b
c 1 c
0=y 1 k=4
e 0.5 e 0.5
f F\1

Then, N and B.

12



a b ¢c d e f g h
a/1 1 11 05 a /05 05
bl 1 11 05 bl o5 05
c 1 1 1 05 clos os
N= 4 11 05 B="4los o5
e 1 0.5 el 0.5 0.5

¥ | v

Which means that every transient state (except f) has a probability of 0.5 to end up in g or A.
In other words, Absorbing Markov Chains method allows us to know where will end up one
unit of any flow and especially the primary flows.

2.2.3 Coupling MEFA with LCA to compute footprints

MEFA can be coupled with other frameworks. [Wackernagel et al., 2005] used MFA and the
Life Cycle Assessment framework to compute the Ecological Footprint in his paper.

2.3 Supply Use Tables

This project aims to use large amount of data and this can become an issue without a proper
way to organize it. Supply Use Tables (SUTs) seems to be the most convenient framework to
solve this problem. The SUTs organize products and sectors in two tables : the Supply table
which describes the origin of the products (table [2.4a) and the Use table for the destination of
the products (table [2.4b). [[Courtonne et al., 2015]]

Lets suppose on the figure that the nodes b, c, e and g are sectors and a,d, f and h are
products. We could construct the SU tables as follow.

|p]clels] |b]cle|g]
a all 2
dill2]4 d 6
f 3 f 3
h 3 h
(2) Supply (b) Use
Table 2.4

Depending on the question and on data availability, one will rely on IOA/AMC, MEFA or
on the coupling of the two. The choice between those approaches depends on the questions we
want to answer and on data availability. One huge advantage of the Supply Use framework is
that both previous approach can be applied to this formalism. Indeed, constructing a squared
matrix from both tables as follow (table [2.5) is enough to build a square matrix that can be
processed with IOA or AMC.

13



‘ Sectors ‘ Products
0 St
U 0

Sectors
Products

Table 2.5 — Squared matrix from Supply Use tables
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3
Implementation, experiment, result

All along this internship, we focused on some aspects only of the STA research line described
above. The first question was to determine a formalism suited to describe a STA which could be
easily used to evaluate them. Since we do not have yet a STA available we decided to base our
approach on an existing scenario: NegaWatt.

3.1 Implementation of the SU formalism, IOA and AMC on
the Negawatt scenario.

NegaWatt is a scenario about the energy transition of France developed by an independent
association with the same name. This association gathers about twenty experts involved in
professional activities linked to the energy sector. In 2003, they published their first scenario
which aims to zero greenhouse gas emission in 2050. Since this first one, they publish new
scenario update every five years.

The scenario is based on several hypotheses about the consumption and production of energy
in France from now to 2050. For this work, we was only interested in two year: 2015 and 2050
described by two sankeys figure [I] (p[35) and [2] (p[36). Indeed to produce a STA, end-states and
data are needed (cf comment at the end of this section). Those two years gives us both. Our first
work was thus to express those diagrams into our formalism.

The formalism selected is the SC-MFA formalism of STEEP extended to different units.
For this example, all flows are in the same units but since our economy uses many kinds of
materials (better expressed in their own « natural » unit), it is relevant to have a formalism in
which all data can appear and be understood in its own unit. A first part of the work was to make
the Negawatt diagrams fit the SU format by explicitly dividing the nodes of the diagram into
products and sectors. Sometimes we created ad hoc products or sectors to shape our model the
closest to reality.

Once both diagrams were integrated to our formalism, we started to test it with the different
analysis to deduce dependencies between consumption and production sectors. Like we said
before, the advantage of the Supply Chan formalism is that we can apply IOA and AMC at the
same time. To understand correctly the interaction between producer and consumer,we wanted
to know the proportion of resources uses by consumption sectors. To get this, the table[2.5] p[I4]
gave us P the matrix of probability of the AMC method. From here, we obtained N and B easily

15



with Q and R in P as [Courtonne, 2016] showed uﬂ Then, our interest was only on the primary

resources which gave us those reduced tables (figures [3.1] p[T6|and 3.2} p[16):

Total

Figure 3.1 — From Resources to Consumers Year 2015 (French) Matrix B = N - R reduced to
primary resources

Total

Total
Quantité (en
TWh)

Figure 3.2 — From Resources to Consumers Year 2050 (French) Matrix B = N - R reduced to
primary resources

Read those tables as follow : On the left we can see natural resources. The ratio correspond
to the proportion of one unit of natural resources that end up in each consumption sector. Here
everything is in TeraWatt Hour. Thus, as an example, you can say that for 1 TWh of Uranium
extracted in 2015, 0.69 TWh will end up in losses. While in 2050, for 1 TWh of heat extracted
from environment, 0.59 will end up in heat for houses. Those table were created thanks to the
IOA method.

One important question could be the inverse situation. In other words: What resources (here
primary energies) are necessary to satisfy one unit of consumption of each final consumption
sector? On our example with NegaWatt, we could ask ourselves what is the decomposition in
primary resources of 1 TeraWatt Hour which end up in the industry sector. One way of doing
that is by using the IOA methO(ﬂ Starting from table pll14] we obtained those results by
getting the Leontief matrix L and multiplying L by the matrix of final demand Y. (L-Y);; is
the production of sector i needed to sustain final demand of sector j. From here, we reduce
the matrix to primary resources only and finally, we get figures [3.3] pl[T7]and 3.4 p[I7] by
normalizing and transposing the results.

Same as before, each line correspond to the decomposition of one unit of a sector on the
left. The heat used by the industry sector comes mostly from fossil gas in 2015 while in 2050 it
comes from the biomass for instance.

'We put the tables from the excel file of the year 2015 in the appendix
Ztables of the excel file of year 2015 in appendix
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Chaleur Energie

i Energie Energie = Energie Source Source de | Sourcede | Source de Total quantité
liquide ‘ solide o ritiss Eoierrgne Marémrgh'ice Pg%ﬁ?éb So:igre d'Uranium | Charbon | Gaz fossile Pétrole J Total (en ngh)
Pertes 0,00 0,00 0,00 0,01 0,00 0,00 0,01 0,00 0,84 0,02 0,07 0,06 1 1012,32]

i 0,00 0,14 0,00 0,00 0,03 0,00 0,16 0,01 0,58 0,01 0,06 0,01 1 76,76
Usage Chaleur Agriculture 0,01 0,04 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,95 0,00 1 20,33
Usage Chaleur Industrie 0,01 0,12 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,24 045 0,18 1 263,49
Usage Chaleur i i 0,00 017 0,05 0,00 0,01 0,00 0,04 0,01 0,15 0,01 0,39 0,18| 1 462,31
Usage Chaleur Tertiaire 0,01 0,04 0,00 0,01 0,01 0,00 0,05 0,00 0,18 0,02 048 0,20| 1 180,42
Usage Mobilité Agriculture 0,06 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,94 1 35,21
Usage Mobilité des personnes 0,06 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,02 0,00 0,00 0,92 1 409,83
Usage Transport de i 0,06 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,94 1 187,55
Usages Electricité spécifiques Agricultuj 0,00 0,00 0,00 0,00 0,03 0,00 0,18 0,01 067 0,01 0,07 0,01 1 12,30
Usages Electricité spécifiques Energie 0,00 0,00 0,00 0,00 0,03 0,00 0,18 0,01 0,67 0,01 0,07 0,01 1 23,72
Usages Electricité spécifiques Industrie 0,00 0,00 0,00 0,00 0,03 0,00 0,18 0,01 067 0,01 0,07 0,01 1 122,58
Usages Electricité spécifiques Resident| 0,00 0,00 0,00 0,00 0,03 0,00 0,18 0,01 0,67 0,01 0,07 0,01 1 80,29
Usages icif i Tertiaire 0,00 0,00 0,00 0,00 0,03 0,00 0,18 0,01 0,67 0,01 0,07 0,01 1 94,68
Figure 3.3 — From Consumers to Resources Year 2015 (French) Matrix L -Y reduced to primary
resources, normalized and transposed

X Chaleur X > Energie ) Total

2 Energie Energie Ener Source Sourcede | Sourcede | Sourcede

liquide solide: | | Dechets | Eglame | Maremrice LD Soiate | d'Uranium | Charbon | Gaz fossile | Pétiole Total Q”?‘Tf\‘,'\‘}ﬁ) en

Pertes 0,24 0,26 0,01 0,01 0,17 0,01 0,1 0,10 0,00 0,00 0,00 0,00 1 306,07
X 0,01 0,06 0,02 0,00 0,48 0,03 012 0,29 0,00 0,00 0,00 0,00) 7 78,89]

Usage Chaleur Agriculture 0,09 0,79 0,00 0,00 0,06 0,00 0,02 0,04 0,00 0,00 0,00 0,00 1 16,30|
Usage Chaleur Industrie 0,06 0,55 0,16 0,00 0,07 0,00 0,02 0,11 0,00 0,00 0,00 0,02 1 74,23
Usage Chaleur Residentiel 0,04 0,41 0,28 0,00 0,12 0,01 0,03 0,11 0,00 0,00 0,00 0,00 1 202,67
Usage Chaleur Tertiaire 0,06 0,37 0,20 0,01 0,17 0,01 0,04 0,13 0,00 0,00 0,00 0,00 1 89,12
Usage Mobilité Agriculture 0,34 0,29 0,01 0,00 0,19 0,01 0,05 0,12 0,00 0,00 0,00 0,00 1 25,70
Usage Mobilité des personnes 0,34 0,29 0,01 0,00 0,19 0,01 0,05 0,12 0,00 0,00 0,00 0,00 1 130,58]
Usage Transport de marchandises 0,22 0,44 0,01 0,00 0,17 0,01 0,04 0,11 0,00 0,00 0,00 0,00 1 94,69
Usages Electrioité spécifiques Agricult 0,01 0,06 0,02 0,00 0,48 0,03 012 0,29 0,00 0,00 0,00 0,00 1 15,00
0,01 0,06 0,02 0,00 0,48 0,03 0,12 0,29 0,00 0,00 0,00 0,00 1 31,59

0,01 0,06 0,02 0,00 0,48 0,03 0,12 0,29 0,00 0,00 0,00 0,00 1 72,ﬁ

0,01 0,06 0,02 0,00 0,48 0,03 012 0,29 0,00 0,00 0,00 0,00 1 36.39]

Usages Electricité spécifiques Tertiaire 0,01 0,06 0,02 0,00 0,48 0,03 0,12 0,29 0,00 0,00 0,00 0,00] 1 48,49|

Figure 3.4 — From Consumers to Resources Year 2050 (French) Matrix L -Y reduced to primary
resources, normalized and transposed

Another comment is that those data are only about the energy production and consumption.
This could not be a STA by itself. The next question was then to determine how can we
add data from different sources into our formalism and the NegaWatt data. This is why
we used the year 2015 which is not an end-state but this a year on which we can have
access to inventoried data.

3.2 Coupling the Negawatt (energy) and Ademe (materials)
reports

Thanks to the NegaWatt’s partners, we were able to have access to a report from ADEME.

ADEME is an agency of the Environment and the mastery of Energyﬂ which publishes several
reports about sectors closely linked to pollution or natural resources and proposes various expert
assessment on the environment. This report ([Rauzier et al., 2019]) proposes a focus on the
physical quantities in the current economy with a prospective part. Indeed, the focus is on
nine materials and six sectors that consume the most energy in France. We choose one sector
(building sector) and two materials (steel and clinker) plus the energy sector (NegaWatt 2015, as
studied in the previous section) to analyze and to integrate into our formalism. These sectors
and materials were chosen because they are linked to one another and are central in the energy
transition debate (e.g. renovation and insulation policies).

3www.ademe. fr
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ADEME’s Report

* Six sectors : Mechanical-electricity-textile sectors, chemical products sector, pack-
ing sector, building sector, energy production sector and transport sector

* Nine materials : Steel, clinker, glass, chemical products, plastics, ammonia, paper
and cardboard and sugar

So, we extracted and put into our formalism the data from the report for each sector and
material. After reconciliation, we obtained the following Sankey diagrams (figures [3.3] p[I§|and
3.6, p[19). Every flows are in kilotons unit. We can see aggregate on those diagrams, like we
described above, in the steel sector diagram with the node "Tout secteur" and on the other hand
we have desaggregated sectors in the building sector diagram on the right side.

Importation
Produits Acier

Travaillés

Travail de

| | A.cler 2240 Tout

Produits Secteur 1718 Secteur
Hauts Fourneau Sidérurgiques  Sidérurgie ‘
+ Convertisseur

Minerai de
Fer + Coke

Aciérie Electrique

. 1423
Fonderie

Exportation

Figure 3.5 — Steel Sector Sankey in kt of iron ADEME data (French)

From this point, we realized we needed a way to merge two excel files in which our sectors
were describe in order to meet our objective of having all dependencies in our economy into our
model.

3.3 Organization of the Excel file

STEEP developed an organization of excel files based on the SU tables that we will describe
here. It contains several sheets called : dim_products, dim_sectors, existing_flows, data and
others that do not interest us for now.

The first two sheets contains a list about each product and sector. On top of that, we will find
an aggregation level for each product (or sector) and if it must respect the mass conservation law.
The sheet existing_flows details the SU tables without the value, which means those tables are
filled with ones and zeros, one if the flow exists and zero otherwise. The last interesting sheet
for this work is data that will describe the value of each flow, its source, its destination and on
which table (supply or use) it will be represented.
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Importation [

Secteur Maison
o Glinker Logement O /Individuelle
Aluminosilicates () : Ciment 41014 [ Logement
) Procljuctlon . O Secteur Batiment OCollectif
) Liants e Clinker Production (hors logement) Batiment
Géotechniques ) . . L
Ciment 18 318 Béton 28 501 Tertiaire
Gypse O 130215 Batiment
111 899 13 092 .Secteur Industriel
Laitier de O Production Renovation
Haut Fourneau Béton 6895
Cendres O [Msecteur Divers TP
Volantes
o u 13S.Secteur Ouvrages d'Art
Calcaires
13 487.Secteur VRD
Granulat O
+ Sable
18 731.Secteur Voirie

438 .Secteur Réseau Ferré

661

Eﬁ)ortation
Figure 3.6 — Building Sector Sankey in kt ADEME data (French)

3.4 Sectors’ Merge

As we said before, the excel files contain different sheets. The first ones detail the aggregation
level and the mass’ conservation constraint of each sectors and products that we call "dims". To
merge those sheets, we need to rebuild the aggregation tree diagram to put the right level of
aggregation (root is 1). A second problem involves the existing flows sheet. Since aggregation
levels are likely to change with the merge, we need in addition to concatenate the table to
propagate to superior level of aggregation the existing flows data as well as merge together
products and sectors which appear in both excel files.

To do so, a bit of code was already made, the part in which data are extracted from the excel
file. What we added is a simple algorithm to recreate the aggregation tree. In our code, the data
are extracted so that an element knows both his parents and his children and other parameters.
Thus, when we merge we need to update them at the right time. First, we extract Dy, D, from
the excel files. We browse through the list D5, and three cases exist :

* The element is not in D; meaning we have to add it.

* The element is in D as a single root (with no child) meaning we can overwrite it with the
data in D».

* The element is in D not as a single root meaning we have to update some attributes
according to his type in both lists.
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Algorithm 1:
Result: Merged aggregation tree in D
Dy < Excely;
D, < Excely;
for For every element e € D, do
if e ¢ D| then
| Addeto D
else

if e is a root in D, then
| €c D < éc D,
else
| update e according to his type in D and D,

end
end

end

Once the aggregation tree is recreated, we want to write element next to each other in
ascending order of aggregation’s level. It is also a simple algorithm that starts from a root
element, writes his first child and the child of his child and so on ... By remembering when you
should go back up in the aggregation tree, the algorithm does not miss any child element. It is
simply the Depth First Search of a tree.

To deal with the existing flows sheet, we simply apply an existing algorithm of propagation
after a concatenation of table and a merge for data in both file.

We saw above the result of our reconciliation on both Steel and Concrete sectors. Now, here

is the result (figure p20).

Importation [ —
AN RN
\ Clink
Aluminosilicates ()| [F 12933} Ciment
roduction ! = (018320 R \ .
Li . Production Béton | Secteur Batiment
iants O Clinker Giment es
Géotechniques S I 130250 : l_
. i / Sectedr Travaux Publics
Gypse O Production A5
Béton =
. Secteur Sectedr Aut ol
Laitier de O  Travail de ecteyr Automobile
Faut Foumeau - Thgier Prod |tsAcie’r‘TravaiIIés
Cendres ® Seot%r Produits .) () N Secteyr Autre Transport
Volantes p Sidérurgie i
SidFefrrz(:L?ties ﬂ_g@qntenantJ ?ler Secteyr Divers
Calcaires (O) 12133’7 P o7 | Stock
1304 655 Sectelr Electroménager
Granulat '
+ Sable O Secteyr Emballages
Hauts Fourneaux Sectedr Eolien
Minerai de Fer ® 9008 + Convertisseur o
+ Coke N Secteyr Mécanique
Fonderie ) ‘ ~— i
| Aciérie Electrique
— \
Ferrailles \
6202 \ \ \ Eﬁ)orta ion
2389

Figure 3.7 — Steel and Building Sectors Sankey in kt ADEME data(French)
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One important thing to mention is that our formalism permits to have the same result if you
reconcile individually each file or if you merge them into one.

The merge with NegaWatt scenario of those sectors has been made. However, our tool is
not yet adequate to visualize massive sankey diagrams. Indeed, each diagram needs to be
adjusted by hand. Thus, we can not present for now a result with the NegaWatt scenario.
Improving our automatic design of Sankey diagrams is one of our objective for the future.

A second issue is that NegaWatt scenario uses TeraWatt Hour while the data in the ADEME’s
report uses Kilotons. In this special case, there is no reconciliation issue due to the fact that data
from both sources are not really intricated. However, we believe that in many case, data could
have different units if they come from different sources.

3.5 Units Problem and Layers

To explain this issue, here is a simple example. Suppose that we have two sectors : a power
station (uses coal and produces electricity) and a factory (uses steel and electricity to produces
any end product). On the following graph, we draw the interaction between every product and
sector. This is the translation of the adjacency matrix (figure [3.8] p21).

@co2 +H20
P @Ashes Dissipations
ower ®
%al S.tation r
%
Electricity
Factory End Product

Steel

Losses

Figure 3.8 — Input data interaction graph of our example

Suppose now that we have knowledge about those data (figure [3.9] p[22).

Some flows are missing and some nodes do not respect the mass conservation law. Thus, we
need to use our tool to reconcile this input. Yet, the next diagram shows us that the reconciliation
does not work (figure[3.10] p[22). This sankey diagram represents nothing in our reality. The
reconciliation tries to minimize changes and simultaneously respects constraints.

This issue comes from the way we reconcile our data. Our formalism permits to store data
with several units but to process them and compute the correct solution of mass conservation
equations, we need values in the same unit. The first idea that comes to mind is to use conversion
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Figure 3.9 — Input data without any treatment
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Power [0

Station //

Electricity

Factor
25 ki %d Product

Steel

Losses

Figure 3.10 — Input data after reconciliation

factors. However, we can not convert every flows in the same units. But this way, we could add
information about flows and nodes. For instance, 500 kt of coal go into our power station and
this coal carries energy which is 4068 GWh approximately (computed by a conversion factor
called the Higher Heating Value, HHV). Lets focus only on the energy part, it is a layer energy.
If we add the HHV of coal value, we can reconcile on this energy’s layer. That gives us (figure

B.11} p22).

Power Dissipations

Coal

Station
. 4068 GWh I

Electricity

1313 GWh mFaCtO"V
1312 GWh

Figure 3.11 — Sankey energy (in GWh) after use of layers, HHV and reconciliation
We can also do a mass’ layer and reconcile the mass part (figure[3.12] p23).
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Power
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Figure 3.12 — Sankey Mass (in kt) after layers and reconciliation

Thanks to this conversion and the use of layers, we are now able to create a new sankey
diagram that represents all interactions in our example (figure [3.13] p[23). Thus, there are 4068
GWh and 500 kt of coal that go into our power station and everything is balanced.

g5 (@ CO2 + H20

Power Dissipations

Station
Wh
HHYV of Electricity
Coal .xF.actory End Product
— "\;,25 kt
//” \ .
Steel 40kt \
— ‘\ Losses
14 kt .

Figure 3.13 — All layers merged into one sankey
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4
Conclusion

This interdisciplinary internship allowed us to get acquainted with the basic concepts of envi-
ronmental assessment and with the most common methods used in this field. This demanding
task was a prerequisite to determine which methods will be adequate to our problem. We tested
one formalism on actual data and many examples. We started to gather together some expert
assessment on sectors (such as the ADEME or NegaWatt ones) and we developed a tool to do
help us. We noted issues that will improve our work (such as our Sankey tool). Finally we
worked on a major issue which is the units problem to find a simple solution for now that will
need to be conceptualized and automated. We believe that this first approach of this work will
allow us to greatly understand the next biggest stakes.

The major difficulty in this project is its interdisciplinarity and his ambitious scale. In the last
month of the internship (after the completion of this manuscript), the work will be to integrate
new supply chains in the model, still using the ADEME report and emphasize new issues that
may arise.
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ABSTRACT

In this paper, we analyze a system of linear inequations
I < A.x < u, used for the purpose of Material Flow Analy-
sis, with three different but complementary goals : (i) given
some known variables x;, efficiently compute the solution
space of unknown variables, (ii) if the set of constraints
is infeasible, efficiently identify the conflicts, (iii) efficiently
classify variables to determine whereas they are redundant,
just measured, determinable or non-determinable. In each
case we compare the efficiency of different algorithms or lan-
guages.

1. INTRODUCTION

In a context of global environmental changes which ques-
tions our modes of production and consumption, the STEEP
team of INRIA aims at developing decision-making tools to
promote ecological transition at local (sub-national) levels.
One of these tools, called Supply Chain Material Flow Anal-
ysis (MFA) tries to provide a consistent image of a given
chain (e.g., the wood supply chain) in order to stress the
potential competition between different types of uses (e.g.,
energy vs. construction) as well as the material dependency
on imports from the rest of the world. In practice, flows are
the variables of the problem (some are measured, some are
unknown) and the constraints are given by the law of mass
conservation and by other rules linking variables (e.g., yields
of transformation). The MFA follows the following steps :

1. Reconcile the data with constraint optimization, i.e.,
minimize the distance between measured flows (inputs)
and model results (outputs) given the set of constraints.
Reconciliation is necessary because the data comes from
various sources which are generally inconsistent. Con-
straint optimization moreover “fills the gap” for miss-
ing flows. However, it provides a unique solution for
each variable even when the solution is not unique:
for the so-called “free” variables, other values would
also respect constraints and lead to the same value of
the objective function. It is thus important to identify
them.

2. For this purpose, variables are classified based on the
set of constraints and on the measured variables in
order to determine which ones are determinable (not
measured but deductible), free (not measured and not
deductible), redundant (measured and staying deter-
minable if the measure is dropped), just measured (mea-
sured and becoming free if the measure is dropped).

3. Knowing which variables are “free” and knowing the
unique solution for other variables, an interval (solu-
tion space) is computed for each free variable.

STEEP already developed a python program to conduct
these 3 steps. However it proves very inefficient for large
problems (about 20,000 variables). Another issue is that
in practice, when one builds a large supply chain model,
it often occurs that the reconciliation is infeasible because
of conflicting constraints, and the manual identification of
these constraints is a tedious job. The purpose of our work
was therefore to make improvements on these two fronts.

In the following sections, we start by presenting the prob-
lem of interval reduction (step 3 above) before turning to
conflicts identification. We finish with ongoing and future
work, particularly, in relationship with variable classifica-
tion.

1.1 Our examples

To illustrate our algorithms, we will take two examples:
the first one to computing the solution space of “free” vari-
ables and the second one for the conflicts detection algo-
rithm. Both will take the form of a simple flow-graph as a
reminder of our context.

Figure 1: Without conflicts

In this first example, we suppose that we have measured
or determined some variables (vo, ve,v5). Others remain
missing. We will apply our algorithm of Intervals Reduc-
tion (IR) with the hypothesis that every variable should be
between 0 and 100.

We will use this second example with our algorithm of
Conflicts Detection (CD). Indeed, in this example, we have
added two constraints on v; (C4) and ve (Cs) in order to
create an unfeasible system. Those constraints can not be
represented by flows because they constrain only one vari-
able. So, we can observe them by looking at the intervals of

v1 ([0,30]) and wve ([50,100]).

2. INTERVALS REDUCTION



Figure 2: With conflicts

[0.100]

To compute new intervals, we work on a linear system.
We try to determine for each variables a maximum and a
minimum to surround the solution space. Thus, let say we
have N constraints cg...cny_1 and M variables vg...vpr—1 such
as :

M—1
Vi€ [J0.N=1]], il < D oipvr < us (1)
k=0

with l; and u; the bounds of each constraint and «; i the
coefficient of the variable k in the constraint 3.

In our context, we said that some variables would be fixed
as far as we know their values. Thus, let F' be the number
of variables known. All variables that are not “free” are
known variables (they are uniquely determined). Let L be
the number of unknown variables such as M = F + L. We
can now decompose our first equation (1) :

Za, f'Uf+ZOQl'UZ (2)

Our goal here is to compute the maximum and minimum
values that each v; can achieve. To do so, a few algorithms
already exist.

Vi € [|0..N —1]],

2.1 Similar work

An interesting algorithm can be found in the literature.
Indeed, this problem appears similar to the optimization
problem of the Simplez'. The Simplex method consists in
approaching the optimal solution of an objective function
in a problem under duress. Many Simplex algorithms have
been developed and are extremely efficient. Thus, in their
paper, Puranik and Sahinidis [2] develop the idea that if we
run two Simplex programs for each variable (one to compute
the maximum and one for the minimum), we are able to
get the interval of each unknown variable. Therefore, we
have to run 2 x L Simplexr to solve our system. In term
of complexity, running a such powerful tool two times on
variables sub-problem could take some time. But we will
detail the efficiency of that algorithm in the part 2.4.

When I joined the STEEP Team, one algorithm was al-
ready developed and was particularly long. This algorithm
uses the property of each node in the flow-graph. For each
constraint, if we want to isolate one unknown variable of

Thttps://en.wikipedia.org/wiki/Simplex_algorithm

index k to compute his maximum or minimum, we get :

Let k € [|0..L — 1], Vi € [|0..N — 1],

®3)

F-1
o li =325 @if vf — Zz vtk Qi UL < Qi kVk
1
QG kVE < Uj Zf o Qi f Vf — Zz Olsék Qi,l Ul

For each v;, we can only get an interval. In order to calculate
the value of vy, we need to use the maximum or the minimum
of each variable v; which depends on the coefficient «; k.
Thus, we generalize this with four cases as follow. We place
ourselves in a context of one constraint with two unknown
variables to simplify the inequations. With the graph, on
a node, we observe in-flow and out-flow. These flows are
represented by the sign of the coefficient ax. Furthermore,
when a flow v; (unknown variable) has the same sign than vy,
(unknown variable for which we wish to tighten his interval),
we use vy, ,, (resp. v,,.,) to compute vg,,.. (resp. vk
On the other hand, if coefficients have a different sign, we
use vy,,,, (resp. vi,,,,) to compute v, (resp. vk,,,.). In
this formalization, the coefficients ax are positive.

7nin)'

e Casel: I < apvrg +aqv; <u
Vkimas S —(u -, ) )
Vkppin 2 o (L= VL)

e Case 2: [ < apvp —aqp vy < u

Vkmas < 5 (U+ QL) 5)
Vkpin 2 —(l+alvlmm)

min

o Case 3: | < —apvry —oq v <u

{ Vkman < = (L + Q11,,,,,,)

(6)

Ukmm > - (utaw,,,,)

e Case 4 : Il < —apvr + vy < u

{ Ukpas < illk (= vy,
(

v, U~ QVL.,)

(7)

min / —ag

In this algorithm, we loop over the unknown variables to
compute a maximum and a minimum for each constraint
with those properties. We repeat this operation while the
intervals are being modified.

2.2 Our Algorithm

In order to find a new algorithm, we manually tried to find
the intervals for our small example, without looking at exist-
ing algorithms. Then, we tried to automate our method in
an algorithm. Finally, we compared other algorithms with
our own method. We found out that our algorithm was
really close to the STEEP Team’s one. Actually, the differ-
ences came from the order of the for-loop. We loop first over
the constraints and then over unknown variables to compute
the intervals (instead of doing the opposite). Also, a list of
constraints to check was added to increase efficiency. When
a variable is modified, we put in this list all constraints in
which our variable occurs. We pop out those constraints
once they are checked. Thanks to that, we do not need to
loop over every constraints each time a variable is modified.



Algorithm 1: Intervals Reduction

1 intervals reduction (M, I,V,u,l) :

Input : M a matrix of coefficient, I a list of the
intervals, V' a list of the unknown variables, u
and [ the lists of the boundaries of each
constraint

Output: a list of the reduced intervals

2 C « all the constraints
3 while [ is modified do

4 for each constraint c; in C do

5 Drop ¢;

6 for each unknown variable vy in c¢; do

7 Compute vg,,,, and v, ,, (With the four

cases (4) - (7))

8 if vk, 0. < upper-bound vy, then

9 | Modify the upper-bound vy
10 end
11 if vy,,,, = lower-bound v, then

12 ‘ Modify the lower-bound vy

13 end

14 if vy ’s interval is modified then

15 | Add to C every ¢; in which v occurs
16 end

17 end

18 end

19 end

20 return /

Here, before this algorithm we use a pre-processing to
compute the new boundaries (i.e. fixed values are being
subtracted from the l;, u; bounds) for each constraint as
follow :

L li = Y2y aigvy
Ui — Uj — E?:_OI Qi fUF

Vi € [j0..N — 1|},{ (8)

Furthermore, our algorithm stops because either we reach
a max iterations that we fixed or the intervals are unmodified
which end the while loop.

With this method, we approach the optimal intervals with
more efficiency. Indeed, by computing in each constrain all
the unknown variables, we obtain a better restriction on
the other variables. That is because the intervals of more
variables are reduced in one loop. And the more there are

a matrix as follow :

Vo V1 V2 V3 V4 Us Vs
Co 1 -1 -1 0 0 0 O
Cy 0 1 0O -1 0 0 O
Cs 0 0 O 1 -1 0 -1
Cs 0 O 1 0 1 -1 0

v1, v2, v3 and v4 are our unknown variables here. Once this
matrix is constructed and the initialization of our intervals
is done, we start the loop over the constraints. Cy will give
us new boundaries on v; and vs such as :

Vimas S %('98 +0) = Vi, <98 (9)
Vi, 2 =(-98 +100) = v1,,,, > -2

min min

We keep the upper-bound only because we want our interval
tightened as possible. Thus, v; is in [0, 98].

< L(- <
{ UQm,a,:L- N _1( 98 + 0) ad ’UQm,a,m = 98 (10)

V2,0 2 %('98 + 98) = V2, =20

We continue the loop over the constraints while there are

still some modifications. When the algorithm ends, we get
the following result :

Figure 3: Result Intervals Reduction

2.4 Efficiency

Our tests work as follow : for each algorithm we run four
examples of different sizes and store the results. First, we
want to warm-up our CPU. Thus, ten call to our algorithm
are launched without any measurements of the execution
time. Then, we run one hundred instances on our exam-
ple and we compute the average of those launches. At last,
we do this operation ten times and as a result, we get the
average of these ten averages?. As for now, the final exe-
cution time is quite representative of the efficiency of this
algorithm.

In this table, each average (computed like mentioned above)
is stored depending on the size of the example and the al-
gorithm employed. Each number is in milliseconds (except
with the huge example).

restrictions, the more the intervals are quickly tighten to Small! Medium® Medium® Huge*
their optimal values. Simplex 113 7 7 /
Moreover, we can apply a few optimization methods eas- STEEP 0.303 105.30 438 ~1h
ily (such as parallelism) as the form of the two for-loop are STEEP (numba) O-O 4 9 0 4 77 ~11min
simple (thus easily parallelisable). This tool can drastically Our Algo 0'02 2'00 6 s
increase the speed of our algorithm. To confirm such pred- Our Algo (numba) 0'03 0'75 9 76ms
icate, we have to create tests that will give us the perfor- Our Algo (pybind) 0:004 0:12 0.4 31ms

mance data for our analysis. But first, let us illustrate our
algorithm with our example.

1 around 10 constraints and 4 unknown variables
2 around 300 constraints and 150 unknown variables
3 around 800 constraints and 400 unknown variables
4 around 18 000 constraints and 16 500 unknown variables

We developed in python language all those algorithms.

2.3 Application to our example However, to use parallelism, we use two kind of tools. The

With our example (Figure 3), the system will be stored in

2Theorem Central Limit



first one we thought of was the numba tool. It is a python
library which permits to “translate python function to opti-
mized machine code at runtime”®. Thanks to that, we can
approach the speeds of a C program. There are many con-
straints on types of all the arguments, pre-processing was
necessary to redefine our parameters. The second tool is
called pybind. It consists in writing a C++ code of our algo-
rithm with some links to python types. Then compiling it in
a python library with many optimization processes. Finally,
we can use this library in a python program to compute our
intervals faster thanks to parallelism and the C like code.

Concerning the Simplexr program, we did not succeed to
run it on bigger examples and we are trying to understand
why. However, this program takes a long time on a very
small example compare to the other ones.

3. CONFLICTS DETECTION

The conflict detection is used to identify conflicting con-
straints in order to modify them and make the problem feasi-
ble. A variable shouldn’t be getting two disjointed intervals
with two constraints. In this case, our previous algorithm
will notify us. But once our algorithm detect a conflict, we
need to know which constraints are involved in this conflict.
Indeed, the source of a conflict can be many loop before
it is notified. A variable can be modify several times be-
fore encounters a constraint in which it will get a disjointed
interval. Moreover, the conflict can come from another vari-
able that affects this one. So, how can we determine which
constraints should be verify ?

3.1 Ouwr Algorithm

Our first idea was to store each modification of a variable
when IR is running and try to reverse the path that led to a
conflict. However, it was extremely difficult to analyze each
possibilities to compute the correct one and the complexity
of that idea in term of time and space wasn’t satisfactory.
Then, we discover the work of J.W. Chinneck [1] that Y.
Puranik and N.V. Sahinidis [2] took over. In his article,
J.W. Chinneck presents two algorithms to find a subset of
constraint which is infeasible in a linear program. The first
one called the Deletion Filter, consists in deleting constraints
one by one until the linear program becomes feasible. Once
we reach this point, we put back the last constraint dropped
in the set and we keep deleting the other constraints. Here
is their algorithm (Algorithm 2).

The second algorithm called Additive Filter works on the
same idea. We add constraints to a set 7' until this set
becomes infeasible. Then we add the last constraint to the
Is infeasible set and start over with T' = Is. Here is their
algorithm (Algorithm 3).

To detect if a set is infeasible, we use our Intervals Reduc-
tion algorithm. When a variable gets two disjointed inter-
vals, we have an infeasible set :

Vkmase < lower-bound v or vg,,,;,, = upper-bound v

min

(11)

— infeasible set

Both algorithms end with one irreducible subset of infea-
sible constraints. Sometimes, our linear system could have

3according to https://numba.pydata.org/

Algorithm 2: Deletion Filter

1

© 0N O ;s W N

=
o

11

deletion filter (1) :
Input : I a set of infeasible constraints
Output: an irreducible subset of infeasible constraints

for each constraint ¢; in I do
Temporarily drop ¢;
if the set become feasible then
‘ Return ¢; to the set
end
else
| Drop the constraint permanently
end
end
return 1

Algorithm 3: Additive Filter

1

© 0 N O s WN

e el =
W N = O

additive filter (1) :
Input : I a set of infeasible constraints
Output: an irreducible subset of infeasible constraints
T=Is=0
while Is is feasible do
T + ]s
for each constraint c¢; in I do
TU {Cl}
if T is infeasible then
Is + IsU{ci}
GOTO while
end
end
end
return Ig




more than one conflict. To include this possibility, we add
a while loop around both algorithms which loop if the set I
is still infeasible without the irreducible subset just found.
With this modification we are able to collect all the irre-
ducible subsets of our linear system.

Now that we have two algorithms that compute irreducible
infeasible subsets of constraints, we want to imagine a new
one that could give us the same result faster. Indeed, in both
algorithms, constraints are added or deleted one by one and
in a huge linear system that takes time. Y.Puranik and N.V.
Sahinidis [2] mentioned in their paper that those algorithms
can be modify by adding or deleting constraints by packs.

With this idea, we thought about a new algorithm. This
algorithm consists in apply the Additive Filter by adding
constraints by packs. Then we have Is which is not an
irreducible infeasible subset but a smaller infeasible subset.
We apply the Deletion Filter algorithm to this subset. We
finally get one irreducible subset. We repeat this until I
becomes feasible. To sum up, we add constraints by pack
and we drop them one by one. We called it the Hybrid Filter.

3.2 Our example

We will process our second example 2 with the algorithm
Deletion Filter.

First, Cy is dropped from I. The set remains infeasible
so this constraint is dropped permanently. Now, C is pro-
cessed, when this constraint is dropped, the subset becomes
feasible. That means this C is a part of the problem. So,
this constraint will remain in the subset. Next, Cy will be
equivalent to C; and C5 will be permanently removed be-
cause the subset remains infeasible without them. This al-
gorithm will now process Cs and Cs and find out that they
are also a source to our problem. Eventually, this algorithm
will give us the following subset : [C1, C2, Cy, C5].

3.3 Efficiency

The efficiency (measured with the same process details in
the section 2.4) of those three algorithms is stored in this
table. Like said in the section 3.1 with the expression (11),
we use our IR algorithm. In order to reduce the execution
time, we choose the IR algorithm with the numba structure
which is easier to call.

| Small'  Medium? Medium® Huge*
Deletion Filter | 0.89ms 1.2s 10s +1h
Additive Filter | 0.93ms 1.2s 9.5s +1h
Hybrid Filter 1.60ms 2.3s 18s +1h

around 10 constraints and 4 unknown variables

around 300 constraints and 150 unknown variables
around 800 constraints and 400 unknown variables
around 18 000 constraints and 16 500 unknown variables

1
2
3
4

For those three algorithms, an huge example takes too
much time. We stop the execution once it exceed one hour.
We notice that our Hybrid Filter algorithm is not faster like
expected. But, it was predictable. Indeed, in this algo-
rithm, to add a pack of constraints, we are forced by our
structure to add them one by one. Thus, the execution time
is far more high than expected. The Deletion Filter and the
Additive Filter algorithms show that on particularly large
linear system, an algorithm more efficient is needed to find
infeasible subsets.

4. ONGOING AND FUTURE WORK

We recently realize that our IR algorithm is not totally
accurate. Indeed, in a particularly case, the intervals com-

puted are incorrect. When there are dependencies between
unknown variables and constraints, some intervals can not
be computed correctly. Here is an example, let say we have
a constraint such as Cyp : a = b — ¢ and a second one such
as C1 : x +b =y + c where a, b and ¢ are unknown and =
and y known. With some inequalities, we have :

{0<a—b+c<0

y—zrz<b—c<y—= (12)

If some constraints look like those in our linear system, some
intervals could be computed with infinite value, which is in-
correct. Indeed, in this example, our algorithm will compute
a with infinite bounds instead of y — x. One idea is to mod-
ify our matrix to a special form called RREF (Reduced Row
Echelon Form) which is a form that we use in our variable’s
classification algorithm [3]. So, this tool can be easily used
for our matrix here. However, this tool also takes time on
large matrix. Our current and future work is to transform
our current code of RREF into a pybind structure and then
apply it to our matrix. Then, we will verify our assumption
with tests and demonstrations. If this idea does not work,
we will have to find other methods to have a IR algorithm
applicable to any example.

Secondly, like we said in our 3.3 section, the Hybrid Filter
algorithm add constraints one by one because of our data’s
type. We could think of a new data structure which will
allow us to add constraints by pack and truly exploit our
idea. Potentially, we could think of new algorithm with a
kind of dichotomy to approach infeasible subsets faster.

S. CONCLUSION

Both efficiency tables showed in this paper help us to un-
derstand where our theoretical ideas were inaccurate and
where we could still gain execution time. This paper gives a
new tool to the tightening intervals problem with improve-
ments still possible. This algorithm can now be added to the
STEEP project in order to increase their time efficiency on
their MFA tool. Indeed, we divide here our execution time
by thirty six hundred without any parallelism. This work
also gives new ideas to develop a high efficiency on conflicts
detection with a large number of constraints. Despite our
wrong expectations on our experimental measurements with
the Hybrid Filter, we know how to transform our data struc-
ture to increase the performance on this topic. Moreover,
the classification method should now be easily improved by
the ongoing work on the RREF algorithm.
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Figure 6 — Matrix N = (I — Q)~! of year 2015 Method AMC
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MATRICE B = N*R
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0,058310549 0,093534402
0,092977572 0,032231744

Fluide Thermique (G)

0,102820145 0,000904816

Fluide Thermique (P)

Fluide Thermique ST

0,102820145 0,000904816
0

Gaz (B)

Gaz (M)

0
0 0
0 0

Gaz Carburant

0 0
0,137327179 0,009426294

Gaz fossile
IGPL 0,000841657  0,0004409
e 0 0

I
Pétrole

Uranium

0,07155803 0,000858737
0,692581523 0,036293707
0,169047782 0,010174794
0,137327179 0,009426294
0,07155803 0,000858737
0,692581523 0,036293707

Barrage Hydraulique

0,068554294 0,109966121

Centrale Charbon

0,699603357 0,035464712

Centrale Gaz fossile

0,649505182 0,041379283

0,692581523 0,036293707

Centrale Nucléaire
[Cogénération Ci

Di C:

0,092157358 0,034842321
0 0

=

0,068554294 0,109966121

Distributeurs Locaux
Charbon

0,001470413 0,000770273
0,169047782 0,010174794

[Extracteur de Pétrole

0,07155803 0,000858737

Gaz fossile

0,137327179 0,009426294

Uranium

0,692581523 0,036293707

Gazéification

Géothermie profonde

0
0,102820145 0,000904816
0

Méthanisation

0,197424426 0,002786859

Parc Eolien

0,068554294 0,109966121

Parc PhotoVoltaique

0,068554294 0,109966121

Raffinerie Pétrole

0,07155803 0,000858737

Réseaux de chaleurs

0,102820145 0,000904816

IRéseaux de gaz

Secteur Hydrogéne

0,006520158 0,00076586
0 0

Solaire thermique 0 0
STEP 0,301415721 0,082474591
i Déchets o, 0,021863651

IRécupération Usage Chaleur Industrie

0,088533028 0,046377834

Usines Marémotrices

0,068554294 0,109966121

0,0454015 0,293997955 0,420651815 0,208117198

0,00544818 0,035279755 0,050478218 0,024974064 0,048420733 0,547370618 0,256279729 7,63505E-05 0,000147247 0,000760778 0,000498323 0,000587626)|

0, 005657754 0,244031557 0,590205811 0,055763663
0 0

0 0 0

0 0,390027693 0,348981629 0,252843708

0 0,040565135 0,920593627 0,026297207

0 0,350598664 0,313702065 0,227283005

0 0,6886743 0,047023251 0,032325416
0,049370277 0,299100901 0,434457208 0,210823939
0 0,287569161 0,495809143 0,210614898

0 0,096612595 0,120043688 0,078431724

0 0,183005935 0,086063301
0 0,170937435 0,080387775
0 0,170937435 0,080387775
00,170937435 0,080387775
0 0,170937435 0,080387775
0 0,170937435 0,080387775
0 0,293679696 0,069516459
0 0,249892192 0,272694145 0,185088605
0 0,350598664 0,313702065 0,227283005
0 0,350598664 0,313702065 0,227283005

cococooo

o

0 0,992366412 0,007633588

0 0 0 0

0 0 0 0

0 0 0 0
0,038428491 0,236166237 0,354876272 0,172719361

0,170840383 0,547017319 0,250404738

0 0,05641695 0,026531538
0,6886743 0,047023251 0,032325416
0,236166237 0,354876272 0,172719361
0,057436332 0,101955396 0,045383318
0 0,05641695 0,026531538

0 0,170937435 0,080387775

0 0,055128314 0,025925524

0 0,064322252 0,030249212

0 0,05641695 0,026531538

0, 241499986 0,269276818 0,181572405
0

0 0,170937435 0,080387775
0,049265457 0,298465868 0,433534793 0,21037633
0 0,6886743 0,047023251 0,032325416

0,03842849

cococoococoocococolcococoo

0 0,057436332 0,101955396 0,045383318 0,040794786 0,461783168

0, 038428491 0,236166237 0,354876272 0,172719361
0 0,05641695 0, 026531538

0 0, 350598664 0,313702065 0, 227283005

0 0

0, 036753595 0, 237998345 0,34052766 0,168475827
0 0,170937435 0,080387775

00,170937435 0,080387775

0 0,057436332 0,101955396 0,045383318 0,040794786 0,461783168

0 0,350598664 0,313702065 0,227283005
0,048983206 0,296755902 0,431050993 0,209171045
0 0 0

0 0 0,992366412 0,007633588
0 0 0,128203076 0,060290831
0 0,096612595 0,120043688 0,078431724
0 0,204416848 0,254176474 0,166035163

0 0,170937435 0,080387775

0 0,056847545 0,642280362 0,300872093
0 0,056847545 0,642280362 0,300872093

0 0 0 0 0
0,057436332 0,101955396 0,045383318 0,040794786 0,461783168

0,04079478

0 0,056847545 0,642280362

0 0,00249062 6,24893E-05 0,000636254 0,001227062 0,006339:

0,004152696 0,

00,000367806 3,40099E-05 0,000346283 0,000667832 O, 003450463 0,1 002250115 0,002665143|
0 0 0|
0 0 0 0 0|
1,82711E-05 0,000186033 0,000358779 0,001853689  0,0012142 0,001431792|

1,9003E-06 1,93485E-05 3,7315E-05 0,000192794 0,000126284 0,000148915|

1,6424E-05 0,000167227 0,000322509 0,001666294 0,001091453 0,001287048|
0,000184691 0,00188049 0,003626659 0,018737739 0,012273555 0,014473056|
1,40116E-05 0,000142664 0,000275137 0,00142154 0,000931134 0,001098|
1,34714E-05 0,000137163 0,000264529 0,001366733 0,000895235 0,001055667|
0,000396865 0,004040807 0,007792985 0,040263754 0,02637348 0,031099781
0,002137012 0,021758667 0,041963144 0,216809579 0,14201416 0,167464029)|
0,001996085 0,020323771 0,039195845 0,202511866 0,132648901 0,156420456|
0,001996085 0,020323771 0,039195845 0,202511866 0,132648901 0,156420456|
0,001996085 0,020323771 0,039195845 0,202511866 0,132648901 0,156420456|
0,001996085 0,020323771 0,039195845 0,202511866 0,132648901 0,156420456|
0,001996085 0,020323771 0,039195845 0,202511866 0,132648901 0,156420456|
0,001697819 0,017286886 0,033338995 0,172251472 0,112827801 0,133047284|
0,000585065 0,005957022 0,011488542 0,059357469 0,038880206 0,045847794|

1,6424E-05 0,000167227 0,000322509 0,001666294 0,001091453 0,001287048|

1,6424E-05 0,000167227 0,000322509 0,001666294 0,001091453 0,001287048|

0 0 0 0

0 0,000156135
0 1,6239E-05
00,000140351
0 0,001578268
0 0,000119735
00,000115119
00,003391391
00,018261739
00,017057451
00,017057451
0 0,017057451
00,017057451
00,017057451
0 0,014508637
0 0,004999643
0 0,000140351
00,000140351
0 0

0 0|

0 0 0 0 0 0 0 0|
0 0 0 0 0 0 0 0|
0 0 0 0

0 0
0,000171104 0,001742153
8,00314E-06 8,14865E-05

0 0

0,21592663 0,00015871
0,000658797 0,006707748
0,000184691 0,00188049
0,000171104 0,001742153

0,21592663 0,00015871
0,000658797 0,006707748
0,001996085 0,020323771
0,000643749 0,006554534
0,000751109 0,007647656
0,000658797 0,006707748
0,000632451 0,006439505
0,300872093 0
0,001996085 0,020323771
1,39818E-05 0,000142361
0,000184691 0,00188049

0,21592663 0,00015871
0,000171104 0,001742153
0,000658797 0,006707748

0 1
0 0,003644704
0 0,028237405

0,003359867 0,017359314 0,011370662 0,013408359|
0,000157153 0,000811955 0,000531845 0,000627155|

0 0 0 0
0,000306084 0,001581436 0,001035869 0,001221503|
0,012936371 0,066837916 0,043780032 0,051625702
0,003626659 0,018737739 0,012273555 0,014473056|
0,003359867 0,017359314 0,011370662 0,013408359|
0,000306084 0,001581436 0,001035869 0,001221503
0,012936371 0,066837916 0,043780032 0,051625702
0,039195845 0,202511866 0,132648901 0,156420456|
0,012640887 0,065311251 0,04278004 0,050446504|
0,014749051 0,076203432 0,049914614 0,05885964|
0,012936371 0,066837916 0,043780032 0,051625702
0,012419045 0,064165067 0,042029269 0,04956119|

0 0 0 0|
0,039195845 0,202511866 0,132648901 0,156420456|
0,000274553 0,001418522 0,000929157 0,001095668|
0,003626659 0,018737739 0,012273555 0,014473056|
0,000306084 0,001581436 0,001035869 0,001221503|
0,003359867 0,017359314 0,011370662 0,013408359|
0,012936371 0,066837916 0,043780032 0,051625702

0 0,005629717
0 0,001578268
0 0,003644704
6 0,461783168
0 0,005629717
00,017057451
0 0,005501127
0 0,006418569
0 0,005629717
0 0,005404585

0 0,017057451
0 0,002242624
0 0,001578268

0 0,003644704
0 0,005629717

0
1,6424E-05 0,000167227
0 0
5,05865E-05 0,000515063
0,001996085 0,020323771
0,001996085 0,020323771
0,21592663 0,00015871
1,6424E-05 0,000167227
1,39017E-05 0,000141545

0

0
00,000140351
0 0
0 0,002016217
00,017057451
00,017057451

0 0 0 0|
0,000322509 0,001666294 0,001091453 0,001287048|
0 0 0 0|
0,000993336 0,005132235 0,003361706 0,003964146|
0,039195845 0,202511866 0,132648901 0,156420456|
0,039195845 0,202511866 0,132648901 0,156420456|
0,000306084 0,001581436 0,001035869 0,001221503|
0,000322509 0,001666294 0,001091453 0,001287048|
0,00027298 0,001410395 0,000923834 0,001089391
0 0 0|

00,000140351
0 0,00290079
0 0

0 0
0 0,012793088
00,003391391
0 0,007193922
0 0,017057451

0 0 0 0 0 0|
0,001497064 0,015242829 0,029396884 0,151883899 0,099486676 0,117315342|
0,000396865 0,004040807 0,007792985 0,040263754 0,02637348 0,031099781
0,000841842 0,008571481 0,016530713 0,085408685 0,055944219 0,065969791
0,001996085 0,020323771 0,039195845 0,202511866 0,132648901 0,156420456|

Figure 7 — Matrix B = N - R of year 2015 Method AMC
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Figure 8 — Matrix Z,Y and X of year 2015 Method IOA
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MATRICE L*Y

Pertes Exportation

(Carburant liquide (P)

Usage
Chaleur
Agriculture

Usage Usage Usage
Chaleur Chaleur Chaleur
Industrie | Residentiel | Tertiaire

Usage
Mobilité
Agriculture

Usa Usage Usages Usages Usages Usages Usages
Mobllﬁg%es Transport de | Electricité Electricité Electricité Electricité Electricité
e Agricuture | Energie | Industrie | Residentiel | Tertiaire

lc: liquides

Chaleur Distribuée

Chaleur Produite

0,063217315 0,033116253
0,287896407 0,002533484
2,056402905 0,018096313

ICharbon

15,34953865 0,923871255

0,584996053 0,306448913

c gazeux

[Combustible liquide

Fluide Thermique (D)

0,188708404 0,098854488
7 633836349 0,292972926
[Electricité Distribuée  |1,446795459 60,99587803

|7,444996336 11,94232071
0,507301776 0,813749294
0,483483375 0,167605069

Fluide Thermique (G)

0,287896407 0,002533484

(Gaz Carburant
Gaz fossile

Fluide Thermique (P, 1,377789946 0,01212453
Fluide Thermique ST 0 0
Gaz (B) 0 0
Gaz (M; 0 0

0
69,2128984 4,750852333
0,017927298 0,009391176

Uranium

0 0
58,14805527 0,69780948
849,2434633 44,50334332
15,33263387 0,922853776

69,2128984 4,750852333
58,14805527 0,69780948
849,2434633 44,50334332

Barrage Hydraulique

3,972721341 6,372536697

Centrale Charbon

15,07645234 0,764264539

Centrale Gaz fossile

66,02220175 4,206204119

Centrale Nucléaire

849,3473505 44,50878737

[Cogénération Centralisée
Di: C

1,52520427 0,57664042

0 0
IDi: 38,04763321 61,03119701
Di Locaux 0,006925¢ 0,003627985
Charbon 15,33263387 0,922853776
de Pétrole 58,14805527 0,69780948
Gaz fossile 69,2128984 4,750852333
Uranium 849,2434633 44,50334332
Gazéification 0
ie profonde 0,287896407 0,002533484
0
1,243773885 0,01755721
Parc Eolien 1,44992332 2,325783454

IParc PhotoVoltaique

0510729491  0,8192476

Raffinerie Pétrole
[Réseaux de chaleurs

58,14447737 0,697766543
3,763217315 0,033116253

IRéseaux de gaz

[Solaire thermique

Secteur Hydrogéne

2,578070407 0,302820928
0

0 0

ISTEP

1,446795459 0,395878035

[Transformateurs Déchets

[Usines Marémotrices

7,662320813 0,294066108

[Récupération Usage Chaleur Industrie |1,305862158 0,684073057

0,037704862 0,060481366

0
0
0
0
19,6
0
0

cocoooo

0
0
0
0

0
0

0
19,3679597
0

0 46, 6727632 82,84895468 36,87848409 33, 14984336 375, 2450025 175,4619795 0,128968089 0,248724171 1 285074884 0,841747079 0,

0
0
19,3679597

0 46,6727632 82,84895468 36,87848409 33,14984336 375,2450025 175,4619795 0,128968089 0,248724171 1,285074884 0,841747079 0,992593683]

cooocococoo

0,232040302
0

0 46,6727632 82,84895468 36,87848409 33,14984336 375,2450025 175,4619795 0,128968089 0,248724171 1,285074884 0,841747079 0,992593683]

19, 3679597

0

0,231 547648

0

0 46,66989138 82,84385691 36,87621493 33,14780362 375,2219134 175,4511832 0,128960153 0,248708867 1,284995813 0,841695286 0,992532608

0
19,3679597
0

0
0
0
0

0,043773885 0,01755721 0,231547648 1,499389572 2,145324255 1,061397711

1,243773885 0,01755721 0,231547648 1,499389572 2,145324255 1,061397711

1,782997139 10,44226147 0,731547648 31,55328026 76,31361132 7,210241657
0 0 0

0
0

12,83191109 11,48149559 8,318557984
0,981676258 22,27836578 0,636392414
7,011973274 6,274041307 4,545660101
62,53162644 4,269711162 2,935147741
118,7430579 172,4795115 83,69710373
38,30421221 66,04177789 28,05390443
1,294608768 1,608585418 1,050985099
0 94,81537477 44,58939599

0 94,87027655 44,61521498

0 3,606779883 1,696182047

0 0,085468718 0,040193887

0 0,615374767 0,289395989

0 18,56380546 8,730112336

0 2,555013357 0,604793197
1,299439398 1,418009552 0,962460744

0,981676258 0,878365783 0,636392414
4, 696022093 4,203607676 3,045592267
13 0,01

0 0 0

0 0 0

0 0 0

119,0277835 178,8576411 87,05055798
3, 63390016 11,6514689 5,333620921
0

0 69,17846436 32,53297209
62,46275901 4,265008837 2,931915199
119,0277835 178,8576411 87,05055798

0 69,17846436 32,53297209
09,905824371 4,658471546
0 1,188015175 0,558695034
0 6,538356897 3,074832384
0 69,18692691 32,53695182

3,996824766 4,456531337 3,005023297
0

0 0 35,20568475 397,764228 186,3300872 0 0 0

0 94,87027655 44,61521498
1,405774237 2,041948876 0,990872513
62,46275901 4,265008837 2,931915199

119,0277835 178,8576411 87,05055798
0 69,17846436 32, 53297209

0, 981676258 0,878365783 0, 636392414

1 499389572 2,145324255 1, 061397711
0 3,615326755 1,700201436
0 1,273483892 0,598888922

12,83191109 11,48149559 8,318557984
117,3372836 170,4375626 82,70623122
0 0 0
0 1,290076336 0,009923664
0 0,615374767 0,289395989
1,299439398 1,614587603 1,054906685
3,015148508 3,749102989 2,449018658
0 0,094015589 0,044213276

2,057881137 23,26325126 10,89188846 0,003244897 0,006258016 0,032333081 0,021178747 0,024974118|

33,14780362 374,5136789 175,4385174 0 0
352 397,7 186,3
00,005136845 0,00060112 0, 006120496 0 011803513 oK 060986368 0 039947164 0,047105958|
0 0,000392983 4,59873E-05 0,000468235 0, 4 0, 0, 7 0,003603734

-3,9051E-15 0,015333864 0,001794388 0,018270136 0,035235263 0,182048859 0,119245265

00,012702164 0, 000318695 0,003244897 0,006258016 0,032333081 0,021178747 0,024974118|

0 0,04755728 0,004397485 0,044774397 0,0863506:

0,446144881 0,29 92 0,344602946
0 0

00,002807019 0,000328481 0,003344533 0,006450171 0,033325884 0,021829051 0,025740961
00,143306762 0,01676994 0,170748483 0,329300645 1,701386668 1,114438759 1,314153502]
0 0,04753498 0,005562604 0,056637423 0,109229316 0,564351463 0,369660322 0,43590588|
0,1406148|
00,045444645 0,00531799 0,054146811 0,104425993 0,539534299 0,353404635 0,416737066|
09,461406824 1,107185905 11,27316558 21,74110504 112,3290427 73,57753605 86,76311364|
0 9,466885345 1,107827009 11,27969318 21,75369399 112,3940856 73,62014029 86,81335285|
00,359912218 0,042117387 0,428831578 0,82703233 4,273000371 2,79889182 3,300471613
0 0,008528726 0,000998042 0,010161886 0,019597923 0,101255933 0,066324451 0,078210228|
0 0,061406824 0,007185905 0,073165577 0,141105042 0,729042717 0,477536045 0,56311364|
0 1,852439187 0,216774798 2,207161584 4,256668769 21,99278864 14,4056707 16,98726148|
00,126225138 0,014771027 0,150395909 0,290049253 1,498587808 0,981601871 1,157511371
0 0,025998146 0,003042336 0,030976514 0,059740421 0,308658841 0,202177072 0,238408531

00,000392983 4,59873E-05 0,000468235 0, 0, 0, 0,003603734]

0 0,001 650703 0,000220082 0,002240837 0,004321615 0, 022328342 0,014625464 0, 017246444
0

0 0 0 [ 0 0 [ 0

0 0 0 [ 0 0 [ 0|

0 11 0 [ [ [ [ 0|

0 1,83693089 0,086236594 0,878045316 1,693373109 8,749094396 5,730813623 6,757813055)
0 0,60145671 7 0,000170467 0,001735663 0,00334735 0, 017294642 0,0113283 0, 013358406
0 [ 0 0

06,903158864 0,807816463 8,225040349 15,86257782 81,95665205 53,68307585 63,30343554|
00,143148936 0,016751471 0,170560434 0,32893798 1,699512894 1,113211403 1,312706196|
0 1,83693089 0,086236594 0,878045316 1,693373109 8,749094396 5,730813623 6,757813055|

06,903158864 0,807816463 8,225040349 15,86257782 81,95665205 53,68307585 63,30343554|

0 0,98847929 0,115673108 1,177762558 2,271399219 11,73556263 7,687003838 9,064565401

00,118549285 0,013872789 0,141250212 0,272411123 1,407457468 0,921909865 1,087122166|

00,652447504 0,07635024 0,77738426 1,499241072 7,746078872 5,07382048 5,983082426|

06,904003322 0,807915282 8,226046511 15,86451827 81,96667774 53,68964285 63,3111794|

00,089445874 0,01046707 0,106573807 0,205535199 1,061931863 0,695584402 0,820237694|
0

09,466885345 1,107827009 11,27969318 21,75369399 112,3940856 73,62014029 86,81335285|
00,010562757 6,58545E-05 0,000670519 0,001293143 0,006681239 0,004376331 0,005160599)|
00,143148936 0,016751471 0,170560434 0,32893798 1,699512894 1,113211403 1,312706196|

0 1,83693089 0,086236594 0,878045316 1,693373109 8,749094396 5,730813623 6,757813055|
06,903158864 0,807816463 8,225040349 15,86257782 81,95665205 53,68307585 63,30343554]

0 0 0 0|
0 0‘000392983 4,59873E-06 0,000468235 0,000903024 0,004665624 0,003056067 0,003603734
0 0, 012702164 0,000318695 0,003244897 0,006258016 0, 032333061 0,021178747 0 0249741 18

0 0,36076509 0,042217191 0,429847767 0,828992122 4,283125964 2,
0 0,12707801 0,014870831 0,151412098 0,292009045 1,508713401 0,988234316 1.165332394

00,005136845 0,00060112 0,006120496 0,011803813 0,060986368 0,039947164 0,047105958
0 1,146972223 0,00549675 0,055966904 0,107936172 0,557670225 0,365283991 0,430745281
0 0 0 0 0 0 0

0 0 0 0 0 0 0 0|
0 0,061406824 0,007185905 0,073165577 0,141105042 0,729042717 0,477536045 0,56311364|
00,045614215 0,005337834 0,054348852 0,104815643 0,541547486 0,354723309 0,418292055|
00,106110342 0,012417168 0,126429344 0,24382802 1,259778106 0,825177236 0,973054415|
00,009381598 0,001097847 0,011178074 0,021557715 0,111381526 0,072956896 0,086031251

Figure 11 — Matrix L-Y of year 2015 Method IOA
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MATRICE L*Y Réduite

[Pertes __[Exportation _[Usage Chale{Usage Chale Usage Chale{Usage Chale{Usage Mobili{Usage Mobili{Usage TransfUsages Elect{Usages Elect{Usages ElectjUsages ElectiUsages Electcité spécifiqu{Total (en TV
[1243773885 0,01755721 0,231547648 1,499389572 2,145324255 1,061397711 2,057881137 23,26325126 10,89188846 0,003244897 0,006258016 0,032333081 0,021178747 0,024974118| 42,
|1,782997139 10,44226147 0,731547648 31,55328026 76,31361132 7,210241657 0 0,04755728 0,004397485 0,044774397 0, 0446144881 0 0, 129,
10287896407 0,002533484 00,981676258 22,27836578 0,636392414 00,000392983 4,59873E-05 0,000468235 0,000903024 0,004665624 0,003056067 0,003603734 24,
E 1608585418 1 ¥ 0,00531799 0,054146811 0,104425993 0,539534299 0,353404635 0,416737066 13,

0 0 3,606779883 1,696182047 00,359912218 0,042117387 0428831578 0,82703233 4,273000371 2,79889182 3,300471613 21,1

0 00,085468718 0,040193887 00,008528726 0,000998042 0,010161886 0,019597923 0,101255933 0,066324451 0,078210228 05|

0 0 18,56380546 8,730112336 01852439187 0,216774798 2,207161584 4,256668769 21,99278864 14,4056707 16,98726148 108.6]

o 0 2,555013357 0,604793197 00,126225138 0,014771027 0,150395909 0,200049253 1,498587808 0981601871 1,157511371 8.7]

0 69,17846436 32,53297209 06,903158864 0,807816463 8,225040349 1586257782 81,95665205 53,68307585 63,30343554 12262

o 6246275901 4,265008837 2,931915199 00,143148936 0,0167514710,170560434 0,32893798 1,699512894 1,113211403 1,312706196 90.7]

69,2128984 4,750852333  19,3679597 119,0277835 178,8576411 87,05055798 0 1,83693089 0,086236594 0,878045316 1,693373109 8,749094396 5730813623 6,757813055 504

58,14805527 069780948 0 46,6727632 82,84895468 36,87848409 33,14984336 375,2450025 17546197950, 0,248724171 1, 0841747079 0 8126

[Total (en TWh)

[1012,318625[76,76152221]20,33105499[263 4922606]462,3070232[180,4242277|35,20772449]409,8319926[187,5490952]12,30179948]

MATRICE L*Y Ratio

]0.000284393 3,30046E-05
10,007540942 0,003816664
]0.001428894 0,03022719
3,386E-05 0,000716284
0,0073544 0,155576914
10,000501129 0,010601005

10,838909254 0579761084
]0.015146055 0,012022349
|0.068370666 0,061891065
0,057440468 0,009090615

[Usage Chale{U:

D 0,004913271 0,003479474 0,005825077

0
0
0

00,007801698 0,009401077
00,000184874 0,000222774
00,040154712 0,048386586
0 0,005526659 0,003352062
0 0,149637494 0,180313767

0
00,237057282 0,00922549 0,016250119

0,95262935 0,451731612 0,386880649 0,482477099 00,
00,177131439 0,179207649 0,204398736 0,941550294 0,915606905 0,935552258 0,010483677 0,010483677 0,010483677 0,010483677 0,010483677|

'sage Trans
10,001228639 0,000228724 0,011388865 0,00569045 0,004640475 0,005882789 0, 058449706 O 056762897 0,058074865 0, 000263774 0 000263774 O 000263774 0 000263774 0 000263774

0,0017613 0,136035102 0,035981785 0,119750311 0,165071278 0,039962713
00,003725636 0,048189546  0,0035272

00,000116041 2,34471E-05 0,
0 9,58887E-07 2,45202E-07 3,80623E-05 3,80623E-05 3.80623E-05 3.80623E-05 3.80623E-05
00,000110886 2,83552E-05 0,004401536 0,004401536 0,004401536 0,004401536 0,004401536|
00,000878195 0, 0, 0, 0, 0,034859256 D 034859256
0 2,08103E-05 5,3215E-06 0, 0, 0, 0,
00,004519997 0,00115583 0,179417782 0,179417782 0,179417782 0,179417782 0 179417782
00,000307992 7,87582E-05 0,012225521 0,012225521 0,012225521 0,012225521 0,012225521
00,016843875 0,004307227 0,668604651 0,668604651 0,668604651 0,668604651 0,668604651
00,000349287 8,93178E-05 0,013864674 0,013864674 0,013864674 0,013864674 0,013864674]
004482156 0,000459808 0,071375356 0,071375356 0,071375356 0,071375356 0,071375356|

Chaleur Agriculture:

Usage Chaleur Industrie

Usage Chaleur Residentiel

Usage Chaleur Tertiaire

Usage Mobilité Agriculture

Usage Mobilité des personnes

Usage Transport de. marchundlm
Speci ricultu

sa ctricité ues R
Usages Electricité spécifiques Tertiaire

MATRICE L*Y Transposée

Usages Electijcité spécifiques Tertiaire

Figure 12 — Matrix L-Y reduced of year 2015 Method I0A
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