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STATE-CONSTRAINED CONTROL-AFFINE
PARABOLIC PROBLEMS II:
SECOND ORDER SUFFICIENT OPTIMALITY CONDITIONS*

M. SOLEDAD ARONNAT, J. FREDERIC BONNANS!, AND AXEL KRONERS

Abstract. In this paper we consider an optimal control problem governed by a semilinear heat
equation with bilinear control-state terms and subject to control and state constraints. The state
constraints are of integral type, the integral being with respect to the space variable. The control is
multidimensional. The cost functional is of a tracking type and contains a linear term in the control
variables. We derive second order sufficient conditions relying on the Goh transform.

Key words. Optimal control of partial differential equations, semilinear parabolic equations,
state constraints, second order analysis, Goh transform, control-affine problems

AMS subject classifications. 49J20, 49K20, 35K58

1. Introduction. This is the second part of two papers on necessary and suffi-
cient optimality conditions for an optimal control problem governed by a semilinear
heat equation containing bilinear terms coupling the control variables and the state,
and subject to constraints on the control and state. While in the first part [5], first and
second order necessary optimality conditions are shown, in this second part we derive
second order sufficient optimality conditions. The control may have several compo-
nents and enters the dynamics in a bilinear term and in an affine way in the cost. This
does not allow to apply classical techniques of calculus of variations to derive second
order sufficient optimality conditions. Therefore, we extend techniques that were re-
cently established in the following articles, and that involve the Goh transform [12]
in an essential way. Aronna, Bonnans, Dmitruk and Lotito [1] obtained second order
necessary and sufficient conditions for bang-singular solutions of control-affine finite
dimensional systems with control bounds, results that were extended in Aronna, Bon-
nans and Goh [2] when adding a state constraint of inequality type. An extension of
the analysis in [1] to the infinite dimensional setting was done by Bonnans [6], for a
problem concerning a semilinear heat equation subject to control bounds and without
state constraints. For a quite general class of linear differential equations in Banach
spaces with bilinear control-state couplings and subject to control bounds, Aronna,
Bonnans and Kréner [3] provided second order conditions, that extended later to the
complex Banach space setting [4].

There exists a series of publications on second order conditions for problems
governed by control-affine ordinary differential equations, we refer to references in [5].

In the elliptic framework, regarding the case we investigate here, this is, when
no quadratic control term is present in the cost (or what some authors call vanishing
Tikhonov term), Casas in [7] proved second order sufficient conditions for bang-bang
optimal controls of a semilinear equation, and for one containing a bilinear coupling
of control and state in the recent joint work with D. and G. Wachsmuth [10].

Parabolic optimal control problems with state constraints are discussed in Rosch

*Submitted to the editors DATE.

TEMAp/FGV, Rio de Janeiro 22250-900, Brazil (soledad.aronna@fgy.br).

fInria Saclay and CMAP, Ecole Polytechnique, CNRS, Université Paris Saclay, 91128 Palaiseau,
France (Frederic.Bonnans@inria.fr).

§Weierstrass Institute for Applied Analysis and Stochastics, 10117 Berlin, Germany
(axel.kroener@wias.-berlin.de).

This manuscript is for review purposes only.


mailto:soledad.aronna@fgv.br
mailto:Frederic.Bonnans@inria.fr
mailto:axel.kroener@wias.-berlin.de

66
67
68
69

~N = 3 ~J =3 3
SN N -

-

~
~J

79

80

81
82
83
84
85

86
87

2 M. SOLEDAD ARONNA, J. FREDERIC BONNANS, AND AXEL KRONER

and Troltzsch [16], who gave second order sufficient conditions for a linear equation
with mixed control-state constraints. In the presence of pure-state constraints, Ray-
mond and Tréltzsch [15], and Krumbiegel and Rehberg [13] obtained second order
sufficient conditions for a semilinear equation, Casas, de Los Reyes, and Troltzsch [8]
and de Los Reyes, Merino, Rehberg and Tréltzsch [11] obtained sufficient second order
conditions for semilinear equations, both in the elliptic and parabolic cases. The arti-
cles mentioned in this paragraph did not consider bilinear terms, and their sufficient
conditions do not apply to the control-affine problems that we treat in the current
work.

It is also worth mentioning the work [9] by Casas, Ryll and Troltzsch that provided
second order conditions for a semilinear FitzHugh-Nagumo system subject to control
constraints in the case of vanishing Tikhonov term.

The contribution of this paper are second order sufficient optimality conditions for
an optimal control problem for a semilinear parabolic equation with cubic nonlinear-
ity, several controls coupled with the state variable through bilinear terms, pointwise
control constraints and state constraints that are integral in space. The main chal-
lenge arises from the fact that both the dynamics and the cost function are affine
with respect to the control, hence classical techniques are not applicable to derive
second order sufficient conditions. We rely on the Goh transform [12] to derive suf-
ficient optimality conditions for bang-singular solutions. In particular, the sufficient
conditions are stated on a cone of directions larger than the one used for the necessary
conditions.

The paper is organized as follows. In Section 2 the problem is stated and main
assumptions are formulated. Section 3 is devoted to second order necessary conditions
and Section 4 to second order sufficient conditions.

Notation. Let 2 be an open subset of R, n < 3, with C* boundary 992. Given
p € [1,00] and k € N, let WkP(Q) be the Sobolev space of functions in LP(Q) with
derivatives (here and after, derivatives w.r.t. z € Q or w.r.t. time are taken in the
sense of distributions) in LP(Q2) up to order k. Let D(2) be the set of C°° functions
with compact support in Q. By VV(;c P(Q) we denote the closure of D(2) with respect
to the W¥P-topology. Given a horizon T > 0, we write Q := Q x (0,T). [[[l, denotes
the norm in L?(0,T), LP(§?) and LP(Q), indistinctly. When a function depends on
both space and time, but the norm is computed only with respect of one of these
variables, we specify both the space and domain. For example, if y € LP(Q) and we
fixt € (0,T), we write [|y(-,t)||Lr (). For the p-norm in R™, for m € N, we use |-[,. We
set H¥(Q) := Wh2(Q) and HF(Q) := WJ2(Q). By W212(Q) we mean the Sobolev
space of LP(Q)-functions whose second derivative in space and first derivative in time
belong to LP(Q). We write H>1(Q) for W212(Q) and, setting > := 9Q x (0,T), we
define the state space as

(1.1) Y :={y € H*(Q); y =0 a.e. on X}

If y is a function over ), we use y to denote its time derivative in the sense of
distributions. As usual we denote the spatial gradient and the Laplacian by V and
A. By dist(¢,I) := inf{||t — || ; t € I} for I C R, we denote the distance of ¢ to the
set I.

2. Statement of the problem and main assumptions. In this section we
introduce the optimal control problem and recall results on well-posedness of the state
equation and existence of solutions of the optimal control problem from [5].

This manuscript is for review purposes only.
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OPTIMAL CONTROL OF A SEMILINEAR HEAT EQUATION 3

2.1. Setting. The state equation is given as

1) g, t) — Ay(z,t) +yy°(a,1) = f(x,t) +y(z,1) iw(t)bi(x) in Q,
y=0 on %, y(-,0)=1yin Q,

with

(2.2) yo € Hy(Q), feL*Q), bewh=(@)mt

v >0, up = 11is a constant, and u := (uy,...,uy,) € L?(0,T)™. Lemma A.l below
shows that for each control u € L?(0, 7)™, there is a unique associated solution y € Y
of (2.1), called the associated state. Let y[u] denote this solution. We consider control
constraints of the form u € U,q, where

(2.3) Upg = {u € L0, T)™; ; < ui(t) <y, i=1,...,m},

for some constants @; < 4;, for i = 1,...,m. In addition, we have finitely many linear
running state constraints of the form

(2.4) g;(y(-, 1)) == / cj(@)y(z,t)de+d; <0, forte[0,T], j=1,...,q,
Q
where ¢; € H2(Q) N HF(Q) for j =1,...,q, and d € RY.
We call any (u,y[u]) € L2(0,T)™ x Y a trajectory, and if it additionally satisfies

the control and state constraints, we say it is an admissible trajectory. The cost
function is

J(u,y) =2 /Q(y(x,t) — ya(x))?dedt

(2.5) m T

+ %/Q(y(x,T) ~ yar(z))2dz + Zai/o wi(t)dt,
where
(2.6) va € L*(Q), wyar € Hy(9),

and a € R™. We consider the optimal control problem

(P) Mziln J(u,ylu]); subject to (2.4).
uEUaq
For problem (P), assuming it in the sequel to be feasible, we consider two types
of solution.

DEFINITION 2.1. We say that (u,ylu]) is an L?local solution (resp., L>-local
solution ) if there exists € > 0 such that (u,y[a]) is a minimum among the admissible
trajectories (u,y) that satisfy ||u —all2 < e (resp., ||u — @]l < €).

The state equation is well-posed and has a solution in Y. Furthermore, the
mapping u — y, L*(0,T) — Y is of class C*°. Since (P) has a bounded feasible set,
it is easily checked that its set of solutions of (P) is non-empty. For details regarding
these assertions see Appendix A.
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4 M. SOLEDAD ARONNA, J. FREDERIC BONNANS, AND AXEL KRONER

2.2. First order optimality conditions. It is well-known that the dual of
C([0,T1]) is the set of (finite) Radon measures, and that the action of a finite Radon
measure coincides with the Stieltjes integral associated with a bounded variation
function p € BV(0,T). We may assume w.l.g. that u(T) = 0, and we let du denote
the Radon measure associated to pu. Note that if du belongs to the set M (0,T) of
nonnegative finite Radon measures then we may take p nondecreasing. Set

(2.7) BV(0,T)os := {p € BV(0,T); p(T) = 0; dpu > 0}.

Let (@, y) be an admissible trajectory of problem (P). We say that u € BV (0,T)g .|
is complementary to the state constraint for g if

(2.8) /OT g; (G-, t))dp, (t)= /OT (/Q ¢j(z)y(z, t)de + dj> du;(t) =0, j=1,...,q.

Let (8,p) € Ry x BV(0,T)§ ,. We say that p € L>(0,T; Hy(Q)) is the costate
associated with (u,y, 5, 1), or shortly with (58, u), if (p,po) is solution of (B.6). As
explained in appendix B.2, p = p! — Z‘;:l cjp; for some pt € Y. In particular p(-,0)
and p(-,T) are well-defined and it can be checked that py = p(-,0).

DEFINITION 2.2. We say that the triple (B,p,u) € Ry x L*(0,T; H}(Q)) x
BV (0, T )g’ .+ 1s a generalized Lagrange multiplier if it satisfies the following first-order
optimality conditions: w s complementary to the state constraint, p is the costate as-
sociated with (8, u), the non-triviality condition (8,du) # 0 holds and, for i =1 to
m, defining the switching function by

(2.9) U2(t) := Bay +/ bi(x)y(x, t)p(z, t)dz, fori=1,...,m,
Q

one has WP € L*>(0,T)™ and
m_ T

(2.10) Z/ WP (8) (us (t) — a;(t))dt >0,  for every u € Upq.
i=170

We let A(u,y) denote the set of generalized Lagrange multipliers associated with (@, ).
If B = 0 we say that the corresponding multiplier is singular. Finally, we write A1 (@, )
for the set of pairs (p, u) with (1,p, u) € A(a,y). When the nominal solution is fized
and there is no place for confusion, we just write A and A;.

We recall from [5, Lem. 6(i)] the following statement on first order conditions.

LEMMA 2.3. If (u,y[u]) is an L?-local solution of (P), then the associated set A
of multipliers is nonempty.

Consider the contact sets associated to the control bounds defined, up to null measure
sets, by Ivz = {t S [0,71}7 ﬂz(t) = 121'}, ji = {t S [O,T], ’ljl(t) = ﬁz}, Ii = Ivz U fi-
For j =1,...,q, the contact set associated with the jth state constraint is I]-C ={te
[0,T); g;(g(-,t)) = 0}. Given 0 < a < b < T, we say that (a,b) is a mazimal state
constrained arc for the jth state constraints, if I ]C contains (a,b) but it contains no
open interval strictly containing (a,b). We define in the same way a mazimal (lower
or upper) control bound constraints arc (having in mind that the latter are defined up
to a null measure set).
We will assume the following finite arc property:

(2.11) { the contact sets for the state and bound constraints are,

up to a finite set, the union of finitely many maximal arcs.

This manuscript is for review purposes only.
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OPTIMAL CONTROL OF A SEMILINEAR HEAT EQUATION 5

In the sequel we identify @ (defined up to a null measure set) with a function whose
ith component is constant over each interval of time that is included, up to a zero-
measure set, in either I; or I;. For almost all ¢t € [0, T], the set of active constraints

at time t is denoted by (B(t), B(t),C(t)) where

B(t) := {1 <i<m; w(t) =},
(2.12) B(t) == {1 <i<m; w(t) =i},
Ct):={1<j<q g;(5(t) =0}

These sets are well-defined over open subsets of (0,7") where the set of active con-
straints is constant, and by (2.11), there exist time points called junction points
0=:7 < - <7 :=T, such that the intervals (g, Tx+1) are mazimal arcs with
constant active constraints, for k = 0,...,r — 1. We may sometimes call them shortly
maximal arcs. For m = 1 we call junction points where a BB junction if we have
active bound constraints on both neighbouring maximal arcs, a CB junction (resp.
BC junction) if we have a state constrained arc and an active bound constrained arc.

DEFINITION 2.4. For k=0,...,r — 1, let By, By, C), denote the set of indexes of
active lower and upper bound constraints, and state constraints, on the mazimal arc
(Tky Tk41), and set By := By, U By.

In the discussion that follows we fix k in {_O7 ...,7—1}, and consider a maximal
arc (T, Tk+1), where the junction points. Set By := {1,...,m} \ By and
(2.13) M;;(t) == / bi(x)cj(z)g(z, t)de, 1<i<m, 1<j<gq.
Q

Let Mj(t) (of size |By| x |Cg|) denote the submatrix of M(t) having rows with index
in By and columns with index in C. In the sequel we make the following assumption.

Hypothesis 2.5. We assume that |C)| < |Bgl, for k = 0,...,7 — 1, and that the
following (uniform) local controllability condition holds:

there exists a > 0, such that | M, (t)\| > a|)],
(2.14)

for all A € RI%¥! a.e. on (Th, Tht1), for k=0,...,r— 1.

3. Second order necessary conditions. We start this section by recalling
some results obtained in [5], the main one being the second order necessary condition
of Theorem 3.5. We then introduce the Goh transform and apply it to the quadratic
form and the critical cone, and then obtain necessary conditions on the transformed
objects (see Theorem 3.12). We show later in Section 4 that these necessary conditions
can be strengthened to get sufficient conditions for optimality (see Theorem 4.5).

Let us consider an admissible trajectory (@, ).

3.1. Assumptions and additional regularity. For the remainder of the arti-
cle we make the following set of assumptions.

Hypothesis 3.1. The following conditions hold:
1. the finite maximal arc property (2.11),
2. the problem is qualified (cf. also [5, Sec. 3.2.1])
(3.1)
there exists ¢ > 0 and u € U,q such that v := u — u satisfies
{ gi (@) + g5 (G (-, ) 2[v](-, 1) < —¢, forall t € [0,T], and j =1,...,q.

This manuscript is for review purposes only.
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3. the local (uniform) controllability condition (2.14) over each maximal arc
(T ks T k+l)a
4. the discontinuity of the derivative of the state constraints at corresponding
junction points, i.e.,
(3.2)
for some ¢ > 0: g;(g(-,t)) < —cdist(t,IjC), forallt€[0,T],j=1,...,q,

5. the uniform distance to control bounds whenever they are not active, i.e.
there exists 0 > 0 such that,

(3.3) dist (@;(t), {@;, 0;}) >0, foraa. t¢l;, foralli=1,...,m,

6. the following regularity for the data (we do not try to take the weakest hy-
potheses):

(34) Yo, YdT S WOLDO(Q)’ Yd, f € LOO(Q)) b S WQ’OO(Q)m+1a

7. the control @ has left and right limits at the junction points 74, € (0,7, (this
will allow to apply [5, Lem. 3.8]).

Remark 3.2. Hypotheses 3.1 4 and 5 are instrumental for constructing feasible
perturbations of the nominal trajectory, used in the proof of Theorem 3.5 made in [5].

In view of point 3 above, we consider from now on § = 1 and thus we omit the
component 3 of the multipliers.

THEOREM 3.3. The following assertions hold.

(i) For any u € L>(0,T)™, the associated state y[u] belongs to C(Q). If u re-
mains in a bounded subset of L°°(0,T)™ then the corresponding states form
a bounded set in C(Q). In addition, if the sequence (u¢) of admissible con-
trols converges to u a.e. on (0,T), then the associated sequence of states
(ye == ylug]) converges uniformly to y in Q.

(ii) The set Ay is nonempty and for every (p,du) € A1, one has that p €
W00, T)? and p is essentially bounded in Q.

Proof. We refer to [5, Thm. 4.2]. Note that the non-emptiness of A; follows from
(3.1). O

3.2. Second variation. For (p,u) € Ay, set k(z,t) :== 1 — 6vg(z, t)p(z,t), and
consider the quadratic form

(3.5) Qlpl(z,v) := / </<z2 + Zvaibiz> dxdt —|—/ 2(x, T)*d.
Q i=1 Q2

Let (u,y) be a trajectory, and set

(36) (5ya ’l)) = (y - ya U — 7._L).

Recall the definition of the operator A given in (B.1). Subtracting the state equation
at (@,y) from the one at (u,y), we get that

d = :
57) v+ Ady =) vy —315(y)* —(0y)° i Q,
: 1=1

oy=0 onX, oy(,0)=0 in Q.

This manuscript is for review purposes only.
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OPTIMAL CONTROL OF A SEMILINEAR HEAT EQUATION 7

Combining with the linearized state equation (B.2), we deduce that n given by 7 :=
0y — z, satisfies the equation

(3.8)

n—An=mr+7 inQ,
n=0 onX, n(,0)=0 inQ

where r and 7 are defined as
(3.9) ri= =3y + Z ub;, 1= Z vibiby — 377(6y)* — 7(6y)°.
i=0 i=1

See the definition of the Lagrangian function £ given in equation (B.5) of the
Appendix.

PROPOSITION 3.4. Let (p, ) € A1, and let (u,y) be a trajectory. Then

(3.10)  L[p, p)(u,y,p) — L[p, pl(a@, 7, p)

T
= [ W) oot + 1QlpIG )~y [ plo)dact
0 Q

Here, we omit the dependence of the Lagrangian on (8,po) being equal to (1,p(-,0)).
Proof. We refer to [5, Prop. 4.3]. 0

3.3. Critical directions. Recall the definitions of fi,fi and ch given in Sec-
tion 2.2, and remember that we use z[v] to denote the solution of the linearized state
equation (B.2) associated to wv.

We define the cone of critical directions at @ in L2, or in short critical cone, by

(sl ) € ¥ x T2(0,T)™
v;(£)TP(t) = 0 a.e. on 0,77, for all (p,u) € Ay
(3.11) C:= vi(t) > 0 a.e. on I;, v;(t) <0 a.e. on I, fori=1,...,m,

/ ¢j(x)z[v](z, t)de < 0 on ch, forj=1,...,q
Q

The strict critical cone is defined below, and it is obtained by imposing that the
linearization of active constraints is zero,

2[v],v) € Y x L?(0,T)™: v;(t) =0 a.e. on I;, fori=1,....m
(z[v],v) (0, 7)™ v (1) i s, m,

3.12) Cy:=
(8-12) /cj(x)z[v](x,t)dxzo on ch, forj=1,...,q
Q

Hence, clearly Cs C C, and C is a closed subspace of Y x L?(0,7)".

3.4. Second order necessary condition. We recall from [5, Thm. 4.7].

THEOREM 3.5 (Second order necessary condition). Let the admissible trajectory
(u,7) be an L*-local solution of (P). Then

(3.13) max Q[p|(z,v) >0, for all (z,v) € Cs.
(p,n)EM

This manuscript is for review purposes only.
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8 M. SOLEDAD ARONNA, J. FREDERIC BONNANS, AND AXEL KRONER

3.5. Goh transform. Given a critical direction (z[v],v), set

(3.14) w(t) := / v(s)ds; Bz, t) =gz, t)b(x); ((z,t) = z(x,t) — B(x,t) - w(t).

0

Then ( satisfies the initial and boundary conditions
(3.15) ((z,0)=0forz € Q, ((x,t)=0 for (z,t) € %.

Remembering the definition (B.1) of the operator A, we obtain that
(3.16)

C+A¢C= <2+Az—ZviBi>—Zwi(ABl-—kBi), ¢(-,0)=0, ((x,t)=00n%.

i=1 i=1

In view of the linearized state equation (B.2), the term between the large parentheses
in the latter equation vanishes. Since B; = b;3 it follows that

(317)  C(x,t) + (AQ)(,t) = B (z, 1) -w(t), ((-0)=0, ((z,t)=0o0n%,
where
(3.18) B} := —fb; +2V§ - Vb; + §Ab; — 2v5°b;, fori=1,...,m.

Equation (3.17) is well-posed since b € W#°°(Q), and the solution ¢ belongs to
Y. We use ([w] to denote the solution of (3.17) corresponding to w.

3.6. Goh transform of the quadratic form. Recall that (u,y) is a feasible
trajectory. Let p = p[a] be the costate associated to u, and set

(3.19) W =Y x L*(0,T)™ x R™.
Let S(t) be the time dependent symmetric m X m—matrix with generic term
(3.20) Sis(t) = / bs()b; (2)p(, (. t)dz, for 1 <i,j < m.

Q

Set

(3.21) X =

d .
&( py) = pf +pAY — GAp + 2py° — §(§ — ya) Zcmw

Observe that
(3.22) Si;(t) = / b (py)dfv— / bibjxdx.
dt Q

Since g, p belong to L>(0,T, H}(?)), and ya, §3, ji are essentially bounded, inte-
grating by parts the terms in (3.21) involving the Laplacian operator and using (3.4),
we obtain that SZJ is essentially bounded. So we can define the continuous quadratic
form on W :

N T
(3.23) Slp, 1)(Cw, h) = / GOt + .

This manuscript is for review purposes only.
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OPTIMAL CONTROL OF A SEMILINEAR HEAT EQUATION 9

where

m 2
(3.24) ¢y := / K << + galwz> dz — w' Sw
Q i=1

m q
_QZwi/Q {C(—Abip—ZVbi-Vp—i—bi(g—yd) +biZCjﬂj) — pB! -w}daz,
i=1

j=1

and
(325) (jT =

/Q [({(z, T)+ g(z,T) Z hibi(m)>2 +2 Z hibi(x)p(z, T)¢(z,T) | do + hTS(T)h.
i=1 i=1

LEMMA 3.6 (Transformed second variation).  For v € L%(0,T)™, and w €
AC([0, T])™ given by the Goh transform (3.14), and for all (p, ) € A1, we have

(3.26) Q[pl(2[v],v) = Qlp. ) (¢[w], w,w(T)).
Proof. We first replace z by ( + B-w = (+ 9> v, wib; in Q, and define

(3.27) é:/Q[K(CJrﬂZwibi)z+2vaibi(C+wajbj)}dxdt
i=1 i=1 j=1

+/Q(C(T)+y(T);wi(T)bi)2dx.

We aim at proving that Q coincides with @ This will be done removing the depen-
dence on v from the above expression. For this, we have to deal with the bilinear
term in Q, namely with

(3.28) Qp = Qp1 +2 Z Ob.2i,

i=1
where, omitting the dependence on the multipliers for the sake of simplicity of the
presentation,
_ T _ T
(3.29) Qp1:= 2/ v Swdt and Qp.2i ::/ vi/ b;pldxdt, fori=1,...,m.
0 0 Q
Concerning @b’l, since S is symmetric, we get, integrating by parts,

T
(3.30) Qo1 = [wT Sw]; — / w’ Swdt.
0

Hence @b’l is a function of w and w(T'). Concerning éb’zi defined in (3.29), integrating
by parts, we get

. T
3310 Gan=wl®) [ e YT [ [ 55 (0t
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For the derivative inside the latter integral, one has

d q
(3:32) o (p(z,0)¢(2.1)) = —ApC +pAC = C | (7 —ya) + > iy | +pB - w.

=1

By Green’s Formula:

(3.33) / w;b; (— Ap¢ 4+ pA¢)dzdt = / w; (Ab;p + 2Vb; - Vp)(dadt.
Q Q

Using (3.32) and (3.33) in the expression (3.31) yields

(3.34) éb,2i =w;(T) / w; [C( — Abjp —2Vb; - Vp

Q

bip(z, T)C(x, T)da + /Q

q
+0i(y — ya) + bi chﬂj) —pB*- w} dzdt.

Jj=1

Hence, @bg is a function of (¢,w,w(T)). Finally, putting together (3.27), (3.28),
(3.30) and (3.34) yields an expression for Q that does not depend on v and coincides
with Q (in view of its definition given in (3.23)-(3.25)). This concludes the proof. 0O

Remark 3.7. The matrix appearing as coefficient of the quadratic term w in @
(see (3.24)) is the symmetric m X m time dependent matrix R(t) with entries

(3.35) Ry ::/ (Hbibjg2 — Sy + p(b; B} +bjB})) dz, fori,j=1,...,m.
Q

3.7. Goh transform of the critical cone. Here, we apply the Goh transform
to the critical cone and obtain the cone PC in the new variables ({,w,w(T)). We
then define its closure PC5, that will be used in the next section to prove second order
sufficient conditions. In Proposition 3.11, we characterize PC5 in the case of scalar
control.

3.7.1. Primitives of strict critical directions. Define the set of primitives
of strict critical directions as

cw,w(T)) €Y x HY(0,T)™ x R™;

(3.36) PC = (¢ ( )) 0.7) ,
(¢, w) is given by (3.14) for some (z,v) € Cs

which is obtained by applying the Goh transform (3.14) to Cs, and let

(3.37) PCs := closure of PC in Y x L*(0,T)™ x R™.,

Remember Definition 2.4 of the active constraints sets Bk, Ek, B, = B, U Bk, Ck.
LEMMA 3.8. For any (¢,w,h) € PC, it holds

1 Tk+1
(3.38) wp, (t) = 7/ wp, (s)ds, fork=0,...,r—1.

Tk‘+1 — Tk Tk

Proof. Immediate from the constancy of wp, a.e. on each (7, 7k+1), for any
(¢,w,h) € PC. O

This manuscript is for review purposes only.
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Take (z,v) € Cy, and let w and ([w] be given by the Goh transform (3.14). Let
k €{0,...,7—1} and take an index j € Cj. Then 0 = / ¢j(x)z(x,t)dx on (T, Tht1)-

Q
Therefore, letting M, (t) denote the jth column of the matrix M (t) (defined in (2.13)),
one has

339 M0 w) = [ e @l 0, on (i), forj € .
Q
We can rewrite (3.38)-(3.39) in the form
(3.40) A (tw(t) = (Bkw) (t), on (Tk,Tk+1),
where A¥(t) is an my, x m matrix with my := |Bg| + |Ck|, and B*: L2(0,T)™ —
HY (71, Tk+1)™*. We can actually consider B := (B!,...,B") as a linear continuous

mapping from L2(0,7)™ to HZ;%Hl(Tk,TkH)m"", and A := (A!,..., A") as a linear
continuous mapping from L2(0, 7)™ into I, _{ L* (74, 741)™* . For each t € (75, Th41),
let us use A(t) to denote the matrix A (). We have that, for a.e. t € (0,T), A(t) is
of maximal rank, so that there exists a unique measurable A(t) (whose dimension is
the rank of A(¢) and depends on ¢) such that

(3.41) w(t) = wo(t) + A) " A(t), with wo(t) € Ker A(t).

Observe that A(t).A(t)" has a continuous time derivative and is uniformly invertible
on [0,T]. So, (A(t)A(t) ")~ ! is linear continuous from H! into H' (with appropriate
dimensions) over each arc, and A(t)A(t) "A(t) = (Bw)(t) a.e. We deduce that t
(A(t), wo(t)) belongs to H' over each arc (74, 7x+1). So, in the subspace Ker(A — B),
w — A(w) is linear continuous, considering the L?(0,T)™-topology in the departure
set, and the T, _{ H* (74, 7i+1) ™ -topology in the arrival set. Since (A — B) is linear
continuous over L?(0,T)™ we have that

(3.42) w € Ker(A — B), for all (¢, w,h) € PCs.

While the inclusion induced by (3.42) could be strict, we see that for any ({,w,h) €
PCy, M(w) and Aw are well-defined in the H! spaces, and the following initial-final
conditions hold:

(i)  w; =0 ae. on (0,7), for each i € By,
(3.43) (ii)  w; = h; ae. on (1._1,T), for each i € B,_q,

From the definitions of Cs (see (3.12)) and of PC5, we can obtain additional continuity
conditions at the bang-bang junction points:

(3.44) if i € Br_1 U By, then w; is continuous at 7, for all (¢, w,h) € PCs.

Remark 3.9. Another example is when m = 1, the state constraint is active for
t < 7 and the control constraint is active for ¢ > 7, then w is continuous at time 7.
This is similar to the ODE case studied in [2, Remark 5].

We have seen that over each arc (7, 7k+1), A¥ := A\(w) is pointwise well-defined,
and it possesses right limit at the entry point and left limit at the exit point, denoted
by A(7;") and A(71), respectively. Let cpy1 € R™ be such that, for some 517,

(3.45) crp1 = AR ) TR for i = 0,1,

meaning that cg1 is a linear combination of the rows of Ak+i(7k+1) for both i =0, 1.

This manuscript is for review purposes only.
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LEMMA 3.10. Let k =0,...,7r—1, and let cp41 satisfy (3.45). Then, the junction
condition

(3.46) Ckt1 * (w(T,jH) — w(rkjrl)) =0,
holds for all ({,w,h) € PCs.
Proof. Let (¢, w,h) in PC, and set ¢ := ¢xy1 and T := 741 in order to simplify
the notation. Then
(3.47) c-w(t) = (W) TAR (D w(r) = ()T AR (1) (AR (7)) T AR (7).
By the same relations for index k + 1 we conclude that
(3.48) () TAR () (A () TAR(7) = (R ) TARH (1) (AR (7)) TARH (7).

Now let (¢, w,h) € PCy. Passing to the limit in the above relation (3.48) written for
(C[we], we, he) € PC, wy — w in L2(0,T)™, hy — h (which is possible since A(t) is
uniformly Lipschitz over each arc), we get that (3.48) holds for any ({,w,h) € PCy,
from which the conclusion follows. |

By junction conditions at the junction time 7 = 13, € (0,7T), we mean any relation
of type (3.46). Set
(3.49)

PCY = {(¢[w],w, h); w € Ker(A — B), (3.46) holds, for all ¢ satisfying (3.45)}.

We have proved that
(3.50) PCy C PCY,.

In the case of a scalar control (m = 1) we can show that these two sets coincide.
3.7.2. Scalar control case. The following holds:
PropoSITION 3.11. If the control is scalar, then
(C[w],w,h) €Y x L?(0,T) x R; w € Ker(A — B);
w is continuous at BB, BC, CB junctions
(3.51) PCy = . . . .
limy o w(t) = 0 if the first arc is not singular

limyr w(t) = h if the last arc is not singular

For a proof we refer to [2, Prop. 4 and Thm. 3].

3.8. Necessary conditions after Goh transform. The following second order
necessary condition in the new variables follows.

THEOREM 3.12 (Second order necessary condition). If (@,gy) is an L*-local
solution of problem (P), then

(3.52) max  Q[p, u)(C,w,h) >0, on PCs.
(p,)EAL

Proof. Let (¢,w,h) € PCy. Then there exists a sequence ({; := ([wy], we, we(T))
in PC with

(3.53) (Coywe, we(T)) = (C,w, h), inY x L?(0,T) x R.
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Let (z¢,ve) denote, for each ¢, the corresponding critical direction in Cs. By Lemma
3.6 and Theorem 3.5, there exists (py, pe) € Ay such that

~

(3.54) 0 < Qlpe(ze,ve) = Qlpes f1e) (e, we, he).

We have that (fi¢) is bounded in L*°(0,T") (this is an easy variant of [5, Cor. 3.12]).
Extracting if necessary a subsequence, we may assume that (i) weak™ converges in
L>(0,T) to some du. Consequently, the corresponding solutions p, of (B.10) weakly
converge to p in Y, p being the costate associated with p, and py(T') converges to p(T)
in L2(€2). In view of the definition of Q in (3.23), we get, by strong/weak convergence,

(3:55)  lim Qlpe, ] (Ceywe, he) = lim Qlpe, juel (¢, w, h) = Qlp, pl(¢w,h). D

4. Second order sufficient conditions. In this section we derive second order
sufficient optimality conditions.

DEFINITION 4.1. We say that an L*-local solution (u,y) satisfies the weak qua-
dratic growth condition if there exist p > 0 and € > 0 such that,

(4.1) F(u) = F(a) > p(|[wl3 + [w(T)[?),
where (u,ylu]) is an admissible trajectory, |[u — @ll2 < &, v := u — 4, and w(t) :=
fg v(s)ds.

Remark 4.2. Note that (4.1) is a quadratic growth condition in the L?-norm of
the perturbations (w,w(T)) obtained after Goh transform.

The main result of this part is given in Theorem 4.5 and establishes sufficient
conditions for a trajectory to be a L?-local solution with weak quadratic growth.

Throughout the section we assume Hypothesis 3.1. In particular, we have by
Theorem 3.3 that the state and costate are essentially bounded.

Consider the condition

(42) g;(ﬂ(,T))(E(,T)-‘rB(,T);L) =0, ifTe I]C and [MJ(T)] >0, for J=1....¢
We define

(Clw],w,h) €Y x L*(0,T)™ x R™; wg
(3.17),(3.39), (3.43) (i)-(ii), (4.2) hold.
Note that PC3 is a superset of PCl.

DEFINITION 4.3. Let W be a Banach space. We say that a quadratic form Q: W —li
R is a Legendre form if it is weakly lower semicontinuous, positively homogeneous of
degree 2, i.e., Q(tx) = t?Q(x) for allx € W and t > 0, and such that if x, — = and
Q(z¢) — Q(x), then xy — x.

k

(4.3) PC} = {

is constant on each arc;}

We assume, in the remainder of the article, the following strict complementarity
conditions for the control and the state constraints.

Hypothesis 4.4. The following conditions hold:

(4.4)
(i) foralli=1,...,m:
( m)auxA WP (t) > 0 in the interior of [;, at t =0if 0 € [;, at t =T if T € I,
p,pr)EAL
( m)inA U?(t) < 0 in the interior of I;, at t =0if 0 € I;, at t =T if T € I,
Dy ) EAL
(ii) there exists (p, ) € Ay such that suppdp,; = ch, forall j=1,...,q.
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THEOREM 4.5. Let Hypotheses 3.1 and 4.4 hold. Then the following assertions

hold.

a) Assume that
(i) (@,q) is a feasible trajectory with nonempty associated set of multipliers
Al;

(i) for each (p,p) € A1, Qlp, u)(+) is a Legendre form on the space

{

~

(C[w],w,h) € Y x L?(0,T)™ x R™}; and

(i4i) the uniform positivity holds, i.e. there exists p > 0 such that
(4.5)

s Qlp. u)(¢Clw],w, k) = p(l|wl3 + [[*), for all (w,h) € PC;.

Then (i, ¥) is a L?-local solution satisfying the weak quadratic growth condi-

tion.

b) Conversely, for an admissible trajectory (u,ylu)) satisfying the growth condi-
tion (4.1), it holds

(4.6)

max Olp, 1l (C[w], w, h) > p([|wll3 + |hI?),  for all (w,h) € PCs.
2y 1

The remainder of this section is devoted to the proof of Theorem 4.5. We first
state some technical results.

4.1. A refined expansion of the Lagrangian. Let (@, ) be an admissible tra-
jectory. We start with a refinement of the expansion of the Lagrangian of Proposition

3.4.

LEMMA 4.6. Let (u,y) be a trajectory, (0y,v) := (v — @,y — §), z be the solution
of the linearized state equation (B.2), (w,() given by the Goh transform (3.14) and
n:=0y —z. Then

(4.7)

(ii.

(i

() llzllzz@) + 125 Dliz2 @) = O([[wll2 + [w(T)]),
a) [[0yllL2(q@) + 16y(, Tl 2 (0) = O([lwll2 + [w(T)]),
i.b) ||5?J||Loo(o,T;Hg(Q)) = O([lw|~),
(iii) l[nll Lo (0,7522(0)) + [IM( T)llL2(0) = o(lwll2 + [w(T)]).

Before doing the proof of Lemma 4.6, let us recall the following property:

PROPOSITION 4.7. The equation

(4.8)

d—AP+aP=f, &(x,0) =0,

with a € L®(Q), f € L*(0,T; L2()), and homogeneous Dirichlet conditions on 9 x
(0,T), has a unique solution ® in C([0,T]; L*()), that satisfies

(4.9)

19l cqo.miz2 ) < elfllomizz@)-

Proof. This follows from the estimate for mild solutions in the semigroup theory,
see e.g. [3, Theorem 2].

Proof of Lemma 4.6. (i) Since ¢ is solution of (3.17), it satisfies (4.8) with

(4.10)

a:=—3vyj> + iaib“ f = iwiBila
i=0 i=1
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where B} is given in (3.18). One can see, in view of Hypothesis 3.1, that f €
LY(0,T; L?(2)) since the terms in brackets in (4.10) belong to L>(0,T; L?(£2)). Thus,
from Proposition 4.7 we get that ¢ € C([0,7T]; L*(Q)) and

(4.11) 1€ o 0,7 22(0)) = OUlFll 0,122 () = O([[w])1).

Thus, due to Goh transform (3.14) and Lemma A.1, we get that z belongs to C([0, T; L2(Q2))l}
and we obtain the estimate (i).
We next prove the estimate (ii) for dy. Set (5, := éy — (w - b)y. Then

(4.12) ééy - ACéy + aéyC(Sy = f5y7
with

Asy = 37?;2 + 37g<6y + 7((51})2 - (ﬂ : b)7
(4.13) . o ~ ~ ~
foy == sz [JAb; + Vb; - Vi — b (2v5° + f)] -
i=1
By Theorem 3.3, (s, is in L*°(Q), hence as, is essentially bounded. Furthermore,

in view of the regularity Hypothesis 3.1 and Lemma A.1, fgy € LY(0,T; L?(£2)). We
then get, using Proposition 4.7,

(4.14) [Csyll oo 0,712 (2)) < O([|lwl]1).

From the latter equation and the definition of (s, we deduce (ii.a). Since

(4.15) V(8y) = V(Csy) + > wi(gVhi + b:i V),
i=1

applying the L°°(0,T; L?(2))-norm to both sides, and using (4.14) and Lemma A.1
we get (ii.b).

The estimate in (iii) follows from the following consideration. To apply Proposi-
tion 4.7 to equation (3.8) we easily verify that r is in L*°(Q) and 7 in L'(0, T; L*(Q)).
Consequently, we have
(4.16) O

> vibidy — 3v5(6y)* — v (6y)°

i=1

H77||C([0,T];L2(Q)) sc

L1(0,T5L3(Q))
S ||U||2 ||bHoo H6y||2 + 3’}/ Hg”oo ||(5y)2HL1(0,T;L2(Q)) + fY H(éy)SHL1(07T;L2(Q)) M

Now, since [|v||, = 0 and ||dy||oc — 0 (by similar arguments to those of the proof of
(i) in Theorem 3.3), we get (iii).

PROPOSITION 4.8. Let (p,du) € A1. Let (ug) C Uaq and let us write y, for the
corresponding states. Set vy := ug — @ and assume that v — 0 a.e. Then,

(4.17)  Llp, pl(u + ve, ye) = LIp, p (1, )

T ~
+/O WP (t) - ve(t)dt + 5 Q[p, 1] (Ce, we, we(T)) + ofJwel3 + [we(T)]%),

where wy and {; are given by the Goh transform (3.14).
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Proof. Since (vy) is bounded in L*°(0,7)™ and converges a.e. to 0, it converges
to zero in any LP(0,7)™. For simplicity of notation we omit the index ¢ for the
remainder of the proof. Set dy := y[u + v] — §. By Proposition 3.4 it is enough to
prove that

(4.18) |Q1p](3y, v) — Qlp, pl(w, w(T), )| = o3 + (D)),

(4.19) ‘/Qp(tSy)B’ = o([|wll3 + [w(T)*).

We have, setting as before 1 := dy — z where z := z[v],
Qlp(6y,v) — Qlp, #l(C, w, w(T)) = Qlpl (89, v) — Qlpl (2, 0)

(4.20) =2 /Q(v - b)pndzdt + /Q k(0y + z)ndzdt + /Q(éy(%T) + z(z, T))n(x, T)dz,

and therefore, since the state and costate are essentially bounded:

) | Qlp) (8, v)—Qlp, 1] (G, w, w(T))| < 2’/Cg(v'b)pndxdt + O([6y + z[l2Imll2)

+O([100y + 2)(, Dl 2@ Tl 2@)-

In view of lemma 4.6, the ‘big O’ terms in the r.h.s. are of the desired order and it
remains to deal with the integral term. We have, integrating by parts in time,

(4.22) /Q(v -b)pndadt = /Q (w(T) - b(z))p(x, T)n(z, T)dz — / (w - b)%(pn)dxdt.

Q
For the first term in the r.h.s. of (4.22) we get, in view of (4.7)(ii),

(4.21

(4.23)

/Q (w(T) - b(@))p(z, T)n(z, T)dz

= O(Jw(D)llln(, T)llL2@y) = o(llwll3 + [w(T)[).

And, for the second term in the r.h.s. of (4.22), since b is essentially bounded, and p
and 7 satisfy (B.10) and (3.8), respectively, we have that,
(4.24)

L pn) = o + 1 +
a pn) = o T Y1 T P2,

q
0o == pAn — nAp; @1 = (v-b)pdy; @2 = pe(dy)* —n |y —ya+ Y _ c;ft;(t)
j=1

Contribution of o. Since y, p and [ are essentially bounded (see Theorem 3.3), we
get

az) | JACR

= O (lw(éy)* + wnll2) = o([wl3 + [w(T)[),

where the last equality follows from the estimates for éy and n obtained in Lemma 4.6.
Contribution of ¢1. Integrating by parts in time, we can write the contribution of ¢
as

(4.26) } / N /Q<w<T> b)?p(r, T)oy (e, T) — / (w2 L (psy)

o dt o dt

This manuscript is for review purposes only.
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OPTIMAL CONTROL OF A SEMILINEAR HEAT EQUATION 17

The contribution of the term at t = T is of the desired order. Let us proceed with
the estimate for the last term in the r.h.s. of (4.26). We have

%(péy) = (—0yAp + pAdy)
(4.27) g m
=@ —va) =D iy | oy + (Z vibiy — 375(6y)* — v(éy)3> 3

j=1 i=1

For the contribution of first term in the r.h.s. of latter equation we get

m T
(4.28) /Q (w02 (=Sydp+pay) = Y [ wawy [ V(bby) - 60— V)

ij=1

Using [5, Lem. 2.2], since V(b;b;) is essentially bounded for every pair i, j, it is enough
to prove that

(4.29) /QV(bibj) - (6yVp —pViy) — 0

uniformly in time. For this, in view of the estimate for ||0y|| L (0,711 (o)) obtained in
Lemma 4.6 item (ii.b), and since p is essentially bounded, it suffices to prove that p
is in L>°(0,T; H*(£2)) which follows from Corollary B.1.

Let us continue with the expression in (4.27). The terms containing dy go to 0 in
L>°(0,T; L?(£2)) and that is sufficient for our purpose. The only term that has to be
estimated is

w30 [ vl =g [ Goovw

1 d
=5 0 D) = 5 [ b )

We consider the pair of state and costate equations with g := y — y4 given as

J— Ay +yy° = (u-b)y + f; y(0)

(4.31) . ; _
—p—Ap+yy p=(u-b)p+g+ci; p(T)=

Yo;

and so for sufficiently smooth ¢: Q x (0,7) — R we have
(4.32)

/Qw(i(yp)=/Q<p(z)p+yp)
:/QSO[(Ay—vy?’+(u'b)y+f)p+y(—Ap+vy2p—(u-b)p—g—cp)}

= /Qtp [fp —yg +ciyl + Vo - (—=pVy +yVp),

and, consequently, we have for ¢ = (w - b)3,
(4.33)

[ w0 G = [ (00 U~ yg + cin) + V(w0 (-pVy -+ 7).
Q Q
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By Hypothesis 3.1, f and b are sufficiently smooth, [ is essentially bounded, y,p €
L>(0,T; H} (). We estimate

d .
[ w0 5 0m)] < Bl ol 0 = 99 + il
Q
2
+ OB bl 013 (023 60 191 003y ) = ).

Contribution of pg. Integrating by parts, we have that

T
/ w; / iP0 = / w; / i(pAn —nlAp) = / w; / Vb; - (=pVn +nVp)
(4.34) 70 @

/ wl/ pnAb; + 2nVp - Vb;).

Recalling that b € W2°°(Q) (see (3.4)) and that p is essentially bounded (due to
Theorem 3.3), we get for the first term in the r.h.s. of the latter display,

T
/ w; / pnAb;
0 Q

that is a small-o of ||w]|3 in view of item (iii.a) of Lemma 4.6. For the second term in
the r.h.s. of (4.34) we get

(4.35) < [|Abs|sollwill2llplloo 71l 20,7522 (2))

(4.36) w; < Vbi|lsollwill2 [0l 20,7222 VP Lo (0,72 (2)m)

nVp - Vb;
Q

Since p € L>(0,T; H'(2)) as showed some lines above and in view of item (iii.a) of
Lemma 4.6, we get that the r.h.s. of latter equation is a small-o of ||Jw||3, as desired.

Collecting the previous estimates, we get (4.18). Similarly, since jy — 0 uniformly
and the costate p is essentially bounded, with (4.7)(i) we get

(4.37) \ /Q ph(6y)*dadt| = o (Iy12) = o (Jlw]3 + lw(T)P) -

The result follows.

COROLLARY 4.9. Let u = @+ v be an admissible control. Then, setting w(t) :=
fo s)ds, we have the reduced cost expansion
(4.38) F(u) = F(a) + DF(a)v + O(||w|3 + [w(T)|?).

PROPOSITION 4.10. Let (p,du) € Ay, and let (z,v) € Y x L*(0,T)™ satisfy the
linearized state equation (B.2). Then,

T
(4.39) /0 P(t) - v(t)dt = DJ(u, ) (2,v +Z/ 9;(y s 1) dp; (1),
where
m T
PIEDED =3 | e+ /Q (5= )xdadt+ [ (5(T) = yar)o(T)d,

and it coincides with DF (u)v.
Proof. Tt follows from (B.2), (B.8) and (2.9). d
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4.2. Proof of Theorem 4.5. What remains to prove is similar to what has
been done in Aronna, Bonnans and Goh [2, Theorem 5], except that here the control
variable may be multidimensional and in [2] it is scalar.

We start by showing item a). If the conclusion does not hold, there must exist a
sequence (ug,ye) of admissible trajectories, with u, distinct from @, such that v, :=
ug — U converges to zero in L2(0,T)™, and

(4.40) J(ug,ye) < J(a,5) + o(T7),
where (wy, (¢) is obtained by Goh transform (3.14), hy := w(T') and

Ty =y llwel}3 + Jwe(T) 2
Let (p,dp) € A;. Adding fo g(ye)dp < 0 on both sides of (4.40) leads to

(4.41) Llp, pl(ue,ye) < LIp, u)(a@,5) + o(T7).

Set (g, Wy, he) := (v, we, hg)/Ye. Then (wy, hy) has unit norm in L2(0,T)™ x R™.
Extracting if necessary a subsequence, we may assume that there exists (w,h) in
L?(0,T)™ x R™ such that

(4.42) wy —w and hy — iL,

where the first limit is given in the weak topology of L?(0,T)™. Set ( := ([w]. The
remainder of the proof is split in two parts:

Fact 1: The triple ((,w,h) belongs to PCj (defined in (4.3)).

Fact 2: The inequality (4.40) contradicts the hypothesis of uniform positivi-
ty (4.5).

Proof of Fact 1. We divide this part in four steps: (a) w; is constant on each
maximal arc of I, for i = 1,...,m, (b) (3.43)(i),(ii) hold, (c) (3.39) holds, and (d)
(4.2) holds.

(a) From Proposition 4.8, inequality (4.41), and (2.10) we have

(4.43) — Qlp, dp)(Ce, we, he) + o(Y2) Z/ ) - ve,i(t)dt > 0.

By the continuity of the quadratic form @[p, du] over the space L2(0,T)™ x R™, we
deduce that

T
(4.44) 0< / WP (e (t)dt < O(YF), foralli=1,...,m
0

Hence, since the integrand in previous inequality is nonnegative for all £ € N, we have
that

T
(4.45) lim WP (t)p(t)ve,:(t)dt = 0

L—o0 J
for any nonnegative C'! function ¢: [0,7] — R. Let us consider, in particular, ¢
having its support [c,d] C I;. Integrating by parts in (4.45) and using that @, is a
primitive of vy, we obtain

Tq 4d
(4.46) 0= Jim [ Syt = / Syt

L—o0 Jq

This manuscript is for review purposes only.



630
631
632
633
634
635

636

638
639
640
641
642
643
644
645

646

D

)]
S S
oo

3

o«

660

20 M. SOLEDAD ARONNA, J. FREDERIC BONNANS, AND AXEL KRONER

Over [c,d], Up,; has constant sign and, therefore, w; is either nondecreasing or nonin-
creasing. Thus, we can integrate by parts in the latter equation to get

d
(4.47) / TP () p(t)dwy (t) = 0.

Take now any tg € (¢,d). Assume, w.l.g. that tg € I;. By the strict complementary
condition for the control constraint given in (4.4), there exists a multiplier such that
the associated W? verifies U¥(¢) > 0. Hence, in view of the continuity of ¥? on I;,
there exists £ > 0 such that U# > 0 on (tg — 2¢,to + 2¢) C (¢, d). Choose ¢ such that
supp ¢ C (to—2¢,to+2¢), and ¥¥p = 1 on (to—e, to+e), then w; (to+¢)—z; (to—e) = 0.
Since dw; > 0, we obtain dw; = 0 a.e. on I;. Since tp is an arbitrary point in the
interior of I;, we get

(4.48) dw; =0 ae. on I;.

This concludes step (a).

(b) We now have to prove (3.43)(i),(ii). Assume now that By # 0 or, w.l.g., that
By # 0, and let i € By. By the previous step, w; is equal to some constant # a.e.
over (0,71). Let us show that # = 0. By the strict complementarity condition for the
control constraint (4.4) there exist ¢,0 > 0 and a multiplier such that the associated
U? satisfies ¥¥ > ¢ on [0,¢] C [0,71). By considering in (4.45) a nonnegative Lipschitz
continuous function ¢: [0,7] — R being equal to 1/6 on [0, t], with support included
in [0,71), and since ¥y ; > 0 a.e. on [0,71], we obtain, for any 7 € [0, ],

T t
(4.49) wWe4(T) = / vgi(s)ds < / U (s)p(s)vg,i(s)ds — 0, when ¢ — oco.
0 0
Thus @w; = 0 a.e. on [0,t]. Consequently, from (4.48) we get @w; = 0 a.e. on [0, 7).

The case when i € B,_; follows by a similar argument. This yields item (b).
(c) Let us prove (3.39). We have, since y, is admissible and g linear,

(4.50) 0= g;(ye( 1) — g;(5( 1)) = /ch(ff)(yz —§)(x, t)dz, o [k, Thia],

whenever k, j are such that k € {0,...,7—1} and j € Cj. Let z; denote the linearized
state corresponding to vy, and let 7y := yp — § — z;. By Lemma (4.6)(iii), we deduce
that

(4.51) /ch(x)z@(:c,t)dx < 7/Cj($)ﬂg(x,t)d1' <o(Yy), on [1g, Tkt1]-
Thus, by the Goh transform (3.14),
@5) [ @Gt + Bt o) <o), on [l

where (; is the solution of (3.17) corresponding to ;. Let ¢ be some time-dependent
nonnegative continuous function with support included in ch. From (4.52), we get
that

(4.53) / " /Q ¢;(Co+ B - ) dardt < of1).
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Taking the limit £ — oo yields
Th+1 _
(4.54) / go/ ¢;((+ B - w)dzdt <0,
Tk Q

where ( is the solution of (3.17) associated to w. Since (4.54) holds for any nonnegative
p, we get that

(4.55) / ¢ (E(2,1) + Bl t) - 0(8)de < 0, ae. on [, Tes).
Q
In particular, if T € IJC, we get from (4.52) that
(4.56) / ¢j(¢(x,T) + B(z,T) - h)dz < 0.
Q

We now have to prove the converse inequalities in (4.54) and (4.56).
By Proposition 4.10 and since u, is admissible, we have

q T T
wsn Y / G5 1)2( )y (8) + DI (@, ) (2,v) = / V(1) - ve(t)dt > 0.

By Proposition 4.9, we have F(uy) = F(a) + DF(t@)ve + o(Ty). This, together with
(4.57), yield

q T
@58) 0 Plu) = F@)+o(T) + 3 [ 0= 0d(0)

Using (4.40) in latter inequality implies that

q T
(459) —o0) <3 [ )=t o)
j=1

thus

a7 -
(460) o1) 37 [ g aCANGD) + B0 - w6y 1)

j=1

Since, for every j = 1,...,q, the measure du; has an essentially bounded density over

[0,T) (in view of Theorem 3.3), we have that

o< ljnjut D /[O,T] G0Nl t) + B, 1) - wo(t))
(4.61)

q

= lim Z/ 95 0))(Ce(t) + B(, t) - we(t))dps;-
l— 00 = [0,T)

Using (4.55) and the strict complementarity for the state constraint (4.4)(ii), we get

(3.39). This concludes the proof of item (c).

(d) Let us now prove (4.2). Assume that j € {1,...,q} is such that T € ch. One
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inequality was already proved in (4.56). If we further have that [¢;(T")] > 0, condition
(4.2) follows from (4.61).

We conclude that the limit direction (¢,w, h) belongs to PCj.

Proof of Fact 2. From Proposition 4.8 we obtain

@[pa d,LL](Cg, Wy, h[)

(4.62) T ) )
= Llp () ~ Llp(@5) = [0 vt +o(X) < o),
0
where the last inequality follows from (4.41) and since ¥? - v, > 0 a.e. on [0,T] in
view of the first order condition (2.10). Hence,

(4.63) liginf Qlp, u)(Ce, e, he) < lizn sup Qp, 1] (Cr, @e, he) <0
o —00

Let us recall that, in view of the hypothesis (iii) of the current theorem, the mapping
Qlp, du] is a Legendre form in the Hilbert space {(C[w],w,h) € Y x L2(0, T)™ x R™}.
Furthermore, for the critical direction (¢, w, h), due to the uniform positivity condition
(4.5), there is a multiplier (p, i) € A; such that

(4.64) p(llwll3 + [R[?) < Qlp, (¢, w, h) = lemme[n A1) (Ce, e, he) <

where the equality holds since 8) D, fi] is a Legendre form and the inequality is due to
(4.62). From (4.64) we get (w,h) = 0 and hm Q[ , 11)(Ce, we, he) = 0. Consequently,

(g, hg) converges strongly to (w,h) = 0 Wthh is a contradiction, since (1wy, hy) has
unit norm in L2(0, 7)™ xR™. We conclude that (4, §) is an L2-local solution satisfying
the weak quadratic growth condition.

Conversely, assume that the weak quadratic growth condition (4.1) holds at (u, )
for p > 0. Note that (i,¥,w), with w(t fo s)ds, is a L?-local solution of the
problem

(4.65) u€Uas
s.t. w=wu, w(0) =0, (2.4) holds,

T
win J(u, y[u]) — p (/O (w —@)*dt + [w(T) —@(T)|2> ;

Applying the second order necessary condition in Theorem 3.5 to this problem (4.65),
followed by the Goh transform, yields the uniform positivity (4.6). For further de-
tails we refer to the corresponding statement for ordinary differential equations in [1,
Theorem 5.5]. O

Appendix A. Well-posedness of state equation and existence of optimal
controls. In this section we recall some statements from [5], for proofs we refer to
the latter reference.

LEMMA A.1. The state equation (2.1) has a unique solution y = ylu, yo, f] in Y.
The mapping (y, yo, f) — ylu, yo, f] is C°° from L*(0,T)™ x HL(Q) x L*(Q) to Y,
and nondecreasing w.r.t. yo and f. In addition, there exist functions C;, i =1 to 2,
not decreasing w.r.t. each component, such that

(A1) 1Yll 2o (0.7:22()) + Vll2 < Crlllyollz, [1F ]2 [[wll2l|blloo),
(A.2) lylly < Callyoll g o) [1f1l2; [[ull2)[blloo)-
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Moreover, the state y also belongs to C([0,T]; Hi(S2)), since Y is continuously em-
bedded in that space [14, Theorem 3.1, p.23].

THEOREM A.2. The mapping u — y[u] is of class C°°, from L?(0,T)™ to Y.

THEOREM A.3. (i) The function u v+ J(u,y[u]), from L*(0,T)™ to R, is weakly
sequentially l.s.c. (i) The set of solutions of the optimal control problem (P) is weakly
sequentially closed in L*(0,T)™. (iii) If (P) has a bounded minimizing sequence, the
set of solutions of (P) is non empty. This is the case in particular if (P) is admissible
and Uy,q is a bounded subset of L?(0,T)™.

Appendix B. First order analysis. Here, we recall some properties from [5].

Throughout the section, (@,%) is a trajectory of problem (P). We recall the
hypotheses (2.2) and (2.6) on the data.

We fix a trajectory (4,4 = y[i]). Let A be linear continuous from L?(0, T'; H*(12))
to L?(Q) such that, for each z € L*(0,T; H?(2)) and (z,t) € Q,

(B.1) (Az)(x,t) == —Az(x,t) + 3yg(x, )2 (z,t) — Y @ (t)bs(2)2(x, t).

U

Il
<

(2

B.1. The linearized state equation. The linearized state equation at (u,q) is
given by
(B.2) z'—i—Az:Zvibigj inQ®;, z=0onX%, 2(,0)=0on.
i=1

For v € L?(0,T)™, equation (B.2) above possesses a unique solution z[v] € Y and the
mapping v + z[v] is linear from L?(0, T)m to Y. Particularly, the following estimate
holds:

(B.3) 2]l Lo o.myz2()) < Ma Y billoollvilly,
=1

T m . . _
where M1 = €§+Z,i:g 1T 11116l oo ||y||L0°(O,T;L2(Q))'

B.2. The costate equation. For p € BV(0,T)? its distributional derivative
dp is in the space M(0,T) of finite Radon measures. And, conversely, any element
dp € M(0,T) can be identified with a function p of bounded variation that vanishes
at time 7. Let us consider the set of positive finite Radon measures M (0,7") and
identify it with the set

(B.4) BV(0,T)4 , := {u € BV(0,T)% u(T) =0,du > 0}.

The generalized Lagrangian of problem (P) is, choosing the multiplier of the state
equation to be (p,po) € L*(Q) x H~1(Q) and taking 8 € Ry, du € M (0,T),

L[B,p,po, ) (u, y) = B (u,y) = (po,y(+ 0) = Yo) 1 ()

R RS U R SV R R

q T
+;Agmwmww
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The costate equation is the condition of stationarity of the Lagrangian £ with respect
to the state that is, for any z € Y

q T
(B.6) /Q P+ A2)dadt + (0,2 gy = 3 [ [ esecdading)
8 /Q (5 — ya)zddt + 3 /Q (52, T) — yar ())2(x, T)dz.

To each (p,1) € L2(Q) x H} (), let us associate z = z[p, 9] € Y, the unique solution
of

(B.7) 2+ Az=¢; 2z(-,0)=1.

Since this mapping is onto, the costate equation (B.6) can be rewritten, for z = z[¢p, ¥]
and arbitrary (¢,v) € L2(Q) x H}(2), as (see [5, Equation (3.7)])

q T
(B.8) /Qpﬁﬁdfdﬁ' (o, V) () = Z/o /QCJ'ZdZFde(t),
48 /Q (7 — ya)=dadt + B /Q (5. T) - yar ())=(e, T)da.

Next consider the alternative costates

q q
(B.9) pt :=p+chuj; Py = o +ch,uj(0),
j=1 j=1

where p € BV/(0, T)g’ . is the function of bounded variation associated with du. By
[5, Cor. 3.3 and Lem. 5], p! € Y and p'(-,0) = p}. Therefore p(-,0) makes sense as
an element of Hg (), and it follows that p(-,0) = p*(-,0) — 25:1 ¢ (0) = po.

COROLLARY B.1. If u € HY(0,T) then p € Y and

q
(B.10) — P+ Ap =BT —ya) + Y ciiy-

=1

B.3. An example. We recall an example from [5, Appendix B] satisfying Hy-
pothesis 3.1. We will check that condition (a) of Theorem 4.5 is satisfied for this
example.

We consider the following setting: Let © = (0,1), and denote by ci(z) =
V2sin 7z the first (normalized) eigenvector of the Laplace operator. We assume that
v = 0, the control is scalar (m = 1), by = 0 and b; = 1 in 2, and that f =0 in Q.
Then the state equation with initial condition ¢; reads
(B.11)

J,t) - Ayl t) = u@y(a,0); (0,0 € (0,1) x (0,T), y(z,0) = ci(2), @€

The state satisfies y(z,t) = y1(t)c1(x), where y; is solution of

(B.12) Ui(t) + Py (t) = u®)yi(t);  t€(0,T), 31(0) =y10=1.
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783 We set T = 3 and consider the state constraint (2.4) with ¢ = 1 and d; := —2, and
784 the cost function (2.5) with a3 = 0. The state constraint reduces to

785 (B.13) yi(t) <2, telo,3].
786 As target functions we take yqar := ¢1 and yq(z,t) := ga(t)ci(x) with

1.5¢ for t € (0,log 2),
787 (B.14) Ja(t) :=1¢ 3 for ¢ € (log2,1),
4—1t for ¢t € (1,3).

788 We assume that the lower and upper bounds for the control are 4 := —1 and 4 :=
789 w2 4+ 1. The optimal control is given by

] for t € (0,log 2),
790 (B.15) a(t) =4 7 for ¢t € (log2,2),
72 —1/9q for ¢t € (2,3).

791 and the optimal state by

el for t € (0,10g2),
792 (B.16) g1(t) =1 2 for ¢ € (log2,2),
4—1t for t € (2,3).

793 The above control is feasible. The trajectory (u,y) is optimal. The costate equation
794 is

795 (B.17) —p+Ap=c1(tr — Ja) + 11, p(-,T)=y(T) — yar = 0.
796 Since g and yg are colinear to ¢y, it follows that p(x,t) = p1(¢)c1(x), and
07 (B.18) — P17y =apy+ G — Ga+ s pu(3) =0

798 Over (2,3), 11 = 0 (sate constraint not active) and §; = {4, therefore p; and p
799 identically vanish. Over (log2,2), @ is out of bounds and therefore

00 (B.19) Oz/mamwﬁ:m@mm/quz%ﬁ)
Q Q

801 It follows that p; and p also vanish on (log2,2) and that

802 (B.20) f1=—(51 —9a) >0, aa.te (log2,2).

803 Over (0,log2), the control attains its upper bound, then

804 (B.21) —p1=p — i€
805 with final condition p;(log2) = 0, so that

806 (B.22) pi(t)=——e

807 As expected, p; is negative.
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LEMMA B.2. The hypothesis (a) of Theorem /.5 holds.

Proof. (i) This has been obtained in part I [5]. Note that the multiplier is unique.
(ii) We check the Legendre form condition. For this, we apply the Goh transformation
to the example. For (v, z) solution of the linearized state equation we define

(B.23) B:=gb=g1(t)ci(x); &:=2z— Bw= (21 —jhw)a

and we observe that & = &;¢; is solution of

(B.24) £+ A¢ = —(AB + B)w; £(0) = 0;

where

(B.25) AB+ B = (r* —@)B +j1c1 = (7 — @)ih + 1)ca
so that

(B.26) &4 (72 —w)é = Blw, B' = (72 — @)1 + 11

For checking the Legendre condition ((ii) of Theorem 4.5), we have to check the
uniform positivity of the coefficient of w? in Q. This trivially holds on the second and
third arcs, since then p and therefore x vanish, so that the coefficient of w? reduces
to fQ ky? = 71(t)? > 1. We now detail the computation for the first arc. Replacing z
by &€ + Bw in the quadratic form Q[p](v, z) we have

(B.27) Q—/Q((£+Bw)2+pv(g+Bw))dxdt+/Q(g(-,T)+B(~,T)w(T))2dx.

For the second term in the first integral we have
(B.28)

T
d d
[ ot + Buyasae = | <p15w+§plgl<w2>> dt
o A at at

T

d d

= —/ <dt(p1§)w + %dt(mzﬂ)wQ) dt + [boundary-terms|.
0

T
= —/ (plBl + %jt(myl)) w?dt + [boundary-terms.
0

Finally we obtain that over the first arc, the coefficient of w? in the integral term of
Q is 2 4 €2t /4. Tt follows that Q[p](w, &[w]) is a Legendre form.

(iii) We check the uniform positivity condition. Any (w,h) € PC5 is such that w
vanishes on the two first arcs, and since the costate vanishes on the third arc we have
that, using g(x,t) = (4 — t)c1(x) on the third arc

(B.29)
R 3
Olp. 1)(€.w, h) = / /Q (€@, 1) + (4 — er (@)w(t))>dadt + / (€@, T) + hey (2))?da
3

Q
:/2 (€00 + (4 — yw()2dt + (&1(T) + h)2.

This is a Legendre form over L%(2,3), and so it is coercive iff it has positive values
except at 0. If the value is zero then w(t) = &;(¢)/(t —4) so that £ vanishes identically
and therefore w also, and h = 0. The conclusion follows. O
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