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Abstract. Propagation of Cortico-Cortical Evoked Potentials (CCEPs)
varies depending on numerous structural features of brain tissue. In this
work, we show that dMRI-based connectivity enriched with microstruc-
ture data has the potential to measure cortico-cortical communication
as it predicts CCEP-based effective connectivity. Our multiple linear
regression model incorporates q-space indices like Q-space Inverse Vari-
ance, Non-Gaussianity and Return to Plane Probability with minimum
streamline lengths obtained from tractography to predict delays and am-
plitudes of the N1 peaks in CCEPs. In our experiment, we use presurgical
dMRI and intrasurgical ECoG recordings of 9 patients operated on brain
tumor in the awake condition.

1 Introduction

Propagation of Cortico-Cortical Evoked Potentials (CCEPs) varies depending on
numerous structural features of the brain tissue [1, 2]. In this work, we show that
dMRI-based connectivity enriched with microstructure data has the potential
to measure cortico-cortical communication as it predicts CCEP-based effective
connectivity. For this, we studied a group of 9 patients undergoing brain tumor
resection in the wide awake condition.

2 Methods

For each of the 9 patients (5 female, aged 40± 13), we acquired presurgical mul-
tishell dMRI (b ∈ {400, 800, 1550, 3100} [s/mm2] with {6, 13, 29, 51} directions,
respectively) and intrasurgical ECoG recordings in the exposed perisylvian lan-
guage area, as illustrated in Figure 1. Direct Electrical Stimulation (DES) of the



cortex induced a series of repetitive CCEPs, which we quantified with delays
and amplitudes of N1 peaks [1, 3]. Then, we trained linear regression models
to predict the above effective connectivity measures using variables describing
structural links between DES sites and ECoG recording electrodes, i.e. (i) log-
transformed streamline counts, (ii) minimum and (iii) median streamline lengths,
(iv) distances measured along the surface of white matter (WM).

Taking into account that propagation of evoked potentials is related to tissue
microstructure [4], we extended our set of variables obtained from dMRI with
common tensor-based and q-space indices: Fractional Anisotropy (FA); Mean
(MD), Axial (AD), and Radial Diffusivities (RD); Return to Origin (RTOP),
Axis (RTAP), and Plane Probabilities (RTPP); Mean Squared Displacement
(MSD), Q-space Inverse Variance (QIV), Non-Gaussianity (NG), and parallel
(NG‖) and perpendicular Non-Gaussianity (NG⊥). Our approach was strictly
data-driven. We applied stepwise regression on the full set of indices for a feature
selection. Also, we arranged the streamlines in the ascending order with respect
to their lengths and tested various subsets of streamlines restricted with low-

Fig. 1: ECoG electrodes for recording CCEPs in Patient 1. The scheme illus-
trates the presurgical planning of the locations of electrodes (red circles) and
stimulation sites (green crosses) using the tractography-based dissections of Ar-
cuate Fasciculus and Superior Longitudinal Fasciculus III (both pictured jointly
as blue streamlines).



pass and high-pass filters with cut-off values defined by percentiles of lengths
plower, pupper ∈ {0, 10, 20, ..., 100}.

3 Results

The linear regression models which used macrostructure information only (abbr.
macrostructure only) produced comparable mean residuals for each of the four in-
put measures, nonetheless a dispersion of residuals was relatively high (Table 1).
Variances of the effective connectivity data were best explained by minimum
streamline lengths (Figure 2), for which R2 scores were the highest (Table 1).

The stepwise regression method gave consistent results regarding microstruc-
ture features selection (Table 1): QIV was chosen in all the four models aimed
at predicting N1 delays, while FA, NG⊥, and RTPP appeared in the models
based on the streamline lengths. Analogously, for predicting N1 amplitudes, the
stepwise regression method selected FA and NG⊥.

The models based on a combination of macro- and microstructure data
reached higher prediction accuracy than the ones using macrostructure only.
However, their performance varied depending on the length of streamlines along
which the microstructure indices were computed (Figure 3). While predicting
the N1 delays with minimum streamline lengths and {QIV, FA, NG⊥, RTPP},
the R2 scores were highest and least dispersed when all the streamlines were
included. Meanwhile, for predicting the N1 amplitudes, it was better to re-
move a shorter half of the streamlines from the data set. Also note that the
macrostructure only models visibly overestimated the low values of N1 delays
and N1 amplitudes, yet understimated the high ones (Figure 3). An inclusion of
the microstructure indices helped reduce this bias.

Table 1: Macro- and microstructure information allowed to predict the N1 delays
and N1 amplitudes using the linear regression models. The combined model
outperformed the macrostructure only variant in N1 delays (t-statistic: -1.72)
and N1 amplitudes (t-statistic: -1.19). The included microstructure indices are
provided in the last column. Abbreviations: QIV – Q-space Inverse Variance, FA
– Fractional Anisotropy, NG⊥ – perpendicular Non-Gaussianity, and RTPP –
Return To Plane Probability.



Fig. 2: Scatter plots showing the positive correlation between: (a) N1 delays and
minimum streamline lengths, (b) N1 amplitudes and the inverse of minimum
streamline lengths (both in Patient 7).

4 Discussion

We hypothesized that the propagation of N1 peaks in CCEPs depends on the
macro- and microstructural properties of the WM fibers connecting the pyrami-
dal cells excited with DES and the distal recording areas. The observed increases
of the R2 scores and decreases of the mean squared residuals after including the
microstructure-related indices in our linear regression models imply tangibly that
these variables contained information about the propagation of CCEPs and thus
can serve as a measure of cortico-cortical comunication.

The presence of FA among the features selected with the stepwise regression
method is by far the most intuitive. This tensor-based index relates, although



Fig. 3: The accuracy of prediction of N1 delays and N1 amplitudes varied depend-
ing on the lengths of streamlines used for computing microstructure information.
The mean R2 scores with standard deviations for various lower and upper cut-off
percentiles are shown for (a) N1 delays and (d) N1 amplitudes. The four remain-
ing figures are Bland-Altman plots illustrating the prediction accuracy obtained
with the leave-one-patient-out cross-validation for the macrostructure only cases
(b and e) or macro- and microstructure cases with best cut-off values.

non-specifically, to numerous properties of WM microstructure, including fiber
density, neurites dispersion, axonal diameter, and myelination level [5]. Also note
that QIV appeared systematically in all the studied regression models for the
N1 delays. As pointed out by Fick et al. [6], this index reflects changes in tissue
composition and is probably more sensible in doing so than FA. Another notable
example is RTPP which is typically attributed to the length of a pore [7]. Addi-
tionally, it doesn’t require an angular integral and doesn’t suffer from the power
law phenomena [8]. However, RTPP feature was selected only once, so its rel-
evance in predicting the effective connectivity measures might be questionable.
Finally, the role of NG⊥ is most difficult to interpret. This index quantifies the
non-Gaussian, hence restricted, portion of the diffusion signal measured perpen-
dicularly to the principal fiber direction. However, one must keep in mind that
NG⊥ is computed under the assumption of an axial symmetry of a tissue, which
is often not satisfied.

5 Conclusion

In this study, we showed that brain tissue microstructure features help explain
the propagation of CCEPs. Particularly, the N1 delays and amplitudes measured



instrasurgically in brain tumor patients were linearly related to FA and q-space
indices quantifying axon dispersion and WM tissue composition. We believe
that our findings extend the clinical significance of microstructure indices and
contribute to the goal of understanding the propagation of CCEPs.
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