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Abstract—Terrestrial wireless infrastructure-based networks
do not always guarantee that their resources will be shared
uniformly by nodes in vehicular networks mostly due to the
uneven and dynamic distribution of vehicles in the network as
well as path loss effects. In this paper, we leverage multiple fifth-
generation (5G) unmanned aerial vehicles (UAVs) to enhance net-
work resource allocation among vehicles by positioning UAVs on-
demand as "flying communication infrastructure". We propose
a deep reinforcement learning (DRL) approach to determine the
position of UAVs in order to improve the fairness and efficiency
of network resource allocation while considering the UAVs’ flying
range, communication range, and limited energy resources. We
use a parametric fairness function for resource allocation that
can be tuned to reach different allocation objectives ranging
from maximizing the total throughput of vehicles, maximizing
minimum throughput, as well as achieving proportional band-
width allocation. Simulation results show that the proposed DRL
approach to UAV positioning can help improve network resource
allocation according to the targeted fairness objective.

Index Terms—Unmanned aerial vehicles (UAV), fifth-
generation (5G), fairness, deep reinforcement learning (DRL).

I. INTRODUCTION

Even though it is expected that wireless communication
will become increasingly more ubiquitous and accessible in
urban regions through base stations (BSs), road-side units
(RSUs), the quality of service experienced by wireless users
may vary significantly especially due to the uneven and highly
dynamic distribution of vehicles as well as communication
channel impairments (e.g., path loss). Employing unmanned
aerial vehicles (UAVs) to complement existing wireless com-
munication infrastructure deployments, in particular, to assist
in vehicular communication, has been the topic of a number
of recent research efforts [1]–[3]. Their ability to provide
line-of-sight (LoS) links, coupled with their agility and rapid
deployability, enable UAVs to be deployed on-demand to serve
as "flying access points". As such, they can assist the installed
communication infrastructure in providing adequate commu-
nication services, especially in highly dynamic scenarios such
as vehicular networks in urban, suburban, and rural regions.
This holds particularly for fifth-generation (5G) and beyond
networks, in which LoS communication is critical due to
diffraction and material penetration effects which incur greater
attenuation [4].

However, deploying UAVs to provide sufficient commu-
nication coverage to vehicles "anywhere, anytime" is quite
challenging given that: UAVs have limited communication
range, are power-constrained [5], and there will only a
limited number of UAVs to cover a certain region. Addi-
tionally, UAV location is in three-dimensional (3D) space,
which means that their communication channel characteristics
vary not only with their location relative to the ground but
also their altitude. Therefore, UAV placement over time needs
to consider a number of aspects including vehicle location
and their bandwidth requirements, the capacity of the local
terrestrial communication infrastructure, as well as the UAV
energy budget and communication capability.

Some previous efforts on UAV placement try to maximize
aggregate throughput [6]–[8], while some other proposals aim
to maximize the number of users under service [9]. However,
these approaches are either specific in their optimization target
or may create scenarios of unfair resource allocation as they
tend to provide resources to well-connected vehicles while
ignoring or under-serving poorly connected ones.

Recently, computational intelligence, in particular machine
learning (ML), has gained significant traction as a powerful
tool to address challenges posed by new, more complex prob-
lems in a variety of disciplines and domains. The widespread
use of ML techniques has been fueled in part by the ever-
increasing availability of computing power. As networks and
their applications become increasingly more complex and het-
erogeneous, they too can benefit from ML approaches which
can learn and adapt to network- and application dynamics
automatically and autonomously. Some ML techniques do
not require a priori knowledge of the operating environment,
but they acquire this knowledge as they operate and adjust
accordingly without the need for complex mathematical mod-
els of the system. In particular, deep reinforcement learning
(DRL) [10], [11] has been viewed as a promising solution for
dynamic UAV placement [8], [12] since it is well-suited to
tackle problems that require longer-term planning using high-
dimensional observations; additionally, it uses powerful deep
neural networks to build a higher-level understanding of the
target environment with limited- or even no prior knowledge.

In this paper, we propose a DRL-based approach to perform
optimal, real-time UAV placement in order to achieve fair and



efficient bandwidth allocation in 5G vehicular networks. To
this end, we model the problem of dynamic UAV placement
as an optimization problem whose goal is to maximize a global
objective fairness function calculated over the communication
bandwidth allocated to vehicles while accounting for (i) the
aggregate communication resources, i.e., bandwidth, provided
by ground wireless communication infrastructure and deployed
UAVs, (ii) the time-varying vehicles’ location, and (iii) the
UAVs’ energy budget. By employing a parametric fairness
function, which is inspired by previous work on Internet
resource allocation (e.g., [13]), as an objective function, UAVs
are dynamically placed in such a way as to realize different al-
location strategies including maximizing aggregate throughput
of vehicles, maximizing minimum vehicle throughput, as well
as achieving proportional fairness over vehicle’s throughput.
We evaluate the performance of the proposed DRL-based UAV
placement framework by means of simulations driven by real-
world vehicle mobility traces.

The remainder of the paper is organized as follows. Sec-
tion II provides an overview of related work. Section III
describes our system model including the underlying com-
munication channel and deployed infrastructure, UAV energy
consumption, as well as vehicle spatial and temporal dis-
tribution. Section IV formulates UAV placement as a non-
linear optimization problem and uses time discretization to
approximate. Section V introduces the proposed DRL-based
method to solve the proposed problem. Section VI describes
our experimental methodology and presents results. Finally,
Section VII concludes the paper.

II. RELATED WORK

Optimizing dynamic placement of UAVs to improve the
performance of communication networks is complex and
challenging and has been the focus of a number of research
efforts in recent years. Early work focused on single UAV
placement [7], [9]. Other efforts explored the use of UAV
swarms. For example, [14] proposes to minimize the number
of UAVs to ensure coverage of all users, and [15] suggests
to maximize the total coverage areas. The placement problem
is even more complex when multiple UAVs are considered,
with new challenges on UAVs’ cooperation and placement
algorithm efficiency.

Considering both high-dimensional state-space and time-
varying environments, ML-based technologies have been re-
cently utilized for solving challenging problems in UAV
placement [16], [17]. DRL provides a promising solution as
it can handle efficiently a high-dimensional state-space and
time-varying environment. Recently, a few works have been
conducted to investigate the use of DRL for the placement of
multiple UAVs. In [6], a DRL-based approach for UAV place-
ment that complements terrestrial communication to maximize
total network throughput is proposed, and in [8], DRL is also
used to place UAVs to maximize aggregate network throughput
while simultaneously balancing traffic load across UAVs. The
work reported in [18] explores DRL to maintain acceptable
QoS for each vehicle and minimize the number of UAVs.

The authors of [12] study energy-efficient UAV placement
with DRL considering the fairness on coverage time. This
work tries to even the cells’ serving time by UAVs, without
considering the users’ communication quality.

Unlike previous work, we consider a novel and important
objective for dynamic UAV placement, namely network re-
source allocation fairness such that vehicles have access to a
fair share of the network bandwidth. To achieve this goal, we
use a parametric fairness function inspired by early work on
Internet resource allocation [13] as objective and maximize it
over the offered load from vehicles.

III. SYSTEM MODEL

As illustrated in Fig. 1, we consider a scenario of a limited
region and with some terrestrial communication infrastructures
deployed. UAVs, indexed by * = {D1, . . . , D# }, are air-
wireless access points serving vehicles on the ground. Thus,
the communication infrastructures of this scenario includes
a set of BS, RSUs and UAVs, which we denoted as � =

{(, ',*}. The distance between two points in the space is
defined as 38, 9 =

;8 − ; 9, with ‖·‖ denoting the Euclidean
norm, and ;8 is the location of one device. Besides, there
are charging stations with location ;2ℎ0A64 to support UAV
charging. Vehicles that have close geographic location have a
similar distance to the access point, thus, we can aggregate
them into groups based on location, which we define them at
the cell level. The set of cells in the region is defined as �.
The parameters used are shown in TABLE I.
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Fig. 1: Scenarios for UAV-assisted vehicular network

A. Channel Model

The signal-to-noise-ratio (SNR) between an infrastructure
node 8 (BS, UAV or RSU) to a vehicle E can be expressed
based on the average path loss defined in [19] as:

[8,E =
d8,E

10i8,E/10f2
, (1)

where d8,E is the transmission power, i8,E
4
= E

[
i8,E

]
is the

expected path loss, and f2 is the additive white Gaussian noise
power at the receiver. We assume that the total bandwidth of
an infrastructure node 8 is �8 and that this bandwidth is divided
among the associated vehicles equally. The achievable rate of
vehicle E (in bps) can be denoted as

GE =
∑
8∈�

c8,E
�8

#8
;>62 (1 + [8,E ), (2)



TABLE I: List of notations used

Notation Description
� The set of all communication infrastructures.
(, ' The set of BSs and RSUs.
* The set of UAVs, whose number is # .
+ The set of vehicles, whose number is |+ |.
� The set of cells in the region, whose number is |� |.
� The vector of the number of vehicles in all cells.
R Coverage radius of a communication infrastructure.
; Location of devices with coordinate (;G , ;H , ℎ) , ;G and

;H are the horizontal coordinates and ℎ is the elevation.
L The locations of UAVs.
38, 9 Distance between two nodes 8 and 9.
i The path loss of channel in dB.
- The access rate vectors of vehicles - = {G1, ..., G|+ | }.
GE Access rate of the vehicle E in bps.
� U (- ) The fairness criteria for vector - with U.
cE,8 The binary accessing indicator to denote if the infras-

tructure node 8 offer service to the vehicle E .
% (E) UAV energy consumption (J/s) with speed E .
Δg Time interval between two steps.
Δ�D The energy consumption of UAV D.
�D,C The residual power of the UAV D at time C .
)D,C Time cost of UAVs for flying in time step C .

where c8,E is a binary association indicator, c8,E = 1 denoting
that infrastructure node 8 offers access service to vehicle E,
and c8,E = 0 otherwise; #8 =

∑
E∈+ c8,E is the number of

vehicles under service of the infrastructure node 8. If a vehicle
is in a range of more than one infrastructure node, we add the
following constraint

∑
8∈� c8,E = 1 to ensure that it can only

be served by one infrastructure node.
Depending on the altitude of communication nodes, dif-

ferent channel models can be used to account for different
propagation conditions. For UAV-assisted communication, it
can be separated into two propagation slices, namely, ground-
to-ground (G2G) and air-to-ground (A2G) [3].

1) Ground-to-ground Channels: G2G channel is below
10 m and 22.5 m for suburban and urban environments,
respectively. G2G channels include communication between
BSs, RSUs, and vehicles. Their large-scale channel attenuation
(in dB) include distance-dependent path loss, whose classical
model is log-distance path loss [2], [20] defined as follows:

i8,E = 10Z log 10 (38,E ) + -0 + -f , (3)

where Z is the path loss exponent that usually is in the range
between 2 and 6; -0 is the path loss at a reference distance
with definition as -0 = 20 log( 4c 5230

2
), 30 being the free-space

reference distance, 52 is the carrier frequency and 2 is the
light speed. -f ∼ N(0, f2) is the shadowing effect, which
is modeled as a normal (Gaussian) random variable with zero
mean and a certain variance f2. Thus, the average path loss
is equal to i8,E = 10Z log 10 (38,E ) + -0.

2) Air-to-ground Channels: Obstructed A2G channel is in
the range of 22.5-100 m for urban environments. Such a chan-
nel usually experiences a higher line-of-sight (LoS) probability
than ground channels, however, it is still not 100%. In our
scenario, UAVs communicate with ground vehicles in their
coverage simultaneously by employing orthogonal frequency-
division multiple access (OFDMA). For UAV-Vehicle (U2V)

communication, the mmWave channel of 5G is used. The
mmWave propagation channel of the U2V link is modeled
using the standard log-normal shadowing model with LoS and
non-line-of-sight (NLoS) links by choosing specific channel
parameters [19]. In this model, the general path loss (in dB)
between a UAV D and a vehicle E is defined as:

iD,E =

{
10Z!>( log(3D,E ) + -0 + -f!>(

, if LoS,
10Z#!>( log(3D,E ) + -0 + -f#!>(

, if NLoS, (4)

where Z!>( and Z#!>( are the path loss exponents of LoS and
NLoS links; -f!>(

and -f#!>(
are the shadowing random

variables which are, respectively, represented as the Gaussian
random variables (in dB) with zero means and f!>( and
f#!>( as standard deviations. -0 = 20 log( 4c 5<30

2
) is the

reference path loss in the band of carrier frequency 5< of
mmWave and at reference distance 30.

The probability of having LoS transmission between UAVs
and vehicles is expressed in [21] as:

%!>(D,E =
1

1 + 04−1 (−\D,E−0)
, ∀8 ∈ *, E ∈ +, (5)

where 0 and 1 are constants that depend on the environment
(e.g., the environment density, such as rural, urban); and \

is the elevation angle of a point on the ground with respect
to a UAV (measured in degrees), can be expressed as \D,E =
180
c

sin−1 ( ℎD
3D,E
). Thus, the average path loss of A2G channels

can be expressed as:

iD,E = %
!>(
D,E i

!>(
D,E + %#!>(D,E i#!>(D,E , (6)

where the probability of having NLoS is defined as %#!>(D,E =

1 − %!>(D,E . Besides, for high-altitude A2G (depending on the
environment, e.g. in the range 100-300 m), the propagation is
close to the free-space case. Thus, only LoS channel model is
used, and iD,E = i

!>(
D,E .

B. Communications Coverage Model

We assume that RSUs are unmovable, thus their coverage
radius is fixed and denoted as RA for RSU A . For each UAV,
given its height ℎD , the path loss increases with the distance.
Thus, the coverage of UAV D is defined as the maximum radius
in which the path loss is below a value (i0). The radius is

defined as RD =

√
32

0 − ℎ
2
D , where 30 is the maximum distance

between UAV D and the ground 30 = arg max3 (iD,E ≤ i0).
We introduce Booleans to describe whether vehicles are in

the coverage scope of infrastructure nodes or not, and they are
defined as:

∀ 8 ∈ �, E ∈ + : 4E,8 =

{
1, 38,E 6 R8 ,
0, 38,E > R8 ,

where R8 is the coverage radius of infrastructure node 8. The
set of candidate access points of vehicles is denoted as "E =

{8 |4E,8 = 1, 8 ∈ �}. If the number of candidate access points
is more than one, we assumed that the sequence of priority
is UAV, RSU, and then BS. This means that if a vehicle is
in the coverage of both a UAV and an RSU, it should choose
the UAV; and only the vehicles that are out of any coverage



of RSUs and UAVs are controlled by the BS. If a vehicle is
under two UAVs (or RSUs), it will choose the one with the
shortest distance. Then, the definition of the access point of a
vehicle E is given by:

<E =


arg minD∈* 3E,D , if

∑
D∈* 4E,D > 0,

arg minA ∈' 3E,A , if
∑
D∈* 4E,D = 0,

∑
A ∈' 4E,A > 0,

( , otherwise.

Thus, the factor c8,E in (2) is equal to 1 if <E = 8.

C. UAV Energy Consumption Model

Energy consumption for rotary-wing UAVs with speed E

is modeled in [22], whose definition includes three items,
namely, blade profile power, induced power, and parasite
power. It physically represents the UAV energy consumption
per second in Joule/second (J/s) with speed E:

%(E) = %0 (1 +
3E2

E2
0
) + %1

(√
1 + E4

4E4
1
− E2

2E2
1

)1/2

+ 1
2
%2E

3, (7)

where the %0, %1 and %2 are coefficients of blade profile
power, induced power, and parasite power, respectively. These
coefficients are related to the aircraft’s weight, air density,
fuselage drag ratio, and rotor solidity, etc. E0 and E1 denote
the tip speed of the rotor blade and the mean rotor induced
velocity in hovering. We note that when the UAV is hovering
with speed E = 0, the energy consumption is %ℎ

4
= %0 + %1.

Combining both the propulsion energy and the communica-
tion related energy, the energy consumption of each UAV at
time interval ) can be expressed as:

Δ�D =

∫ )

0

(
%(EC ) + %2

∑
8∈+C

cD,8,C

)
3C, ∀D ∈ *. (8)

We assume that the communication related power is a constant
in Watt (W), which is denoted as %2 . +C is the set of vehicles
at time C.

D. Spatial and Temporal Distribution of Vehicles

As mentioned before, we aggregate vehicles that have close
geographic locations into groups, which we call them cells.
To describe the characteristics of vehicles’ distribution, we
defined several factors to show their spatial and temporal
variation in cells.

1) Spatial Variation: This factor can be used to show the
variability in the number of vehicles between the cells. It is
defined as the coefficient of variation, which is expressed as
the ratio of the standard deviation f to the mean ` as

(+ (�) = f(�)
`(�) , (9)

where � is the set of the number of vehicles in all cells
denoted as � = {|+1 |, |+2 |, ...|+|� | |}, and |+8 | is the number of
vehicles in the cell 8.

2) Temporal Variation: For each cell, we define another
two factors to describe the temporal variation in the number
of vehicles. First, to normalize the number of vehicles per cell,
we define the proportion of the number of vehicles as

∀6 ∈ �, C ∈ [0, )] : b6,C =
|+6,C |∑
8∈� |+8,C |

,

where |+6,C | is the number of vehicles in the cell 6 at time
step C, and � the total set of cells. Then, the time coefficient
of variation (TCV) is proposed to describe the variation on
vehicles’ distribution over time from 0 to ) . The TCV is the
mean coefficient of variation of the time varying number of
vehicles over all cells in �,

)�+ (b6) =
1
|� |

∑
6∈�

f(b6)
`(b6)

, (10)

where b6 is the vector of proportional number of vehicles
per cell 6 over the time period, which is a defined as b6 =
{b6,C |C ∈ [0, )]}. Besides, to describe the variation on each
cell over adjacent time steps, the step coefficient of variation
(SCV) is proposed. It is the average change in b6 between two
adjacent time steps over all cells 6, which is defined as

(�+ (b6) =
∑
6∈�

∑)
C=1 |b6,C − b6,C−1 |
|� |) . (11)

IV. PROBLEM FORMULATION

A. Model of Placement Optimization

The problem of UAVs’ dynamic placement can be for-
mulated as follows: given a limited region in which some
terrestrial communication infrastructures have been deployed,
we try to find the optimal placement of a limited number of
UAVs # with an objective function calculated over the band-
width allocated to vehicles. We want our objective function
to account for the fairness of the allocation of the aggregate
network resources, both UAVs and terrestrial. For that, we
consider that at the beginning (C = 0) all of the UAVs
are located at the charge station. The optimization of UAVs
dynamic placement with the variable L can be modeled as
follows:

max
L

∫ )

0

�U (-C )
|+C |

3C

s.t. ∀D ∈ *, C ∈ ) :
;G<8= ≤ ;GD,C ≤ ;G<0G , (12)
;
H

<8=
≤ ;HD,C ≤ ;

H
<0G , (13)

ℎ<8= ≤ ℎD,C ≤ ℎ<0G , (14)
�D,C > 0. (15)

This problem has three main constraints. Firstly, UAVs’ lo-
cations should be within the limited region and between the
lower-bound ;<8= and the upper-bound ;<0G with constraints of
equations (12), (13) and (14). Secondly, the UAVs shouldn’t
be out of energy, and they can go back for charging with
variables to be ;D = ;2ℎ0A64. Depending on whether UAVs’



target position is a charge station or not, we can class the
UAVs into two categories: working UAVs and charging UAVs.

The objective of the maximization is a sum over time,
normalized by the time-varying number of vehicles, of a
parametric function modeling the fairness and efficiency of
the allocation of network resources, UAVs, and terrestrial.
To account for as many bandwidth allocation scenarios as
possible, we use a parametric fairness function that is widely
known in the literature on resource allocation on the Internet
and TCP congestion control. Given a positive constant U and
access rate vectors of vehicles - = {G1, ..., G |+ |}, this fairness
function is given in [13] as

�U (-) =
{

1
1−U

∑ |+ |
E=1 G

1−U
E , if U ≠ 1,∑ |+ |

E=1 log GE , otherwise.
(16)

This function corresponds to the sum of vehicles’ access rates
(namely total throughput) as U→ 0; the proportional fairness
when U → 1; the harmonic mean fairness when U → 2; the
max-min fairness when U → ∞, which tries to maximize
the minimum access rate overall vehicles by giving priority
to vehicles that have achieved lowest data rate. Proportional
fair and harmonic mean fair allocations are trade-offs between
maximizing total throughput and max-min fair allocations.
The first scenario of U = 0 is the mere scenario where
the throughput is maximized independently of any fairness
consideration.

B. Time Discretization for the Problem

An intuitive way to maximize fairness is to select the opti-
mal locations at each time interval of Δg. The time discretiza-
tion variables are L = {!C |C ∈ [1, )]}, and !C = {;D,C |D ∈ *}.
The UAVs are assumed to have two states in each time interval,
namely, flying to the target locations and hovering to serve
the incoming flows, or flying back to the charge station and
charging. During the flying period, we assume that the UAVs
have a constant velocity of E<. The time cost by UAV D for
flying from the current location ;D,C−1 to the target location
;D,C , which may be different from each other, is denoted as:

)D,C =
| |;D,C − ;D,C−1 | |

E<
, ∀D ∈ *.

Based on the flying time, the ascending order of the UAVs’
arriving to offer service of time step C is defined as IC . Δ)
refers to the time interval between two consecutively arrivals
of UAVs as shown in Fig. 2. The time interval of i-th arrivals
in time slot C can be expressed as:

Δ)8,C =

{
Δg − )D8 ,C , if D8 is last to arrive
)D8+1 ,C − )D8 ,C , otherwise

. (17)

where )D8 ,C is the time cost for flying of the i-th arrival UAV
D8 . During Δ)8,C , the first 8 arriving UAVs can offer services.
Especially, when the last one arrived at the target location, all
the working UAVs will offer services till the end of this time
slot Δg. In addition, if a UAV with )D,C ≥ Δg, it won’t have
time to work as the access points in this time slot.

0 Tu1,1 ∆τ 

∆Ti,t

t = 1 t = 2

Tun,1
…

∆Tn,t

Tu2,1

…

…

Fig. 2: Time interval between the arrival of UAVs

During the hovering period, the UAVs hover at their target
locations and serve the incoming flows. The mean fairness
value of each step is defined as

5 UC =

∑
8∈IC �

U (-C ,8)Δ)8,C
|+C |Δg

, (18)

where -C ,8 is the vector of access rate of vehicles when the i-th
UAV arrived to offer services in time C. -C ,8 is calculated based
on the mean distribution of vehicles over the time slot C, and
|+C | is the mean number of vehicles. The objective function
can be approximated as

∑)
C=0 5

U
C .

To make sure each UAV is not out of energy, we assume
that when its energy �D,C is less than some level �̃ (e.g. 10%),
it needs to go back to the charging station. We used Boolean
parameters qD to denote whether UAV D is in service (with
value 1), or out of service to charge (with value 0).

∀ D ∈ * : qD,C =

{
0, if �D,C 6 �̃
1, otherwise

. (19)

Equation (8) can be reformulated as:

Δ�D,C = %(E<))D,C + qD,C (%ℎ + %2#D,C ) (Δg − )D,C ), (20)

where #D,C is the number of vehicles that are connected with
UAV D with definition as #D,C =

∑
8∈+C c

D
8,C

. The first item is
the flying power, the second item is the hovering and service
power. If the UAVs are selected to go back to charge with
qD,C = 0, there would be no power cost for hovering and offer
services. The updating of the battery of UAVs is expressed as:

∀ D ∈ * : �D,C+1 =

{
�D,C − Δ�D,C , if qD,C = 1
� 5 D;; , if qD,C = 0

, (21)

where � 5 D;; denotes the capacity of UAVs’ battery.

V. DRL FOR UAVS’ DYNAMIC PLACEMENT

In this section, we introduce the proposed DRL-based
method to solve the UAVs’ dynamic placement problem.

A. DRL-based Problem Description

We model trial-and-error learning as the Markov decision
process (MDP). At each time C, the agent observes the current
state BC of the interactive environment and gives an action 0C
according to its policy. Then, the environment returns reward
AC as feedback, and translates to the next state BC+1 according
to the transition probability %(BC+1 |BC , 0). The goal to find an
optimal policy can be formulated as the mathematical problem
of maximizing the expectation of cumulative discounted return
'C =

∑)
:=C W

:−CA: , where W ∈ [0, 1] is a discount factor for
future rewards to dampen the effect of future rewards on the



action; A: is the reward of each step, and ) is the time horizon
before game over.

In our scenario, we assumed that the agent is deployed in
a BS. The vehicles and UAVs in the managed region send
their states (e.g. geographic locations) to the agent through
the network periodically, e.g. every 2 minutes. Thus, the agent
can obtain the vehicular traffic of the environment as well as
the state of UAVs. Then, the agent makes decisions on UAVs’
next locations considering the states. Next, the agent sends
the decisions back to UAVs. Noticed that the UAVs’ locations
can’t be out of communication coverage, thus, there are some
constraints on the actions. The UAVs follow instructions from
the agent and fly to their target locations. The key definitions
of DRL for UAV placement are expressed as follows.
State Space: The state is defined as BC = {�C , !C , �C } of each
time step C. Firstly, the state should include the distribution
of vehicles �C , which is a vector of the mean number of
vehicles in all cells over the time interval of Δg. Secondly,
the current locations of UAVs would affect the decisions on
the next locations, thus, the vector of current UAVs’ locations
!C = {;D,C |D ∈ *} is used as the input. Then, the last item is
the vector of UAVs’ residual energy �C = {�D,C |D ∈ *}, which
can also affect the decisions on next locations. For example.
UAVs may prefer to fly nearby to save energy and offer service
for a longer time when the reward is inadequate to let them
fly far away.
Action Space: The action is defined as a vector of UAVs’
normalized locations 0C = {FD1 ,C , ..., FD# ,C } of each time step
C, in which FD,C = {FGD,C , F

H
D,C , F

ℎ
D,C } is a vector denoted the

normalized 3D coordinates of the UAV D. The next location of
the UAV D can be calculated with ;GD,C = F

G
D,C (;G<0G − ;G<8=) +

;G
<8=

, and for the other two coordinates are similar. In this
way, the UAVs’ locations are limited to some a certain range.
Besides, the UAVs’ next locations depend on not only the
action 0C but the charging factor qC . Then, the next location
of UAV D is defined as:

∀ D ∈ * : ;D,C =

{
;D,C , if qD,C = 1
;2ℎ0A64, if qD,C = 0

. (22)

Reward: The value of reward depends both on the current
state and on the taken action. In this problem, the reward is
defined as the increment ratio of fairness value of vehicles’
accessing rate to the original fairness value without UAVs
working for communication, which is

AC =
( 5 UC − 5 UC (0))
| 5 UC (0) |

(23)

where 5 UC is expressed in (18), and 5 UC (0) is the original
fairness value without UAVs working for communication.

B. DRL-based Training Algorithm

Deep Deterministic Policy Gradient (DDPG) [23] is used as
the training algorithm for UAVs’ placement shown in Fig. 3.
Actor: The actor is responsible for making actions 0 based
on the observed states B. The actor is designed to be a neural
network, which takes continuous policies ` with regard to
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Fig. 3: DDPG for UAV dynamic placement.

parameters \`. As for deterministic policies, we define actions
as 0 = `(B |\`).
Critic: The critic is fed with states B and actions 0. The critic
&(B, 0 |\&) is defined as a action-value function for agent,
whose parameters are \&.
Target Networks: The target policy `′ is with parameters
\`
′
, and the target critic & ′ is with parameters \&

′
. These

parameters are periodically updated as:

\`
′ ← g\` + (1 − g)\`′ , \&′ ← g\& + (1 − g)\&′ , (24)

where g is a coefficient between 0 and 1.
Experience Replay Buffer: For off-policy training, the ex-
perience replay buffer, denoted as M, is used to store expe-
riences and offer samplings for training. It is in the form of
tuples, denoted as (B, 0, A, B′) with states, actions, rewards, and
successor states of the next time.

Based on the introduction of key components of DDPG, we
will explain the main process of DDPG with Fig. 3. In each
execution, first, to explore the action space, random noise is
added to the output of the actor-network 0 = `(B |\`) + N ,
where N is the exploration noise. Then, UAVs fly to the next
location and obtain the rewards A and new state B′. Next, the
experience (B, 0, A, B′) is stored in the experience replay buffer.
In each training episode, a batch of transitions is randomly
sampled for off-policy training. The parameters \` of the
actor-network are updated using the sampled policy gradient:

O\` � (`) = EB∼M [5\`&(B, `(B))]
= EB∼M [5\` `(B) 50 &(B, `(B))],

(25)

where the symbol E {·} denotes the expectation value, and
states B are sampled from experience replay buffer M. The
parameters \& of the critic network are updated to minimize
the loss:

L(\&) = EB,0,A ,B′∼M [&(B, 0) − (A + W& ′(B′, `′(B′)))]2, (26)

where the 4-tuples (B, 0, A, B′) are sampled fromM, and 0′ is
obtained with function 0′ = `′(B′) of the target actor.

C. Overhead Analysis

Although DRL is well-suited to tackle problems with
longer-term planning using high- dimensional observation, it
brings in more time to collect data and training, as well as costs
more memory resource for storing experiences. Firstly, we
analyze the computational complexity of the proposed DRL.



The deep neural network can be viewed as matrix multipli-
cation. Thus, the complexity for the actor is approximated
to O(|� |�#), where |� | is the number of cells, � is the
number of hidden layers, and # stands for the number of the
UAVs. Similarly, the complexity of the critic neural network is
approximated to O(|� |�#). The training procedure of DDPG
has approximate complexity O(#4? B#� |� |), where #4? is
the number of training episodes, and  B is the batch size. Thus,
the training is affected by the number of UAVs, which means
using more UAVs will increase complexity. For the real-time
execution, namely giving UAVs’ locations based on a state, the
complexity is approximated to O(|� |�#). However, if the
brute force method is used to find optimal locations, which
choose locations with the highest reward from  possible
locations, the complexity is O( # ). Noticed that this method
has high complexity. Secondly, the memory size depends on
the maximum number of transitions that can be stored in the
experience replay buffer, denoted as |M|. All data is assumed
in 32-bit float, thus, each state is 4( |� | + 4#) Bytes, each
action is 12# Bytes, and each reward is 4 Bytes. Then, one
transition is 8|� | +44#+4 Bytes, and the total size of memory
for the experience reply buffer is |M|(8|� | + 44# + 4) Bytes.

VI. EXPERIMENT AND RESULTS

We conduct the simulation to evaluate the performance of
the proposed DRL-based UAV dynamic placement. In this
section, we first introduce the evaluation settings and then
present results and analysis. Our code, as well as the data
used in our simulation, are uploaded to GitHub [24].
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Fig. 4: Map of Rio de Janeiro for experiments.
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A. Evaluation Settings

Fig. 4 shows the region used as the geographical footprint of
the experiments. This region consists of 3×3 km2 area of Rio
de Janeiro, Brazil, with a BS and a charging station located
at the center, and 3 RSUs. The BS has a coverage radius of

around 2 km, and each RSU has a 300 m coverage radius. For
UAVs, the coverage radius depends on its height, which is in
the range of 50 m to 100 m. Besides, the map is cut to 10*10
cells, thus, the number of cells |� | is 100. The replay buffer
|M| is set to be 50000, thus, the size of memory is around 50
MB.

TABLE II: List of notations used

Notation Description Value
52 , 5< The carrier frequency of cellular and mmWave 2, 38 Ghz
�8 Total bandwidth of BSs, UAVs and RSUs 60, 1, 1Mhz
E0 The tip speed of the rotor blade 120 m/s
E1 Mean rotor induced velocity in hover 4.03 m/s
E< The fix flying speed of UAVs 20 m/s
%0 The coefficient of blade profile power 79.85 J/s
%1 The coefficient of induced power 88.63 J/s
%2 The coefficient of parasite power 0.018 kg/m
%2 The communication power of UAVs 1 W
i0 The path loss rate limitation of UAVs -138 dBm
0, 1 The constants of (5) 10, 0.6
Z The path loss exponent of LoS and NLoS 2, 2.4
f2 The additive white Gaussian noise in (1) -95 dBm
� 5 D;; The capacity of UAVs’ battery 700 kwh

For vehicle mobility, and to be as realist as possible, we
use a dataset available in [25]. This dataset offers real-time
position data reported by buses from the city of Rio de Janeiro
(24h format). In this experiment, we select vehicle data of one
week i.e., s = 7, and we consider every 15 minutes to be
one step Δg = 15, which means that the agent takes actions
every 15 minutes. Thus, for one day, there are 96 steps in
total () = 96). Fig. 5 shows the number of vehicles |+C | with
the time C. The curve shows the 68% confidence interval of
the number of vehicles for 7 days. We analyze the characters
of vehicles’ distribution to assess traffic dynamic and possible
benefits of UAVs to improve communication. For the dataset,
the mean of SV over 7 days is 195%, which is defined as∑s

3=1
∑)

C=1 (+ (�3,C )
) s

where (+ is in (9), and �3,C is the set of
the number of vehicles in all cells at time C in day 3. The
mean of TCV defined in (10) and SCV in (11) over 7 days are
152.4% and 43.5%, respectively. These values show that the
distribution of vehicles varies greatly over time and between
cells. It should be possible to accommodate this variability by
placing UAVs differently and therefore improve the allocation
of resources according to the predetermined fairness objective.
Simulation parameters and their values are listed in TABLE II.

B. Results and Performance Evaluation

We first show some visualizing results of UAVs’ optimal
and dynamic placement in Fig. 6. It shows results from 7:00
to 9:00 with 2 UAVs and U = 0. In this figure, the residual
battery (green part) and used battery (red part) of UAVs are
also shown. Notice that U1 is lower than 10% in Fig. 6e and
consequently goes back to the charging station.
Performance with learning. We show the performance of our
proposed method in Fig. 7 with U = 1 and different numbers of
UAVs (# = 1, 2, 3, 4). The horizontal axis of this figure is the
learning episodes. The vertical axis represents the mean value
of accumulated rewards 1

s

∑s
3=1

∑)
C=1 AC . The curves show the
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Fig. 6: Locations and battery left of UAVs with U = 0 and # = 2 from 7:00 to 9:30.

68% confidence interval of reward for 7 days. We can conclude
that our proposed method using DDPG has good convergence.
Besides, with more UAVs, the algorithm needs more episodes
to converge, since the learning is more challenging with the
increasing dimension of states and actions. Similar results can
also be obtained with other U values.
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Fig. 7: Accumulated reward with training with U = 1.
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Performance compared with baselines. We show simulation
results for our proposed assignment methodology (called FD
for short) and compare them with three other approaches:
(1) Fairness-based placement using enumerations (called FE
for short), which choose locations with the highest reward
from  = 100 possible locations at each step. It is used to
show how good the DRL is compared with the brute force
method. (2) Maximum coverage placement [9] (called MC for
short) using DRL. Although it can cover vehicles as many as

possible by UAVs, it ignores the difference between vehicles
since some of them already have been good served. It is used
as a comparison since we want to show the importance of
cooperation with terrestrial infrastructures. (3) Coverage time
fairness [12] based placement using DRL (called TF for short).
It considers the fairness in coverage time but also ignores the
difference between covered areas due to the uneven traffic and
terrestrial infrastructures’ locations. (4) No UAVs (called NU).

We show the performance of mean fairness value of vehicles
� U (-C )
|+C | at different times with U = 1 and # = 2 compared with

the baselines. The curves show the 68% confidence interval
for 7 days. Combined with Fig. 5, we can see that the mean
fairness decreases with the increasing number of vehicles. For
example, during the rush hour between 6:00 and 21:00, the
means fairness is around 0.3, and between 2:00 to 4:00, it is
much higher at around 1.2. Besides, comparing with FE, MC,
TF, and NU, the mean improvement of FM is around 4.62%,
6.60%, 11.08%, and 23.88%, respectively.
Performance with different fairness factors. Fig. 9 shows
the cumulative distribution of vehicles’ access rates in Fig. 9a
and Fig. 9c, as well as the improvement in terms of the
cumulative distribution of vehicles’ access rates compared with
NU in Fig. 9b and Fig. 9d. These curves show performance
with 2 UAVs and different U. Fig. 9a illustrates the cumulative
probability from 1:00 am to 5:00 am in 7 days, whose rate is
mostly between 0.5 to 8 Mbps. Fig. 9c represents the rush
hour from 9:00 am to 13:00 am in 7 days, whose rate is
mostly between 0.2 to 1 Mbps. Seen from Fig. 9b and Fig. 9d,
compared with NU, all curves with different U values have
a significant improvement. Comparing different U values, we
can conclude that UAVs are more likely to serve vehicles at a
lower rate with a higher U value.

Fig. 10 shows the total throughput defined as the sum
of vehicles’ access rates with different values of U and
different numbers of UAVs. The lines show the interval for
7 days. We observe that when more UAVs are deployed in
the same environment, the overall throughput increases. The
total throughput grows with decreasing U, since lower U more
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Fig. 9: Cumulative distribution and improvement on cumula-
tive distribution of vehicles’ access rate with # = 2 from 1:00
to 5:00 (a)-(b) and from 9:00 to 13:00 (c)-(d).

inclines to improve the overall performance. In particular,
U = 0 has the highest total throughput as expected since the
objective of this allocation policy is true to maximize the total
throughput.
Performance with different numbers of UAVs. Fig. 11
shows the cumulative distribution of vehicles access rate for 7
days when U = 1. The four curves are with different numbers
of UAVs deployed (from 1 to 4). The more UAV deployed the
higher rate can be obtained. For example, around 27%, 35%,
40%, and 45% of vehicles have more than 0.4 Mbps with one
to four UAVs, respectively. With the other U values, similar
results can be observed.

In addition, Fig. 12 shows the access rate in time latitude
with different numbers of UAVs. Fig. 12a and Fig. 12b shows
the percentage of vehicles whose access rate is more than
1 Mbps and 0.5 Mbps. First, the more UAVs are deployed,
the higher the access rate, whether during rush hour or not.
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Fig. 10: Throughput with different numbers of UAVs and U.
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Fig. 11: Cumulative distribution of vehicles’ access rate with
U = 1.

Second, at the peak hours from 6:00 to 21:00, the improvement
by increasing the number of UAVs is more evident at a
lower rate, e.g., 0.5 Mbps. For other times of the day, the
improvement is more obvious for the upper part, e.g., 1 Mbps.
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Fig. 12: Performance with different numbers of UAVS

VII. CONCLUSION

In this paper, we leverage multiple 5G UAVs to enhance
network resource allocation among vehicles by dynamic place-
ment on-demand. We propose a DRL approach to determine
the position of UAVs to improve the fairness and efficiency of



network resource allocation while considering the UAVs’ fly-
ing range, communication range, and limited energy resources.
We use a parametric fairness function for resource allocation
that can be tuned to reach different allocation objectives
ranging from maximizing the total throughput of vehicles,
maximizing minimum throughput, as well as achieving pro-
portional bandwidth allocation. The results of our simulations
show that the dynamic placement of UAVs can improve the
fairness of communication. Besides, the UAVs’ locations are
affected by the setting of fairness criteria, since they have
different preference to serve different vehicles. Furthermore,
we demonstrate that by deploying more UAVs in the same
environment it is possible to improve fairness by serving more
vehicles poorly connected, but with the cost of increasing the
training time due to increasing computational complexity.
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