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Caching systems have long been crucial for improving the performance of a wide variety of

network and web based online applications. In such systems, end-to-end application performance

heavily depends on the fraction of objects transferred from the cache, also known as the cache
hit probability. Many caching policies have been proposed and implemented to improve the hit

probability. In this work, we propose a new method to compute an upper bound on hit probability

for all non-anticipative caching policies, for policies that have no knowledge of future requests.

Our key insight is to order the objects according to the ratio of their Hazard Rate (HR) function

values to their sizes and place in the cache the objects with the largest ratios till the cache capacity

is exhausted. Under mild statistical assumptions, we prove that this cache allocation based on

the HR-to-size ratio guarantees the maximum achievable hit probability for all non-anticipative

caching policies. We derive closed form expressions for the upper bound under some speci�c object

request arrival processes. We also provide simulation results to validate its correctness and to

compare it to the state-of-the-art upper bounds, such as produced by Bélády’s algorithm. We �nd

it to be tighter than state-of-the-art upper bounds for a variety of object request arrival processes.

1 INTRODUCTION
Caches are pervasive in computing systems, and their importance is re�ected in many networks

and distributed environments including content delivery networks. In such networks, the end

user quality of experience primarily depends on whether the requested object is cached near the

user. �us the cache hit probability, i.e., the percentage of requests satis�ed by the cache, plays an

important role in determining end-to-end application performance. Hence, the design of caching

algorithms typically focuses on maximizing the overall cache hit probability. Also, when object

sizes are equal, maximizing the cache hit probability corresponds to minimizing the expected

retrieval time, the load on the server and on the network.

One possible way to improve cache hit probability is by increasing cache capacity. However,

increasing cache capacity only logarithmically improves cache hit probability [2, 8]. �us improving

caching policies seems to be more e�ective for maximizing the overall cache hit probability. In

practice, most caches employ Least Recently Used (LRU) or its variants o�en coupled with call

admission or prefetching [6]. Apart from LRU, other well known eviction policies include Least
Frequently Used (LFU), First-In-First-Out (FIFO), and RANDOM. �ere has been plethora of work

[3, 5, 9, 16, 18, 22, 28] on improving cache hit probabilities in the literature. In order to gauge the

potential e�ectiveness of these eviction policies, an upper bound on maximum achievable cache hit

probability for a given cache capacity has been widely adopted [1].
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1.1 O�line Upper Bound
For equal size objects, Bélády’s algorithm or MIN [1] has been widely used as an upper bound for

cache hit probability among all non-anticipative caching policies. However, Bélády’s algorithm

is an o�ine algorithm, i.e., it assumes exact knowledge of future requests. O�ine upper bounds

on object hit probability have been proposed for variable (di�erent) size object [6]. O�en system

designers do not have access to the exact request trace, but can estimate the statistical properties of

the object request process such as the Inter-Request Time (IRT) distribution. Also, caching studies

typically include model driven simulations. �us the following natural question arises: with only
statistical knowledge of the object arrival process and no look ahead option, can we provide an upper
bound on the cache hit probability for any feasible non-anticipative caching policy?

1.2 Our Approach: Hazard Rate Based Upper Bound
When object requests follow the Independent Reference Model (IRM), i.e., when objects are refer-

enced independently with �xed probabilities, LFU is asymptotically optimal in terms of object hit

probability. However, general request processes are more complex and correlated.

In this work, we assume a larger class of statistical models for an object reference stream, see

Section 2.1 and Section 2.2 for more details. We also assume that the Hazard Rate (HR) function (or

conditional intensity) associated with this process is well de�ned and can be computed at all points

of time t . Here, the HR function is the conditional density of the occurrence of an object request at

time t , given the realization of the request process over the interval [0, t ) [11].

We now propose the HR based upper bound. At any time t we determine the HR values of each

object and place in the cache the objects that have the largest HR-to-size ratio till the cache capacity

is exhausted. We emphasize that we do not provide new caching policies that outperform other

policies but instead we provide upper bounds on cache hit probability.

Our contributions are summarized below:

(1) We present new upper bounds for cache hit probability among all non-anticipative caching

policies, in particular,

• an upper bound on the cache hit probability, for equal size objects;

• upper bounds on the byte and object hit probabilities, for variable size objects.

(2) We derive closed form expressions for the upper bound under some speci�c object request

arrival processes.

(3) We evaluate and compare the HR based upper bound with di�erent cache replacement

policies for both synthetic and real world traces.

�e rest of this paper is organized as follows. In Section 2 we formally present the HR based

upper bound for equal size objects. In Section 3 we develop HR based upper bound for variable

size objects. We consider four speci�c object request arrival processes in Section 4. We perform

simulation experiments to compare HR based upper bound with other policies in Section 5. Finally,

we conclude the paper in Section 6.

2 EQUAL SIZE OBJECTS
We consider a cache of capacity B serving requests for n distinct equal size objects. Without loss of

generality we assume that all objects have size one. Later in Section 3, we consider objects with

di�erent sizes. Let D = {1, . . . ,n} denote the set of objects, with n > B.

2.1 Number of Hits for General object Arrival Processes
Let {0 < Ti,1 < Ti,2 < · · · } denote the successive time epochs when object i is requested. Assume

{Ti,k }k is a regular point process, that is it possesses an intensity function [11, De�nition 7.1.I., p.
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213]. De�ne Xi,k = Ti,k − Ti,k−1 for k ≥ 2 and Xi,1 = Ti,1. For t > 0, de�ne Hi,t = {Ti,k ,k ≥ 1 :

Ti,k < t } to be the history of the point process {Ti,k }k in [0, t ).
Let {0 < T1 < T2 < · · · } be the point process resulting from the superposition of the point

processes {Ti,k }k , i = 1, . . . ,n. Call Rk ∈ {1, . . . ,n} the object requested at time Tk . De�ne

Ht = {(Tk ,Rk ),k ≥ 1 : Tk < t } to be the history of point processes {T1,k }k , . . . , {Tn,k }k in [0, t ).
Notice thatHi,t is right-continuous for all i and so isHt . In particular, Tk < HTk for all k .

De�ne ki (t ) = max{k ≥ 1 : Ti,k−1 < t }, so that exactly ki (t ) − 1 requests for object i have been

made in [0, t ) (by convention Ti,0 = 0).

Assume that the request object processes {T1,k }k , . . . , {Tn,k }k are conditionally independent

∀t > 0, in the sense that

P(T1,k1 (t ) ≥ t1, · · · ,Tn,kn (t ) ≥ tn | Ht ) =
n∏
i=1

P(Ti,ki (t ) ≥ ti | Hi,t ), (1)

for all t1 ≥ t , . . . , tn ≥ t .
GivenTi,k = ti,k for k ≥ 1, the hazard rate function of {Ti,k }k at time t is de�ned by the piecewise

function [11, De�nition 7.2.II, p. 231]

λ∗i (t ) =



d
dt P (Xi,1<t )
P (Xi,1>t )

, for 0 < t ≤ ti,1,

d
dt P (Xi,k<t−ti,k−1

|Ti, j=ti, j , j≤k−1)

P (Xi,k>t−ti,k−1
|Ti, j=ti, j , j≤k−1) , for ti,k−1 < t ≤ ti,k , k ≥ 2.

(2)

In (2) the existence of
d
dt P (Xi,1 < t ) and

d
dt P (Xi,k < t − ti,k−1 |Ti, j = ti, j , j ≤ k − 1) for k ≥ 2,

follows from the assumption that {Ti,k }k is a regular point process [11, De�nition 7.1.I., p. 213].

We assume that the cache is empty at time t = 0 to avoid unnecessary notational complexity

but all results in the paper hold without this assumption as long as the probability distribution

of the state of the cache is known at time t = 0. A caching policy π determines at any time t
which B objects among the n available objects are cached. Formally, π is a measurable deterministic

mapping from R × (R × {1, . . . ,n})∞ → SB (n), where SB (n) is the set of subsets of {1, . . . ,n} that

contain B elements. In this se�ing, π (t ,Ht ) gives the B objects that are cached at time t based on

the knowledge of the overall request process up to t . Let Π be the collection of all such policies.

Note that policies in Π are non-anticipative, in that they do not know when future requests will

occur.

We will only consider deterministic policies although the se�ing can easily be extended to

random policies (in this case π : R × (R × {1, . . . ,n})∞ → Q (SB (n)), where Q (SB (n)) is the set of

probability distributions on SB (n)).
We introduce the hazard rate based rule for equal-size objects, abbreviated to HR-E. At any time t

and given Ht , HR-E (i) determines the hazard rate function of each object and (ii) places the B
documents in the cache that have the largest hazard rates, i.e., if λ∗i1 (t ) ≥ · · · ≥ λ

∗
in (t ) then objects

i1, . . . , iB are cached at time t (ties between equal rates are broken randomly). We call it a rule, not

a policy and will use it as a way to upper-bound various performance metrics (see next)—which is

the goal of this paper—regardless of whether it can be implemented.

Let Bπk ∈ SB (n) be the state of the cache just before time Tk under π , and de�ne

Hπ
k = 1(Rk ∈ B

π
k ), (3)

i.e., Hπ
k = 1 if the k-th requested object is in the cache under rule π , and Hπ

k = 0 otherwise. Denote

by

N π
K =

K∑
k=1

Hπ
k , (4)
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the number of hits during the �rst K requests for an object.

�e following theorem holds,

Theorem 2.1 (Expected number of hits).

E
[
NHR−E
K

]
≥ E

[
N π
K

]
, ∀π ∈ Π, ∀K ≥ 1. (5)

Proof. Fix π ∈ Π. Given that a request for an object is made at time t and given that the history

Ht is known, this request is for object i with probability

pi (t ) =
λ∗i (t )∑n
j=1

λ∗j (t )
. (6)

Proof of (6) is given in Appendix 7.1. �is result relies on the conditional independence of point

processes {T1,k }k , . . . , {T1,k }k , expressed in (1). By de�nition of HR-E,∑
i ∈BHR−E

k

λ∗i (Tk ) ≥
∑
i ∈Bπk

λ∗i (Tk ), ∀k ≥ 1. (7)

�erefore, for k ≥ 1,

E
[
HHR−E
k | HTk ,Tk

]
= P

(
Rk ∈ B

HR−E
k | HTk ,Tk

)
=

n∑
i=1

P(Rk ∈ B
HR−E
k | Rk = i )pi (Tk )

=

n∑
i=1

1(i ∈ BHR−E
k )

λ∗i (Tk )∑n
j=1

λ∗j (Tk )
from (6),

=
∑

i ∈BHR−E
k

λ∗i (Tk )∑n
j=1

λ∗j (Tk )
≥

∑
i ∈Bπk

λ∗i (Tk )∑n
j=1

λ∗j (Tk )
from (7),

= E
[
Hπ
k | HTk ,Tk

]
. (8)

Taking expectation on both sides of (8) to remove the conditioning yields E
[
HHR−E
k

]
≤ E

[
Hπ
k

]
.

Summing both sides of the last inequality for k = 1, . . . ,K gives (5) from the de�nition of N π
K . �

It is worth noting that �eorem 2.1 holds for any non-stationary request object process. We

now study a more speci�c request arrival process and derive an upper bound on the object hit

probability.

2.2 Upper Bound on Stationary Hit Probability
We still assume that {T1,k }k , . . . , {Tn,k }k are regular processes and that the conditional independence

assumption (1) holds. We de�ne the stationary hit probability of any policy π ∈ Π as

hπ = lim

K→∞

1

K

K∑
k=1

Hπ
k a.s., (9)

whenever this limit exists, where Hπ
k is de�ned in (3).

We are now in position to state and prove the following result.

Theorem 2.2 (Stationary hit probability).

For any π ∈ Π, assume that the limit in (23) exists and that hπ is a constant. �en,

hHR−E ≥ max

π ∈Π
hπ .
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Proof. Let π ∈ Π. Taking the expectation on both sides of (23), using the fact that hπ is a

constant and then invoking Lebesgue’s dominated convergence theorem gives

hπ = E[hπ ] = E


lim

K→∞

1

K

K∑
k=1

Hπ
k


= lim

K→∞

1

K

K∑
k=1

E[Hπ
k ] = lim

K→∞

E[N π
K ]

K
, (10)

by using (4). �e proof is concluded by using �eorem 2.1. �

Let us now discuss the existence of the limit in (23). When the inter-request time sequences

{X1,k }k , . . . , {Xn,k }k are stationary, ergodic and mutually independent, the sequence {(Xk ,Rk )}k
is stationary

1
and ergodic (see e.g., [4, pp. 33-34]). �e la�er result coupled with the fact that,

for any π ∈ Π, there exists a measurable mapping φπ : (R × {1, . . . ,n})∞ → {0, 1} such that

Hπ
k = φπ ((Tj ,R j ), j ≤ k − 1) (Hπ

k is de�ned in (3)), shows that the sequence {Hπ
k ,k ∈ Z} is

stationary and ergodic (e.g., see [26, �m p. 62]). �e ergodic theorem then ensures the existence

of the limit in (23) and that (see e.g., [19, �m 1])

hπ = P(Hπ
k ), ∀π ∈ Π. (11)

Other instances when the limit in (23) exists and is a constant are discussed in Section 4.

3 VARIABLE SIZE OBJECTS
We now assume that object i has size si , i ∈ D, expressed in bytes and that the capacity of the

cache is B bytes.

3.1 Number of Byte Hits and Fractional Knapsack Problem
�e se�ing and assumptions are those of Section 2.1 but we now allow Fractional Caching (FC)

2
,

i.e., we allow the storage of a fraction of an object in the cache instead of the entire object. We

refer the interested reader to [21], [25] for literature on fractional caching. We denote by ΠFC the

set of all non-anticipative FC policies.

For π ∈ ΠFC , letV π
k denote the number of bytes served from the cache at the k-th request for an

object and let xπi,k denote the fraction of object i in the cache at the time of the k-th request. �en,

V π
k =

∑n
i=1

six
π
i,k1(Rk = i ). LetW π

K =
∑K

k=1
V π
k denote the total number of bytes served from the

cache during the �rst K requests for an object.

Let HR-VB denote the rule that at time t places entirely in the cache objects with the largest

hazard rates until an object cannot �t; for the la�er object only the number of bytes that needed to

�ll the cache are stored. All other objects are not cached.

�e following theorem holds,

Theorem 3.1 (Expected number of byte hits).

E[W HR−V B
K ] ≥ E[W π

K ], ∀π ∈ ΠFC , ∀K ≥ 1.

Proof. Given a request for an object is made at time t and that the history Ht is known, we

have already observed (see (6)) that this request is for object i with the probability λ∗i (t )/
∑n

j=1
λ∗j (t ).

1
LetXi be a random variable with the same distribution as that of the stationary inter-request time for object i . �e stationary

version of the inter-request times for object i is the sequence {Xi,k }k where P (X
1,k < x ) = 1/E[Xi ]

∫ x
0
P(Xi > u )du

and Xi,k =st Xi for k ≥ 2.

2
Fractional caching has its applications in large video object delivery systems where objects are composed of chunks stored

independently.
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�erefore,

E[V π
k | HTk ,Tk ] =

n∑
i=1

E[V π
k | HTk ,Tk ,Rk = i] ×

λ∗i (Tk )∑n
j=1

λ∗j (Tk )
=

∑n
i=1

six
π
i,kλ

∗
i (Tk )∑n

j=1
λ∗j (Tk )

. (12)

Our goal is to �nd π ∈ ΠFC that maximizes E[V π
k | HTk ] subject to the capacity constraint on

the size of the cache. �is can be done by solving the optimization problem,

max

n∑
i=1

sixiyi (13a)

subject to

n∑
i=1

sixi ≤ B (13b)

0 ≤ xi ≤ 1, i = 1, · · · ,n, (13c)

with yi := λ∗i (Tk ) for i = 1, . . . ,n and where Tk is �xed. �is optimization problem is known as

the Fractional Knapsack Problem (FKP) [14, Chapter 5.1]. Its solution depends on the respective

values of the ratios siyi/si = yi for i = 1, . . . ,n. Assume that yi1 ≥ · · ·yin . Clearly, all elements of

the permutation i1, . . . , in of 1, . . . ,n depend onTk . For this choice of {yi }i or, equivalently, for this

ordering of the hazard rates at time Tk , the solution to the problem (13) is given by x̂i j ,k = 1 for

1 ≤ j ≤ a := max

{
l : si1 + si2 + · · · + sil ≤ B

}
, x̂ia+1,k = (B − si1 − si2 − · · · − sia )/sia+1

and x̂i j ,k = 0

for j = a + 2, . . . ,n.

We have, by using the de�nition of {yi } and (12), that for any policy π ∈ ΠFC ,

E[V HR−V B
k | HTk ,Tk ] =

∑n
i=1

si x̂i,kλ
∗
i (Tk )∑n

j=1
λ∗j (Tk )

≥

∑n
i=1

six
π
i,kλ

∗
i (Tk )∑n

j=1
λ∗j (Tk )

= E[V π
k | HTk ,Tk ].

Removing the conditioning onHTk and Tk yields

E[V HR−V B
k ] ≥ E[V π

k ]. (14)

Summing both sides of this inequality for k = 1, . . . ,K gives

E[W HR−V B
K ] ≥ E[W π

K ], ∀K ≥ 1. (15)

�

Note that a similar reasoning can be found in [24], which studies caching policies to minimize

the total miss cost, when a miss for object i incurs a generic cost ci , under the simple IRM request

process (for which hazard rates are constant over time). Our analysis focuses on ci = 1 (hits) and

ci = si (byte hits), but can be easily extended to such generic costs.

3.2 Upper Bound on the Byte Hit Probability for Stationary and Ergodic Object
Arrival Processes

�roughout this section π is �xed in ΠFC , the set of fractional caching policies. We assume that

object request arrival processes are stationary, ergodic and independent processes, so that the

joint sequence of request arrival times and requested objects {(Tk ,Rk )}k is stationary and ergodic

(se�ing of Section 2.2). Recall thatV π
k is the number of bytes served by the cache at the kth request

for an object. We denote by σk =
∑n

i=1
si1(Rk = i ) the number of bytes requested from the cache

at the kth request.
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De�ne the stationary byte hit probability as

ĥπ = lim

K→∞

∑K
k=1

V π
k∑K

k=1
σk
, a.s., (16)

whenever this limit exists. �e following theorem holds,

Theorem 3.2 (Stationary byte hit probability).

ĥHR−V B ≥ ĥπ , ∀π ∈ ΠFC .

Proof. ĥπ can be rewri�en as

ĥπ = lim

K→∞

1

K

K∑
k=1

V π
k ×

1

limK→∞
1

K
∑K

k=1
σk
, a.s.

Since the sequence {Rk }k is stationary and ergodic the sequence {σk }k enjoys the same properties,

and limK→∞
1

K
∑K

k=1
σk = E[σ ] a.s., where σ is a rv with the same distribution as σk . On the other

hand, there exists a mapping ψ π
: (R × {1, . . . ,n})∞ → [0,∞) such that V π

k = ψ
π ((Tj ,R j ), j ≤

k ), which shows that the sequence {V π
k }k is stationary and ergodic [26, �m p. 62]. Hence,

limK→∞
1

K
∑K

k=1
V π
k = E[V π

] a.s., with V π
a rv with the same distribution as V π

k . �erefore,

ĥHR−V B =
E[V HR−V B

]

E[σ ]

≥
E[V π

]

E[σ ]

= ĥπ , (17)

where the inequality follows from (14) since under the assumptions in Section 2.2 inequality

(14) becomes E[V HR−V B
] ≥ E[V π

] since the sequence {V π
k }k is stationary and ergodic for all

π ∈ ΠFC . �

3.3 Number of Object Hits and 0-1 Knapsack Problem
�e se�ing and assumptions are those of Section 2.1, but we now assume that objects are indivisible,

herea�er referred to as Indivisible Caching (IC). Moreover, we consider that every object hit counts

the same (i.e., a hit for a large 1GB object and hit for a small 10B object both count as a ”hit”).

Denote by ΠIC the set of all IC policies. Recall the de�nition of Hπ
k (1 if hit at Tk and 0 otherwise)

and N π
K (number of hits in the �rst K requests) under π ∈ ΠIC—see (3) and (4), respectively.

Let HR-VC denote the following rule: at any time t , HR-VC places in the cache the objects in

decreasing order of the ratios {λ∗i (t )/si }i until an object does not �t in the cache. Assume that

λ∗i1 (t )/si1 ≥ · · · ≥ λ
∗
in (t )/sin . If at time t object il+1 is the �rst object that does not �t in the cache,

then with probability (B−si1 −si2 − · · · −sil )/sil+1
this object is cached and with the complementary

probability it is not cached. All subsequent objects i j for j > l + 1 are not cached. Note that HR-VC

does not meet the cache size constraint as there is not enough room in the cache to entirely �t

object il+1. However, as mentioned in Section 2, our goal is to upper bound E[Hπ
k ] and E[N π

k ]. �e

following theorem holds,

Theorem 3.3 (Expected number of object hits).

E[NHR−VC
K ] ≥ E[N π

K ], ∀π ∈ ΠIC , ∀K ≥ 1.

Proof. Fix π ∈ ΠIC . We have by using (6)

E[Hπ
k | HTkTk ] =

n∑
i=1

E[Hπ
k | HTk ,Tk ,Rk = i] ×

λ∗i (Tk )∑n
j=1

λ∗j (Tk )
=

1∑n
j=1

λ∗j (Tk )

n∑
i=1

1(i ∈ Bπk )λ
∗
i (Tk ),

(18)
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where we recall that Bπk is the set of objects in the cache just before Tk under π .

It follows from (18) that E[Hπ
k | HTk ] can be maximized by solving the following 0-1 Knapsack

Problem (KP),

max

n∑
i=1

xiyi (19a)

subject to

n∑
i=1

sixi ≤ B (19b)

xi ∈ {0, 1}, i = 1, · · · ,n, (19c)

with yi := λ∗i (Tk ) for i = 1, . . . ,n and Tk is �xed. Solving KP is NP-hard. However, it is known that

the solution to the corresponding relaxed problem where the constraints in (19c) are replaced by

xi ∈ [0, 1] for i = 1, . . . ,n, serves as an upper bound for

∑n
i=1

xiyi [14, Chapter 5.1]. Assume that the

orderingyj1 ≥ · · · ≥ yjn holds. With this ordering, the solution to the relaxed version of problem (19)

is x̃∗jl ,k
= 1 for 1 ≤ l ≤ b := max

{
m : sj1 + sj2 + · · · + sjm ≤ B

}
, x̃∗jb+1

,k = (B−sj1−sj2−· · ·−sjb )/sjb+1

and x̃∗jl ,k
= 0 for l > b + 1 [14, Chapter 5.1]. Again, observe that all elements j1, . . . , jn of the

permutation 1, . . . ,n depend on Tk . Denote by x̃1,k , . . . , x̃n,k the solution of (19). We know that

n∑
i=1

x̃∗i,kyi ≥
n∑
i=1

x̃i,kyi . (20)

De�ne the probability p = (B − sj1 − sj2 − · · · − sjb )/sib+1
, where the permutation j1, . . . , jn of

1, . . . ,n and b are de�ned in the paragraph above (20). By using the de�nition of {yi }, we have,

E[HHR−VC
k | HTk ,Tk ] =

1∑n
j=1

λ∗j (Tk )



b∑
l=1

λ∗jl (Tk ) + pλ
∗
jb+1

(Tk )


=
1∑n

j=1
λ∗j (Tk )

n∑
i=1

x̃∗i,kλ
∗
i (Tk )

≥
1∑n

j=1
λ∗j (Tk )

n∑
i=1

x̃i,kλ
∗
i (Tk ) from (20),

≥
1∑n

j=1
λ∗j (Tk )

n∑
i=1

1(i ∈ Bπk )λ
∗
i (Tk ) = E[Hπ

k | HTk ,Tk ]. (21)

Removing the conditioning onHTk and Tk yields E[HHR−VC
k ] ≥ E[Hπ

k ]. Summing both sides of

this inequality for k = 1, . . . ,K gives

E[NHR−VC
K ] ≥ E[N π

K ]. (22)

�

3.4 Upper Bound on Object Hit Probability for Stationary and Ergodic Object Arrival
Processes

�e se�ing is that in Section 2.2. Recall that the stationary hit probability of any policy π ∈ ΠIC as

hπ = lim

K→∞

1

K

K∑
k=1

Hπ
k a.s., (23)

whenever this limit exists. We now prove the following theorem.
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Theorem 3.4 (Stationary object hit probability).

hHR−VC ≥ hπ , ∀π ∈ ΠIC .

Proof. Mimicking the arguments used to prove �eorem 2.2 in Section 2.2, one can show by

using (22) that

hπ = E[hπ ] = E


lim

K→∞

1

K

K∑
k=1

Hπ
k


= lim

K→∞

1

K

K∑
k=1

E[Hπ
k ] = lim

K→∞

E[N π
K ]

K

≤ lim

K→∞

E[NHR−VC
K ]

K
= hHR−VC , (24)

for any policy π in ΠIC . �

4 SPECIFIC REQUEST ARRIVAL PROCESSES
Below we consider four speci�c object request processes each with equal size object, some of which

explicitly account for temporal locality in requests for objects. Sections 4.1, 4.2, 4.4 (Poisson, shot

noise, on-o�) consider processes where requests to di�erent objects are independent. Section 4.3

focuses on a Markov Modulated Poisson Process (MMPP) where requests to di�erent objects are

correlated.

4.1 Poisson Process
We consider the case where successive requests {Ti,k }k for object i (i = 1, . . . ,n) occur according to

a Poisson process with rate λi > 0 and these n Poisson processes are mutually independent. Under

these assumptions �eorem 2.2 in Section 2.2 applies from the discussion following the proof of

this result.

�is is the standard Independence Reference Model (see Section 1.2) where references to all objects

are independent random variables (rvs). Without loss of generality assume that λ1 ≥ · · · ≥ λn .

Under HR-E (see Section 2.1) objects 1, . . . ,B are always in the cache. �erefore, the hit probability

hHR−E
i for object i is hHR-E

i = 1(i ≤ B) and the hit rate rHR-E

i for object i is rHR-E

i = λi1(i ≤ B). �e

overall hit probability hHR-E
and hit rate rHR−E

are given by

hHR-E =
1∑n

i=1
λi

B∑
i=1

λi , rHR-E =

B∑
i=1

λi .

4.2 Shot Noise Model
�e Shot Noise Model (SNM) [30] has been proposed to capture temporal locality observed in real

tra�c in caching systems e.g., in video on demand systems. �e primary idea of the SNM is to

represent the overall request process as the superposition of many independent time inhomogeneous

Poisson processes or shots, each referring to an individual object. Each object i is characterized by

three parameters τi , Vi and λi (t ), where τi is the time at which object i becomes available, Vi is the

number of requests for object i , and λi (t ) is the popularity pro�le of object i . �e mapping λi (t )

satis�es the following constraints: λi (t ) ≥ 0 for all t ∈ R, λi (t ) = 0 for t < 0 and

∫ ∞
0
λi (t )dt = 1.

Conditioned on τi andVi , the request process for object i is described by an inhomogeneous Poisson

process with instantaneous rate at time t given by

λinst

i (t ) = Viλi (t − τi ). (25)

�e third constraint implies that the expected number of requests for object i , given

∫ ∞
0
λinst

i (t )dt ,
is equal to Vi . As in [30] we will assume in the experimental Section 5.1 that the time instants {τi }i

9



when objects become available form a Poisson process with rate γ and that Vi is drawn from a

Poisson distribution.

�e instantaneous hazard rate associated with object i is given by

λ∗i (t ) = λ
inst

i (t ). (26)

Note that, in the shot-noise model, there can potentially be an in�nite number of objects in the

catalog. However, at any time t , there is only a �nite number of objects that are actively requested.

Indeed, the number of active objects at time t is upper bounded by the number of occurrences in

[0, t ) of the Poisson process {τi }i , which is always �nite quantity.

Since object request processes are independent (as {τi }i is a Poisson process) and inhomogeneous

Poisson (and therefore regular) processes, �eorem 2.1 applies to the SNM. We conjecture that the

limit in (23) exists and is a constant.

4.3 Markov Modulated Poisson Process
Let Z = {Z (t ), t ≥ 0} be a stochastic process taking values in a denumerable set E. �roughout we

assume that, givenZ (t ) = x , the object request processes {T1,k }k , . . . , {Tn,k }k behave as independent

Poisson processes with rate λ1 (x ), . . . , λn (x ), respectively, until the next jump of the process Z.

In other words, for each i , {Ti,k }k is an MMPP. However, since the conditional independence

assumption (1) does not apply to the request processes {T1,n }k , . . . , {Tn,k }k due to the correlations

introduced by Z, a speci�c analysis is required. It is done below.

We consider caching policies that may know the state of the environment at any time. Under

the HR-E rule, if Z (t ) = x then the B objects with the largest arrival rates {λi (x )}i are stored in the

cache at time t . �e following theorem is the equivalent of �eorem 2.1 in Section 2.1.

Theorem 4.1. For any policy π ∈ Π,

E[NHR−E

K ] ≥ E[N π
K ], ∀K ≥ 1.

Proof. �e proof mimicks that of �eorem 2.1. Fix k ≥ 1 and denote by Z (Tk−) the state of the

process Z just before time Tk , namely, just before the kth request for an object is made. For all

π ∈ Π and x ∈ E, we have

E
[
HHR−E
k | Z (Tk−) = x

]
= P

(
Rk ∈ B

HR−E
k | Z (Tk−) = x

)
=

n∑
i=1

P
(
Rk ∈ B

HR−E
k | Rk = i,Z (Tk−) = x

)
P(Rk = i | Z (Tk−) = x )

=
∑

i ∈BHR−E
k

P(Rk = i | Z (Tk−) = x )

=
∑

i ∈BHR−E
k

λi (x )∑n
j=1

λj (x )
≥

∑
i ∈Bπk

λi (x )∑n
j=1

λj (x )
= E

[
Hπ
k | Z (Tk−) = x

]
.

Removing the conditioning gives E
[
HHR−E
k

]
≥ E

[
Hπ
k

]
. �

We further assume that Z is an ergodic Markov process, so that the request processes are

correlated Poisson processes. Denote by (θ (x ),x ∈ E) the stationary distribution of Z.

From now on the rule HR-E will be denoted by HR-MMPP to re�ect the nature of the request

processes.

�e next result is the equivalent of �eorem 2.2 in Section 2.2. It shows that the HR-MMPP rule

gives an upper bound for the stationary hit probability under any policy in Π.
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Theorem 4.2. For any policy π ∈ Π,

hHR−MMPP ≥ hπ .

Proof. Under the assumptions made on the environment process (Markov process Z) and the

request processes (conditionally independent Poisson processes, modulated by Z) the sequence

{Hπ
k }k (see (3)) is an ergodic sequence for any policy π ∈ Π, yielding the �niteness of the limit in

(23) and the fact that this limit is a constant. �e proof is then analogous to that of �eorem 2.2 in

Section 2.2 by using the result in �eorem 4.1. �

Let us now calculate hHR−MMPP
. To avoid unnecessary complications, we assume from now on

that the set E is �nite.

De�ne the set I (x ) by I (x ) = {i1, . . . , iB } if λi1 (x ) ≥ . . . ≥ λin (x ) where i1, . . . , in is a permutation

of 1, . . . ,n (if two or more objects have the same rate ties are broken randomly).

De�ne γ (x ) = limk→∞ P(Z (Tk ) = x ), the stationary probability that the Markov process Z is in

state x when a request for an object is made; for the time being assume that this limit exists.

We have (cf. Section 2.1),

hHR−MMPP = lim

k→∞
P(Rk ∈ B

HR−MMPP
k )

= lim

k→∞

∑
x ∈E

n∑
i=1

P(Rk ∈ B
HR−MMPP
k | Rk = i,Z (Tk ) = x )P(Rk = i |X (Tk ) = x )P(Z (Tk ) = x )

= lim

k→∞

∑
x ∈E

P(Z (Tk ) = x )
n∑
i=1

λi (x )∑n
j=1

λj (x )
P(Rk ∈ B

HR−MMPP
k | Rk = i,Z (Tk ) = x )

= lim

k→∞

∑
x ∈E

P(Z (Tk ) = x )
∑
i ∈I (x )

λi (x )∑n
j=1

λj (x )
=

∑
x ∈E

lim

k→∞
P(Z (Tk ) = x )

∑
i ∈I (x )

λi (x )∑n
j=1

λj (x )
(27)

=
∑
x ∈E

γ (x )
∑
i ∈I (x )

λi (x )∑n
j=1

λj (x )
, (28)

where the interchange of the limit and the summation in (27) is justi�ed by the �niteness of set E.

It remains to calculate γ (x ). To this end, we use a standard Poisson uniformization technique

which takes advantage of the fact that requests arrive according to a Poisson process with rate∑n
j=1

λj (x ) when the Markov process Z is in state x . More speci�cally, let us sample Z according to

a Poisson process with constant rate µ := maxx ∈E
∑n

j=1
λj (x ). Whenever there is an occurrence of

the Poisson process and Z is in state x , this occurrence is selected with probability

∑n
j=1

λj (x )/µ
and is not selected with the complementary probability. �erefore,

γ (x ) =
µ ×

∑n
i=1

λi (x )/µ × θ (x )∑
y∈E µ ×

∑n
j=1

λj (y)/µ × θ (y)
=

θ (x )
∑n

j=1
λj (x )∑

y∈E θ (y)
∑n

j=1
λj (y)

,

obtained as the ratio of the rate at which an occurrence of the Poisson process is selected when Z
is in state x to the rate at which an occurrence of the Poisson process is selected.

�erefore, by (28),

hHR−MMPP =
∑
x ∈E

θ (x )
∑

i ∈I (x ) λi (x )∑
y∈E θ (y)

∑n
j=1

λj (y)
, ∀x ∈ E . (29)
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Fig. 1. On-O� Request Process

4.4 On-O� Request Process
Object popularity dynamics in caching systems can be e�ectively captured by using a stationary,

on-o� tra�c model [13]. More speci�cally, we assume that successive requests to object i occur

according to a Poisson process with rate λi > 0 when the underlying on-o� process depicted in

Figure 1 is in state 1 and no requests occur when this process is in state 0. �e stationary distribution

of this on-o� process is given byπ i := [πi,0,πi,1] = [βi/(αi+βi ),αi/(αi+βi )]. We assume that these

n on-o� processes are mutually independent. Under the above assumptions {T1,k }k . . . , {Tn,k }k are

independent and regular point processes, therefore ful�lling the assumptions in Section 2.1. In

addition, the associated inter-request sequences {X1,k }k , . . . , {Xn,k }k are independent, stationary

and ergodic sequences, so that �eorem 2.2 in Section 2.2 applies thanks to the discussion following

the proof of this result.

Without loss of generality, assume that λ1 ≥ λ2 ≥ . . . ≥ λn . Below, we derive expressions for

the hit rate and hit probability under HR-E.

At any time, the HR-E rule stores the most popular objects in the cache. Without loss of generality,

we assume that it only considers those whose associated on-o� process are in state 1. Among them

it places in the cache the objects with the largest request rate λi till the cache capacity is exhausted.

�erefore, if i > B the hit probability hHR-E

i for object i is given by

hHR-E

i = P(at most B − 1 on-o� processes are in state 1 among on-o� processes 1, . . . , i − 1)

=

B−1∑
k=0

P(exactly k on-o� processes are in state 1 among on-o� processes 1, . . . , i − 1)

=

B−1∑
k=0

∑
i
1
, . . .,ik ∈{1,2, . . .,i−1}

i
1
<i

2
<···<ik

k∏
l=1

πil ,1
∏

m∈{1, ...,i−1}−(i1, ...,ik )

πim,0,

and hHR-E

i = 1 if i ≤ B. �e hit rate rHR-E

i for object i is rHR-E

i = λiπi,1h
HR-E

i .

�e overall hit probability hHR-E
and the overall hit rate rHR-E

are given by

hHR-E =

n∑
i=1

λiπi,1∑n
j=1

λjπj,1
hHR-E

i and rHR-E = hHR-E

n∑
i=1

λiπi,1. (30)

Assume that πi,0 = ρ for i = 1, · · · ,n.�is occurs, for instance, if all n on-o� processes have the

same transition rates with αi = α and βi = β or if αi = αθi and βi = βθi for all i . �en, for i > B,

hHR-E

i =

B−1∑
k=0

∑
i
1
, . . .,ik ∈{1,2, . . .,i−1}

i
1
<i

2
<···<ik

ρk (1 − ρ)i−1−k = (1 − ρ)i−1

B−1∑
k=0

(
i − 1

k

) (
ρ

1 − ρ

)k
,
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so that

hHR-E =

∑B
i=1

λi∑n
i=1

λi
+

1∑n
i=1

λi

n∑
i=B+1

λi (1 − ρ)
i−1

B−1∑
k=0

(
i − 1

k

) (
ρ

1 − ρ

)k
,

and rHR-E = ρ
∑B

i=1
λi + ρ

∑n
i=B+1

λi (1 − ρ)
i−1

∑B−1

k=0

( ρ
1−ρ

)k (
i−1

k

)
.

We now propose a recursive approach for computing the hit probability and the hit rate with a

much lower computational complexity than the general formulas in (30).

�e recursions are based on available objects in the catalog, starting from the situation where

only object 1 is available, moving to the situation where objects 1 and 2 are available, etc. up to the

�nal situation where all n objects are available. Let occupancy denote the number of objects in the

cache and introduce the following variables,

pl,k = P[cache occupancy is k | catalog is composed of the l most popular objects],

rl,k = Hit rate when cache occupancy is k given catalog is composed of the l most popular objects .

When l = 1 then p1,0 = π1,0, p1,1 = π1,1, r1,0 = 0 and r1,1 = λ1 from our convention that object

i is not in the cache when on-o� process i is in state 0. It is easy to verify that under HR-E the

following recursions hold true for the occupancy probabilities,

pl,0 = pl−1,0πl,0, l = 2, · · · ,n,

pk,k = pk−1,k−1πk,1, k = 1, . . . ,B,

pl,k = pl−1,k−1πl,1 + pl−1,k,πl,0, 0 < k < min(l ,B), l = 1, · · · ,n,

pl,B = pl−1,B−1πl,1 + pl−1,B , l = B + 1, · · · ,n. (31)

Similarly, the following recursions hold true for the hit rates,

rl,0 = 0, l = 2, · · · ,n,

rk,k = rk−1,k−1 + λk , k = 2, . . . B,

rl,k =
pl−1,k−1πl,1 (rl−1,k−1 + λl ) + pl−1,kπl,0rl−1,k

pl−1,k−1πl,1 + pl−1,kπl,0
, 0 < k < min(l ,B), l = 1, · · · ,n,

rl,B =
pl−1,B−1πl,1 (rl−1,B−1 + λl ) + pl−1,Brl−1,B

pl−1,B−1πl,1 + pl−1,B
, l = B + 1, · · · ,n. (32)

Once the above recursions have been solved, the overall hit rate rHR-E
and hit probability hHR-E

under HR-E are given by

rHR-E =

B∑
k=1

pn,krn,k and hHR-E =
rHR-E

n∑
l=1

λlπl,1

. (33)

Remark 1. �e overall time complexity of implementing the recursive approach in (31)-(32) is
O (nB).

5 NUMERICAL RESULTS
In this section we use simulations to compare the stationary object hit probabilities of various

online policies (Section 5.1.1) to that of our proposed upper bound (HR upper bound), Bélády’s

upper bound (BELADY) and to a third bound (FOO, see Section 5.1.2).

�e goals of this study are to (i) determine conditions under which HR provides tighter bound

than other approaches, (ii) to determine how close di�erent non-anticipative policies come to the

HR bound, and (iii) the e�ect of the request process on these results. �is study is done for a
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number of requests processes (Section 5.1.3), for equal and di�erent size objects (Section 5.1.4) and

for several cache sizes. We �rst present the experimental setup and then discuss the results.

5.1 Experimental Setup
5.1.1 Investigated online policies. We consider several caching policies. �e well-known LRU,

FIFO and RANDOM cache replacement policies make space for a new object upon a miss by evicting

the least recently used object, the least recently inserted one, and a random one, respectively. �e

STATIC policy keeps forever in the cache the B objects which have the largest average arrival

rates. Notice that the HR based bound and the hit probability under STATIC are equal when

successive requests for each object follow a Poisson process (Section 4.1). We also consider the

Greedy-Dual-Size-Frequency (GDSF) policy [10] which combines recency with frequency and size to

improve upon LRU. Last, the AdaptSize policy [7] uses an adaptive insertion probability preferring

small sized objects (similarly to [17, 23, 24]).

5.1.2 Upper bounds on object hit probability. Aside our proposed HR based upper bound which

applies to both equal and variable sized objects, two other upper bounds on the object hit probability

proposed in literature are used, Bélády’s o�ine upper bound (BELADY, Section 1.1) for equal sized

objects and a Flow Based O�ine Optimal (FOO) bound [6] for di�erent sized objects. FOO upper

bound is computed by representing caching as a min-cost �ow problem. We also consider a practical

�ow-based o�ine optimal (PFOO) upper bound [6] for large synthetic traces.

5.1.3 Arrival process of object requests. In each plot in Figures 2–3, request processes for objects

i = 1, . . . ,n are independent renewal processes with Inter-Request Time distributions for object i
(IRTi ) shown in Table 1. More speci�cally, in Figure 2(a) (resp. Figures 2(b)–2(f)) the request process

for object i = 1, . . . ,n has an exponential IRT (resp. Generalized Pareto, Uniform, Hyperexponential,

Gamma, Erlang) with arrival rate λi drawn from a Zipf distribution with parameter 0.8 (see last

column of Table 1); similarly, in Figure 3(a) (resp. Figures 3(b)–(c)) the IRT has an exponential (resp.

Generalized Pareto, Uniform) distribution with arrival rate λi drawn from a Zipf distribution with

parameter 0.8.

Inter-request time Hazard Rate P(IRTi < t ) Arr. rate λi (= 1/E[IRTi ])
distribution (IRT) drawn from Zipf (0.8)

Exponential CHR 1 − e−λi t λi

Generalized Pareto DHR 1 − (1 + ki t
σi

)
− 1

ki , ki = 0.48
1−ki
σi

Hyperexponential
?

DHR 1 −
2∑
j=1

pjie
−θ j,i t

p1,i + p2,i = 1
1

2νi
p1,i/θ1,i = p2,i/θ2,i := νi

SCVi = var(IRTi )/E[IRTi ]
2 = 2

Uniform IHR
t
bi

2

bi
Gamma DHR (ki < 1)

1

Γ(ki )
γ (ki ,

t
θi
), ki = 0.5 2

θi

Erlang IHR
γ (ki ,µi t )
(ki−1)! , ki = 0.2

µi
2

Table 1. Inter-Request Time (IRT) distributions of the renewal request arrival processes in Figures 2–3 and
their properties (CHR = Constant Hazard Rate, IHR = Increasing Hazard Rate, DHR = Decreasing Hazard
Rate, SCV = Squared Coe�icient of Variation). ? p1,i = (1−

√
(SCVi − 1)/(SCVi + 1))/2 under the constraints

in the 3rd column.
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In Figures 4(a)–(b) the arrival request process for object i (i = 1, . . . ,n) is generated via an on-o�

process (see Section 4.4) and these n on-o� processes are mutually independent. �e transition rates

for on-o� process i are αi = 1/TOF F and βi = 1/TON , with TON = 7 (days) and TOF F = 9TON . �e

arrival rate λi in the on-state is given by λi = V /TON , where V is drawn from a Pareto distribution

with pdf fV (v ) = βV
β
min/v

1+β
, E[V ] = 10 and β = 2 [13].

In Figure 5 requests for objects are generated according to a two-state MMPP (see Section 4.3).

Without loss of generality (w.l.o.g.), label these states 1 and 2. Let α and β be the state transition

rate from state 1 to 2 and from state 2 to 1, respectively. �e stationary state probabilities are

γ (1) = β/(α + β ) and γ (2) = α/(α + β ). In the simulations, we took α = 2× 10
−3

and β = 1.6× 10
−3

.

In state j, successive requests for object i are generated according to a Poisson process with rate

λi (j ) for j = 1, 2. In state 1, we assume that object arrival rates λi (1), . . . , λn (1) each follows a Zipf

distribution with parameter 0.8; W.l.o.g assume that λ1 (1) > λ2 (1) > · · · > λn (1). In state 2, we

assume that object arrival rates are given by λi (2) = λn+1−i (1) for i = 1, · · · ,n.

In Figure 6 requests for objects are generated by the shot noise model described in Section 4.2.

�e parameters have been chosen to emulate the empirical trace 1 in [29, Table 2]. In particular, we

consider requests for c = 4 classes. New objects are generated according to a homogeneous Poisson

process with rate γ = 4.110 × 10
3
. �e number of items generated for each class c (nc ) is set equal

to the value observed in the empirical trace. Requests for the i-th object of class c start at time τi (c )

and have intensity λinst

i (t ) = (Vi/αc )e
−(t−τi (c ))/αc

, with αc = Lc/ loge 9. Lc is the expected lifespan
3

of an object of class c andVi is chosen according to a Poisson distribution with rateV c . �en, V c is

the expected number of requests of an object in class c . �e values ofV c and Lc are set equal to the

corresponding values in trace 1 as indicated in [29, Table 2] and are reported also in Table 2 for

convenience.

Class id (c) Lc V c Catalog size (nc )

Class 1 1.14 86.4 29481

Class 2 3.36 41.9 45570

Class 3 6.40 59.5 27435

Class 4 10.53 36.9 41385

Table 2. Parameters of the shot-noise models in Figure 6.

In Figure 7 we use requests from a Web access trace collected from a gateway router at IBM

research lab [32]. We �lter the trace such that each object has been requested at least a hundred

times. �e �ltered trace contains 3.5 × 10
6

requests with an object catalog of size n = 5638. Various

parametric and non-parametric estimators have been developed in the literature to estimate the

hazard rate [27, 31]. Here, we adopt a parametric estimator model and assume that the inter-request

times for each object are independent and identically distributed non-negative random variables.

Note that the Web and storage tra�c inter-request times and access pa�erns are well modeled by

heavy-tailed distributions [12, 15]. Hence, we �t the density of inter-request times of each object to

a Generalized-Pareto distribution using the maximum likelihood estimation technique and estimate

the hazard rate for each object accordingly.

3
�e expected lifespan of an object is de�ned as the time interval during which the total number of requests for an object

changes from 10% to 90%. We refer interested readers to [29] for further details.
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(d) Hyperexponential (DHR)
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Fig. 2. Simulation results for HR based upper bound and various caching policies under di�erent inter request
arrival distributions (n = 1000, all objects of size 1).

5.1.4 Object sizes. Both objects of equal size and variable size are considered. In the former the

size of each object is equal to one and in the la�er the size of each object is drawn independently

according to a bounded Pareto distribution with Pareto shape parameter 1.8, minimum object size

of 5Mb and maximum object size of 15Mb. When all objects have the same size (resp. di�erent size),

the size of the cache is expressed in number of objects (resp. in Mb).

5.2 Discussion
As a general comment, Figures 2–7 con�rm as expected that our HR model provides an upper

bound on the hit probability among all online caching policies. Further comments are given below

for each �gure.

5.2.1 Renewal request processes and equal size objects. Request processes used to generate plots

in Figure 2 are presented in Section 5.1.3. �ese plots are obtained for 1000 objects when all objects

have size one. Notice (see discussion in Section 4.1) that results coincide in Figure 2(a) for the

STATIC policy and the HR based upper bound when inter-request times (IRTs) are exponential

distributed. We observe that when IRTs are either CHR or DHR, the HR based upper bound is much

tighter than Bélády’s upper bound and that both bounds are close when IRTs are IHR. STATIC

consistently yields the highest hit probability and is always close to the HR upper bound. For

exponential IRTs or, equivalently for independence reference model, STATIC is well known to be

the optimal non-anticipative policy [20].

5.2.2 Renewal request processes and variable size objects. Request processes used to generate

plots in Figure 3 are presented in Section 5.1.3. �ere are 1000 objects of variable size (see Section
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5.1.4). We observe that when IRTs have exponential or Generalized Pareto distributions the HR

based upper bound is much tighter than the FOO upper bound (Figure 3(a)–(b)) and that both

bounds are close when IRTs are uniformly distributed rvs (Figure 3(c)). For exponential and

Generalized Pareto IRT distributions the GDSF policy is close to HR and hence there is li�le room

for improvement in caching policy performance. �e gap between HR (resp. FOO) and GDSF in

Figure 3(c) suggests that there is room for improvement in caching policy performance when IRTs

are uniformly distributed rvs.
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Fig. 3. Simulation Results for HR based upper bound and various caching policies under di�erent inter request
arrival distributions for variable object sizes (n = 1000).
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(a) Equal Size (n = 1000)
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Fig. 4. Performance comparison under on-o� request process

5.2.3 On-o� request arrivals and equal/variable size objects. �e parameters of the on-o� process

used to generate arrival times of requests of object i (i = 1, . . . ,n) are given in Section 5.1.3. �ere

are 1000 objects in the catalog in both the equal sized and variable sized scenarios. �e average

arrival rate for object i is λiπi,1 with πi,1 = αi/(αi + βi ) (Section 4.4). STATIC permanently stores

the B objects in decreasing order of {λiπi,1}i in the cache.
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(a) Equal Size (n = 1000)
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Fig. 5. Performance comparison under two-state MMPP request arrivals

For equal sized objects (resp. variable size objects) the HR bound is tighter than BELADY (resp.

FOO) for small cache sizes whereas for larger cache sizes, BELADY (resp. FOO) becomes tighter.

�is may appear surprising at �rst, as BELADY has knowledge of the future request process, but

our HR bound corresponds to the hit probability of an ideal policy that can prefetch objects in the

cache as soon as they move to the on state, while BELADY bound corresponds to a reactive caching

policy that performs optimal eviction decisions but cannot prefetch objects. We also observe that

STATIC performs the worst for equal sized objects.

5.2.4 MMPP request arrivals and equal/variable size objects. �e parameters of the two-state

MMPP (states 1 and 2) used to generate arrival times of requests are given in Section 5.1.3. �ere

are 1000 objects in the catalog in both the equal sized and variable sized scenarios. �e average

arrival rates for object i is λi (1)γ (1) + λi (2)γ (2) = (λi (1)β + λi (2)α )/(α + β ). STATIC permanently

stores the B objects with the highest average arrival rates in the cache.

Unlike in Figures 2–4, BELADY is tighter than the HR based upper bound for equal sized objects

(Figure 5(a)) but the la�er upper bound is tighter than the FOO upper bound for variable sized objects

(Figure 5(b)). STATIC is the closest to BELADY. Note that, in our simulations, γ (1) = β/(α + β ) and

γ (2) = α/(α + β ) are comparable. We observe that the performance of STATIC further improves

when γ (1) � γ (2) or γ (1) � γ (2). For example, when γ (1) � γ (2), λSTAT ICi ∼ λi (1)γ (1); in this

case the STATIC policy will permanently store the popular objects in state 1, thus always ge�ing a

hit when the MMPP is in state 1.

5.2.5 Shot noise request arrivals and equal/variable size objects. �e parameters of the SNM used

to generate Figure 6 are given in Section 5.1.3. For equal sized objects (Figure 6(a)) our proposed

HR bound not only upper bounds the hit probability for existing online caching policies but also

provides a tighter bound than the state-of-the-art BELADY. We also observed that STATIC obtained

very small hit probabilities for di�erent cache sizes. For variable sized objects, since the object

catalog size and synthetic trace length was large, we considered a more practical (approximate) and

e�cient implementation of FOO upper bound, also known as Practical FOO (PFOO). We found our

proposed HR upper bound to be tighter than the PFOO upper bound. �e di�erence in the object
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Fig. 6. Performance comparison under shot noise model (n = 143871).
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Fig. 7. Performance comparison under real world data trace (n = 5638).

hit probability between the HR upper bound and AdaptSize/LRU suggests that there is room for

improvement in caching policy performance.

5.2.6 Real-world trace. Characteristics of the real-world trace and its application to the produc-

tion of Figure 7 are discussed in Section 5.1.3. Upper bounds on the object hit probability obtained

with HR and BELADY are almost identical. LRU performs the best and STATIC the worst.

6 CONCLUSION
In this paper, we developed an upper bound on the cache hit probability for non-anticipative caching

policies with equal object sizes. We showed that hazard rate associated with the object arrival

process can be used to provide this upper bound. Inspired by the results for equal size objects, we

extended the HR based argument to obtain an upper bound on the byte and object hit probability
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for variable size objects solving a knapsack problem. We derived closed form expressions for the

upper bound under some speci�c object request arrival processes. We showed that HR based upper

bound is tighter than bounds proposed in the literature for a variety of object arrival processes.
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7 APPENDIX
7.1 Proof of Equation (6)

Recall that ki (t ) = max{k ≥ 1 : Ti,k−1 < t }, so that exactly ki (t ) − 1 requests for object i have been

made in [0, t ). We drop the argument t in ki (t ) as no confusion may occur. We have

pi (t ) = P

(
Ti,ki < Tj,kj ,∀j , i | Ht , min

j=1, ...,n
Tj,kj = t

)
, ∀i = 1, . . . ,n.

For h > 0,

P

(
Ti,ki ∈ (t , t + h),Tj,kj > t + h,∀j , i

�����
Ht , min

j=1, ...,n
Tj,kj ∈ (t , t + h)

)

=
P

(
Ti,ki ∈ (t , t + h),Tj,kj > t + h,∀j , i | Ht

)
P

(
minj=1, ...,n Tj,kj ∈ (t , t + h) | Ht

)
=
P(Ti,ki ∈ (t , t + h) | Hi,t )

∏
1≤j≤n
j,i
P(Tj,kj > t + h | Hj,t )

P
(
minj=1, ...,n Tj,kj ∈ (t , t + h) | Ht

) , (34)

by using the conditional independence assumption in (1). Let us focus on the denominator in (34).

It can be wri�en as

P

(
min

j=1, ...,n
Tj,kj ∈ (t , t + h) | Ht

)
=

n∑
j=1

P(Tj,kj ∈ (t , t + h) > t + h,Tl,kl > t + h, ∀l , j |Ht ) + f (h),

(35)

with f (h) → 0 as h → 0, since as h → 0 there can be at least one rv located in (t , t + h) among

rvs T1,k1
, . . . ,Tn,kn since these rvs are absolutely continuous (as they have a density under the
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assumption that point processes {T1,k }k , . . . , {Tn,k }k are regular). �erefore,

P

(
Ti,ki ∈ (t , t + h),Tj,kj > t + h,∀j , i

�����
Ht , min

j=1, ...,n
Tj,kj ∈ (t , t + h)

)
=
P(Ti,ki ∈ (t , t + h) | Hi,t )

∏
1≤j≤n
j,i
P(Tj,kj > t + h | Hj,t )∑n

j=1
P(Tj,kj ∈ (t , t + h),Tl,kl > t + h,∀l , j |Ht ) + f (h)

=
P(Ti,ki ∈ (t , t + h) | Hi,t )

∏
1≤j≤n
j,i
P(Tj,kj > t + h | Hj,t )∑n

j=1
P(Tj,kj ∈ (t , t + h) | Hj,t ) ×

∏
1≤l≤n
l,j
P(Tl,kl > t + h | Hl,t ) + f (h)

(36)

=

P(Ti,ki ∈(t,t+h) | Hi,t )

P(Ti,ki >t+h | Hi,t )∑n
j=1

P(Tj,kj ∈(t,t+h) | Hj,t )

P(Tj,kj >t+h | Hl,t )
+ f (h)

=
λ∗i (t + h)∑n

j=1
λ∗j (t + h) + f (h)

, (37)

where (36) follows from (1) and (37) follows from (2). Le�ing h → 0 in (37) gives (6).
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