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Abstract

We introduce and motivate a variant of the bin packing problem where bins are assigned
to time slots, and minimum and maximum lags are required between some pairs of items.
We suggest two integer programming formulations for the problem: a compact one, and a
stronger formulation with an exponential number of variables and constraints. We propose
a branch-cut-and-price approach which exploits the latter formulation. For this purpose,
we devise separation algorithms based on a mathematical characterization of feasible as-
signments for two important special cases of the problem. Computational experiments are
reported for instances inspired from a real-case application of chemical treatment planning
in vineyards, as well as for literature instances for special cases of the problem. The exper-
imental results show the efficiency of our branch-cut-and-price approach, as it outperforms
the compact formulation of newly proposed instances, and is able to obtain improved lower
and upper bounds for literature instances.

1 Introduction

The bin packing problem is one of the most widely studied combinatorial optimization problems
and has been known since the 1930s (Kantorovich, 1960). The classical bin packing problem
(BPP) consists in assigning a set of weighted items to a minimum possible number of identical
capacitated bins. Formally, we are given a set of items V = {1, . . . , n}, and an unlimited quantity
of identical bins with a positive capacity W . Each item i ∈ V has a positive weight wi ≤ W .
The goal is to find a packing of items into the minimum number of bins, such that the total
weight of items packed in each bin does not exceed its capacity.

In this paper, we introduce the bin packing problem with time lags (BPPTL) which is a
generalization of the BPP. Here the assignment of items to bins is performed over a discretized
time horizon, and there are generalized precedence relations between items. In the BPPTL,
in addition to the set of items, we have a directed valued graph G = (V,A, l) representing
precedence constraints between items, as well as a positive integer value L which defines the
upper bound on the number of bins which can be used in each time period. If the value L is
large enough, i.e if in any feasible solution the number of bins is always sufficient at each time
period, for instance L ≥ n, we simply write L =∞. Each arc (i, j) ∈ A has an associated time
lag li,j ∈ Z, which can be either positive or negative. The BPPTL consists in assigning each
item i ∈ V to a pair (b(i), p(i)), with b(i) ∈ {1, . . . , L} and p(i) ∈ Z+, such that bin capacity (1a)
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and time lag (1b) constraints are satisfied:∑
i∈V : b(i)=b,p(i)=p

wi ≤W ∀b ∈ {1, . . . , L},∀p ∈ Z+, (1a)

p(i) + li,j ≤ p(j) ∀(i, j) ∈ A. (1b)

The objective is to find a feasible assignment that minimizes the number of bin-period pairs
(b, p) which have at least one item assigned to them, or to determine that such an assignment
does not exist.

Our motivation for studying the BPPTL stems from applications in which some tasks should
be performed repeatedly using resources that are available on a pay-per-use basis. For example,
a given task should be performed six times in a given time period. A possible way to deal
with recurrent tasks is to determine a priori a fixed time between two consecutive occurrences
of the same task. This over-constrained setting limits the sharing of ressources, and may lead
to expensive solutions. On the other hand, in many applications the decision maker does not
impose a fixed frequency of task occurrences. Only a desired frequency is specified, which may
be altered to some extent if this leads to a cost reduction. Thus, a more flexible approach is to
impose positive and negative time lags between two consecutive occurrences of the same task.
Positive lags determine the minimum elapsed time between two consecutive occurrences of a
task, whereas negative lags determine the maximum elapsed time between them. This allows
the decision maker to ensure a better usage of the resource. At the same time, solutions in which
tasks are not distributed evenly over the time horizon are forbidden.

A specific case of such a problem can be observed when one performs the planning of phy-
tosanitary treatments in a vineyard. The vineyard is divided into sectors, i.e. well-defined
portions of the property that correspond to contiguous geographical areas. One is given a set of
meta-requests for treatment, i.e. diseases against which the vineyard must be protected using
phytosanitary products. For each appropriate sector-disease pair, a periodic treatment has to
be performed. Each treatment consists of a sequence of tasks of a certain duration. A phy-
tosanitary treatment protects the vines only for a certain period of time, so the same task has
to be repeated over the time horizon. On the other hand, treatments should not be repeated
too often due to regulations on the spread of phytosanitary products. Practically speaking, the
same chemical product cannot be spread twice in a given period, whose length depends in the
toxicity of the product. Therefore, two consecutive occurrences of the same treatment should
be neither too far nor too close in time. Treatments are performed by identical rented vehicles
with a fixed cost per day of usage. Vehicles are limited in the total duration of work in a day. A
vehicle can perform several treatments in a day as long as their total duration does not exceed
the maximum total duration. The time needed for a vehicle to go from one sector to another is
negligible in comparison to the duration of treatments. Given the strict regulation on chemical
product spreading, tasks are never fragmented and cannot be processed over two time periods.

This application can be modelled as the bin packing problem with time lags. Here, capaci-
tated bins represent vehicles each having a maximum total duration. Weighted items represent
treatment tasks of different durations. The time lags graph consists of double-linked chains,
each chain representing one periodic treatment. Two consecutive items in the chain represent
two consecutive occurrences of a phytosanitary treatment. There are two arcs between consec-
utive items: one with a positive time lag representing the minimum number of days between
treatment occurrences, and the other with a negative time lag representing the maximum num-
ber of days between occurrences. Two special source and sink nodes together with arcs between
them serve to fix the planning time horizon. An example of the graph is depicted in Figure 1.
The optimal solution for this example is depicted in Figure 2. It so happens that this solution
uses at most one bin per time period. In general, however, more than one bin can be used in
the same period.
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Figure 1: An example of the time lags graph for an instance of
the phytosanitary treatments planning application
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Figure 2: Solution of instance in
Figure 1

1.1 Literature review

We now review the literature on the bin packing problems related to the BPPTL. The literature
on the classical BPP is vast. Here we only present recent exact approaches to this problem. A
comprehensive survey on exact methods for the BPP, including an original comparative com-
putational study, was published by Delorme et al. (2016). After that, other exact specialized
algorithms for the BPP were proposed by Delorme and Iori (2020) and by Wei et al. (2020).
A generic BCP solver capable of solving exactly the BPP among other problems was proposed
by Pessoa et al. (2020).

The BPPTL is closely related to some generalizations of the BPP known in the literature.
The bin packing problem with precedence constraints (BPP-P) is a special case of the BPPTL
in which all time lags are unitary and L = 1. The first exact approach for the BPP-P was
developed by Dell’Amico et al. (2012). They proposed a large set of lower bounds, a variable
neighborhood search, and a branch-and-bound algorithm. Later, Pereira (2016) suggested a
dynamic programming-based heuristic and an exact enumeration procedure which uses several
lower bounds and dominance rules to solve the BPP-P.

The simple assembly line balancing problem (SALBP-1) is a special case of the BPPTL in
which all time lags are equal to zero and L = 1. The survey on simple assembly line balancing
problems was presented by Scholl and Becker (2006). Morrison et al. (2014) proposed an ex-
act branch-bound-and-remember algorithm for the SALBP-1. Pereira (2015) analyzed different
families of lower bounds for the SALBP-1 and also presented new lower bounds which improved
on the best known bounds for open instances of the problem.

Recently a generalization of both the BPP-P and the SALBP-1 was considered by Kramer
et al. (2017). They introduced the bin packing problem with generalized precedence constraints
(BPP-GP). In the BPP-GP considered by Kramer et al. (2017), time lags can only be non-
negative, L = 1, and the objective is to minimize the makespan, i.e. the latest time period that
has non-empty bins. As shown in Section 4, the number of used bins and the makespan objectives
are equivalent for the case when L = 1 and every time lag is either one or zero. However, if some
time lags are strictly greater than one, then the BPP-GP is not a special case of the BPPTL.
In (Kramer et al., 2017), the authors proposed an effective iterated local search algorithm for the
BPP-GP with the makespan objective. They also applied preprocessing techniques and lower
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bounding procedures in order to estimate the quality of the solutions they obtained. Thus, many
instances were solved to optimality.

Another related problem is the bin packing problem with conflicts (BPPC), in which a given
undirected graph represents conflicts between items. Two adjacent items in the conflict graph
cannot be put together in one bin. The objective function is the same as in the standard BPP,
i.e. minimization of the number of bins used. The BPPC was introduced by Gendreau et al.
(2004). Khanafer et al. (2010, 2012) proposed improved lower bounds for the BPPC based on
dual-feasible functions, as well as tree-decomposition-based heuristics. Exact branch-and-price
algorithms for the BPPC have been proposed in several papers (Fernandes Muritiba et al., 2010;
Elhedhli et al., 2011; Sadykov and Vanderbeck, 2013; Wei et al., 2020).

In branch-and-price algorithms for the BPPC, the pricing problem is the knapsack problem
with conflicts (KPC). This problem is interesting to us as it is a special case of the pricing prob-
lem considered in Section 3.2.2. The KPC has been solved either by MIP in (Fernandes Muritiba
et al., 2010; Elhedhli et al., 2011), by dynamic programming and branch-and-bound algorithms
in (Sadykov and Vanderbeck, 2013), or by a labelling algorithm as a resource-constrained short-
est path problem in (Wei et al., 2020). Recently, improved combinatorial branch-and-bound
algorithms for the KPC were proposed by Bettinelli et al. (2017) and Coniglio et al. (2020).

1.2 Contribution and outline

In this paper, as well as introducing and motivating the BPPTL, we present integer programming
(IP) formulations for the problem. The first formulation is a compact one which involves one
binary variable for every triple item-bin-time period. The second IP formulation with an expo-
nential number of variables gives a relaxation to the BPPTL, similar to the one used in (Pereira,
2016) for the BPP-P. An exponential set of constraints is then introduced allowing us to turn the
second formulation into an exact one for two important special cases of the BPPTL. The first one
is when L =∞. The second one is when L = 1, and time lags are non-negative. We present two
ways of separating the introduced constraints: a MIP formulation and an enumeration algorithm.
We also show how to take these constraints into account in the pricing problem, which turns
into the knapsack problem with hard and soft conflicts (KPHSC), a generalization of the KPC.
We formulate the KPHSC as a mixed integer program (MIP). Finally, for the two special cases
of the BPPTL mentioned, we propose an exact branch-cut-and-price (BCP) algorithm which
uses our cut separation routines, the MIP solver for solving the pricing problem which is the
KPHSC, a strong diving primal heuristic, and the Ryan&Foster strong branching. We generate
new instances for the BPPTL with L = ∞ inspired by the phytosanitary treatments planning
application described above. We show that our BCP algorithm significantly outperforms a com-
mercial MIP solver applied to the compact formulation for the problem. We also test our BCP
algorithm on literature instances of the BPP-P, the SALBP-1, and the BPP-GP. We are able
improve on the best known lower and upper bounds for numerous instances. Thus, optimality
is reached for the majority of open instances.

The article is organized as follows. In Section 2 we present a compact formulation of the
BPPTL, as well as a formulation with an exponential number of variables, which is a relaxation
of the BPPTL. A BCP algorithm for the case L =∞ is presented in Section 3. A modification
of this algorithm for the case with L = 1 and non-negative time lags is given in Section 4.
Computational results are presented in Section 5. We draw conclusions and discuss future work
in Section 6.
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2 Integer programming formulations

2.1 A compact formulation

Assume T ∈ Z+ is an upper bound to the number of time periods required to assign all the bins
in an optimal solution. Denote the sets L = {1, . . . , L} and T = {1, . . . , T}. Let binary variable
xi,b,p take value one if and only if item i ∈ V is assigned to bin (b, p) with b ∈ L and p ∈ T .
Also let binary variable ub,p take value one if only if bin (b, p) with b ∈ L and p ∈ T has at least
one item assigned to it. The BPPTL can then be formulated as the following IP.

min
∑
b∈L

∑
p∈T

ub,p (2a)

s.t.
∑
b∈L

∑
p∈T

xi,b,p = 1 ∀i ∈ V, (2b)

∑
i∈V

wixi,b,p ≤Wub,p ∀b ∈ L, p ∈ T , (2c)

li,j +
∑
p∈T

p ·
∑
b∈L

xi,b,p ≤
∑
p∈T

p ·
∑
b∈L

xj,b,p ∀(i, j) ∈ A, (2d)

xi,b,p ∈ {0, 1} ∀i ∈ V, b ∈ L, p ∈ T , (2e)
ub,p ∈ {0, 1} ∀b ∈ J , p ∈ T . (2f)

In this formulation, constraints (2b) require each item to be assigned to exactly one bin.
Constraints (2c) impose two conditions: i) if an item is assigned to a bin (b, p) then the corre-
sponding variable ub,p is equal to one; ii) the items assigned to a bin must have a cumulative
weight smaller than or equal than the capacity of the bin. Constraints (2d) guarantee that the
time lags are satisfied.

Some modifications to formulation (2) can be made. Constraints (2c) can be replaced by
constraints giving a stronger linear relaxation:∑

i∈V
wixi,b,p ≤W ∀b ∈ L, p ∈ T , (3a)

xi,b,p ≤ ub,p ∀i ∈ V, b ∈ L, p ∈ T . (3b)
These constraints should be used if some items have a weight equal to 0, since constraints (2c)
would not count a bin in the objective value if all items assigned to it have weight 0.

Constraints (2d) can also be replaced by constraints which give a stronger linear relaxation:
p−li,j∑
p′=1

∑
b∈L

xi,b,p′ ≥
p∑

p′=1

∑
b∈L

xj,b,p′ ∀(i, j) ∈ A,∀p ∈ T : p− li,j ≤ T. (4)

The number of constraints (4) is O(T |A|), while the number of constraints in (2d) is O(|A|).
Thus, the stronger relaxation comes at the price of a larger formulation. The first use of con-
straints (4) in the context of a scheduling problem was made by Christofides et al. (1987).
See (Artigues, 2017) for a more detailed discussion of these constraints.

Additionally, redundant constraints can be added to break symmetry. The bins used at each
time period are equivalent: bins can be replaced without an impact on the feasibility and cost
of the solution. Thus, without loss of generality we can impose that the bins with lower indices
are chosen:

ub−1,p ≥ ub,p ∀p ∈ T ,∀b ∈ L \ {1}. (5)

Given a directed path in graph G from node i to node j, its length is the sum of the lags for
the arcs in the path. Let d(i, j) represent the length of the longest path from node i to node j
in G. We convene d(i, j) = −∞ if there is no path from i to j.
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For each i ∈ V , let es(i) represent the earliest time period in which i can be assigned to a
bin, and let ls(i) be the latest such time period. A natural pre-processing consists in fixing to
zero all variables xi,b,p such that i ∈ V , b ∈ L, and p < es(i) or p > ls(i). An approach to
compute the values es(i) and ls(i) consists in adding two extra nodes to the graph G: the source
node s fixed to artificial time period 0 and the sink node f fixed to artificial time period T + 1.
Then for each item i ∈ V we add arcs (s, i) and (i, f) with time lag one. Then es(i) = d(s, i)
and ls(i) = T + 1− d(i, f).

2.2 An integer programming relaxation

The best exact approaches for the standard BPP are based on the extended formulation in
which each variable represents a set of items packed into one bin. The main advantage of such
a formulation is that its linear relaxation is stronger than that of compact formulations. For
the BPPTL, there is no trivial way to come up with a similar extended formulation, since time
lag constraints break the decomposable structure of the problem. Moreover, bins related to
different time periods are no longer equivalent, and this symmetry cannot be exploited directly.
However, it is possible to exploit the bin symmetry and the decomposable structure of a problem’s
relaxation. Therefore, we first formulate this relaxation of the BPPTL. Then, in the next two
sections we will show how to turn this relaxation into an exact formulation for two special cases
of the problem. This is done by defining an exponential family of constraints which cut off
infeasible solutions of the relaxation.

In any feasible solution of the BPPTL, a set B of items assigned to the same bin must satisfy
the following conditions:∑

i∈B
wi ≤W (6a)

d(i, j) ≤ 0 and d(j, i) ≤ 0 ∀i, j ∈ B. (6b)

Constraint (6a) follows from (1a) and constraints (6b) follow from (1b). These two conditions
state that the bin capacity constraint has to be satisfied, and that (transitive) lag constraints
forbid some items from being packed in the same bin.

Let B be the collection of all possible non-empty sets B of items satisfying constraints (6a)
and (6b). For each B ∈ B, we define a binary variable λB taking value one if and only if set B of
items occupies one bin in the solution. We denote by 1B the indicator function of B: 1B(i) = 1
if i ∈ B, and 1B(i) = 0 otherwise, for all i ∈ V . A relaxation of the BPPTL then can be
formulated as follows.

min
∑
B∈B

λB (7a)

s.t.
∑
B∈B

1B(i)λB = 1 ∀i ∈ V, (7b)

λB ∈ {0, 1} ∀B ∈ B. (7c)

In this formulation the objective function is to minimize the number of bins selected in the
solution. This relaxation has a similar structure to the one used for the simple assembly line
balancing problem (Pereira, 2015) and the bin packing problem with precedences (Pereira, 2016),
albeit with a different definition of B. Moreover, integrality constraints (7c) are relaxed to the
linear constraints 0 ≤ λB ≤ 1 ∀B ∈ B in (Pereira, 2015, 2016).

A feasible solution λ̄ for model (7) does not necessarily define a feasible solution for the
BPPTL, since it is not always possible to assign bins in set {B ∈ B : λ̄B = 1} to time periods
while satisfying the time lag constraints. This can be seen in the example illustrated in Figure 3.
In this example, a feasible solution to (7) has items {A,B} assigned to one bin and items {C,D}
to another. However, it is not possible to assign those bins to time periods satisfying the time
lag constraints. In fact, item A must be assigned before D, and item C must be assigned before
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B. One can see that the issue stems from the fact that when items are assigned to bins, lags
between items become lags between bins, and cycles of positive length may appear. This concept
of cycles between bins is formalized in Section 3, and is used to characterize infeasible solutions.

A (w = 6)

B (w = 4)

D (w = 2)

C (w = 5)

bin 1 bin 2

1

1

Figure 3: Example of instance in which a feasible solution to relaxation (7) does not define a
feasible solution for the BPPTL. Here W = 10.

3 The case with unlimited number of available bins

In this section we assume that L = ∞, i.e. there is no restriction on the number of bins that
can be assigned to a time period. We denote this variant of the problem as the BPPTL∞.
We propose in this section a branch-cut-and-price algorithm based on relaxation 7 to solve
this variant to optimality. In Section 3.1, we give a characterization of feasible solutions of the
BPPTL∞ expressed by constraints involving only variables λB . Later, in Section 3.2, we describe
the components of the branch-cut-and-price algorithm, i.e. separation algorithms for the cuts,
IP formulation for the pricing problem, primal heuristic and branching.

3.1 Characterization of valid assignments

Let P be a partition of V . We denote by P(i) the element B ∈ P such that i ∈ B. For each
B,B′ ∈ P, we define d̄(B,B′) = max{d(i, j) : i ∈ B, j ∈ B′} as the maximum distance (in terms
of time lags) between an item in B and an item in B′. We introduce the notion of aggregated
graph, which is useful for defining the necessary and sufficient conditions for a feasible solution
to (7) to be feasible for the BPPTL.

Definition 1. Let G = (V,A, l) be a directed valued graph, and P be a partition of V . The
aggregated graph of G induced by P is the valued digraph GP = (P, AP , d̄), where P is the set of
nodes in the graph, AP :=

{
(B,B′) ⊆ P × P : d̄(B,B′) > −∞

}
is the set of arcs in the graph,

and d̄(B,B′) is the length of arc (B,B′) ∈ AP .

We are going to show that whenever the aggregated graph induced by a partition is acyclic,
the elements of the partition can be assigned to time periods satisfying the time lag constraints.
But first, we need to prove the following lemma.

Lemma 1. Let G = (V,A, l) be a directed valued graph. Graph G has no cycle of positive length
if and only if a mapping τ : V −→ Z+ exists, such that for each (i, h) ∈ A, τ(i) + li,h ≤ τ(j).

Proof. Proof. This proof is an adaptation of a similar result taken from (Bartusch et al., 1988). If
such τ exists, consider any cycle with nodes i1, . . . , iK , iK+1 = i1. Then, for each k ∈ {1, . . . ,K}
we have τ(ik) + lik,ik+1 ≤ τ(ik+1). If we sum all these inequalities we get

∑K
k=1 lik,ik+1 ≤ 0, and

then any cycle must have non-positive length.
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Assume now that there is no cycle of positive length, and consider an extra source node
s /∈ V , and the graph Ḡ = (V ∪{s}, Ā, l̄) such that Ā = A∪{(s, i) : i ∈ V }, and l̄i,j = 1 if i = s,
and l̄i,j = li,j otherwise.

For each i ∈ V , define τ(i) as the length of the longest path from s to i in Ḡ. Since (G,A, l)
has no cycle of positive length, then (Ḡ, Ā, l̄) has no cycle of positive length, and then the longest
path from s to i is a well defined finite number, taking a value of at least 1.

Finally, for each (i, j) ∈ A it holds that τ(i) + li,j ≤ τ(j), since the length of the longest path
from s to j cannot be smaller that the length of the longest path from s to i plus li,j .

This lemma shows in particular that if the graph (G,A, l) has a cycle of positive length, there
is no feasible solution for the instance.

Proposition 1. Let G = (V,A, l) be a directed valued graph and P be a partition of V . Also let
GP = (P, AP , d̄) be the aggregated graph of G induced by P. There is a mapping τ : P −→ Z+,
such that for each (i, j) ∈ A, τ(P(i)) + li,j ≤ τ(P(j)) if and only if there is no cycle of positive
length in GP .

Proof. Proof. Consider the mapping τ from Lemma 1 in the graph GP . Then for each (B,B′) ∈
AP , it holds that τ(B) + d̄(B,B′) ≤ τ(B′). But for each i, j ∈ A, we have li,j ≤ d(i, j), and
since d̄(B,B′) = max{d(i, j) : i ∈ B, j ∈ B′}, then d(i, j) ≤ d̄(P(i),P(j)). This implies that for
each (i, j) ∈ A, τ(P(i)) + li,j ≤ τ(P(i)) + d̄(P(i),P(j)) ≤ τ(P(j)).

We call a partition P ⊆ B suitable if graph GP does not have a directed cycle of positive
length, and we say that P is unsuitable otherwise. We denote by N the family of unsuitable
partitions of V .

The partition of items induced by a feasible solution of an instance of the BPPTL∞ must
be suitable, because the assignment of bins to time periods implies that there are no positive
cycles in the aggregated graph. But Proposition 1 also shows that any suitable partition P ⊆ B
induces a feasible solution for the instance, and the proof also gives a procedure to recover the
actual solution (the time of each bin) from the partition by computing the longest distance
from an artificial source node to each node in the aggregated graph, which can be done in time
O
(
|P|
∣∣AP ∣∣).

With this characterization of a feasible solution, the following set of constraints can be added
to formulation (7) to cut off infeasible solutions:∑

B∈P
λB ≤ |P| − 1 ∀P ∈ N . (8)

Formulation (7) together with constraints (8) defines an exact formulation of the BPPTL∞.
However, each constraint in (8) forbids only one unsuitable partition, and the coefficient of a
variable λB in these constraints depends on set B. This makes dynamic generation of vari-
ables λ very difficult. We will now introduce an alternative to constraints (8) that defines a
computationally tractable equivalent formulation.

The alternative constraints rely on the fact that cycles in the aggregated graphs are related to
lags between pairs of items. Consider a partition P such that the induced aggregated graph GP
has a cycle of positive length (B1, B2, . . . , BR), and denote BR+1 = B1. For each arc (Br, Br+1)
in the cycle there are elements tr ∈ Br and hr+1 ∈ Br+1 such that d̄(Br, Br+1) = d(tr, hr+1).
If we consider the set {(h1, t1), . . . , (hR, tR)} of pairs of items, any partition where each of these
pairs is in the same bin induces an aggregated graph with a positive length cycle.

Figure 4 presents an example of a partition that induces a positive cycle in the aggregated
graph. Any partition, in which pairs of nodes (h1, t1), (h2, t2) and (h3, t3) each belong to the
same block of the partition, induces the aggregated graph with a positive length cycle.
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Figure 4: Example of partition that induces a positive cycle. Here (h1, h2, h3, t1, t2, t3) ∈ C.

We now define the collection of all sets of pairs which induce a positive length cycle in the
aggregated graph, and thus an infeasible solution.

Definition 2. For each R ∈ N, R ≥ 2, we define CR ⊆ V 2R as the collection of all tuples
(h1, . . . , hR, t1, . . . , tR) that satisfy the following properties.

• All elements h1, . . . , hR, t1, . . . tR are different.

• For each r ∈ {1, . . . , R}, d(hr, tr) ≤ 0 and d(tr, hr) ≤ 0.

•
R∑
r=1

d(tr, hr+1) ≥ 1, where hR+1 = h1.

We also denote C =
⋃
R≥2
CR, and for each tuple C = (h1, . . . , hR, t1, . . . , tR) ∈ C we define as

FC the set of pairs of items which constitute C: FC =
{
{h1, t1}, {h2, t2}, . . . , {hR, tR}

}
.

We can now characterize an unsuitable partition as a partition that contains a forbidden set
of pairs.

Proposition 2. A partition P ⊆ B is unsuitable if and only if C ∈ C exists, such that for each
pair {hr, tr} ∈ FC , P contains an element Br containing both hr and tr: {hr, tr} ⊆ Br ∈ P.

Proof. Proof. Let P ⊆ B be a partition of V , and let C ∈ CR, R ≥ 2, be such that each
{hr, tr} ∈ FC is contained in Br ∈ P for each r ∈ {1, . . . , R}. Then, by definition of d̄, for
each r ∈ {1, . . . , R} we have d̄(Br, Br+1) ≥ d(tr, hr+1), where BR+1 = B1. This implies that
R∑
r=1

d̄(Br, Br+1) ≥ 1, and then there is a circuit in (GP , d̄) of positive length. Since the circuit
can be decomposed into multiple cycles, and the length of the circuit is equal to the sum of
the length of those cycles, one of those cycles must be of positive length, and then P must be
unsuitable.

Assume now that P is unsuitable, and consider a cycle of positive length in graph GP with
the minimum possible number of nodes. Let R be the number of nodes of that cycle, and let the
nodes of the cycle be B1, B2, . . . , BR.

For each arc (Br, Br+1) in this cycle, let tr ∈ Br and hr+1 ∈ Br+1 be such that d(tr, hr+1) =
d̄(Br, Br+1), where BR+1 = B1. Thus we have {hr, tr} ⊆ Br, and since the cycle in the

aggregated graph has positive length, we have
R∑
r=1

d(tr, hr+1) =
R∑
r=1

d̄(Br, Br+1) ≥ 1.
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We now show that all these elements (h1, . . . , tR) are different. Since all Br are different
elements of a partition of V , for each r, r′ ∈ {1, . . . , R} with r 6= r′ it holds hr 6= hr′ , tr 6= tr′ , and
hr 6= tr′ . If hr = tr then d̄(Br−1, Br+1) ≥ d(tr−1, hr) + d(tr, hr+1) = d̄(Br−1, Br) + d̄(Br, Br+1),
and then removing Br from the cycle would still give a cycle of positive length, which contradicts
the minimality of the cycle considered. Then, all the elements h1, . . . , tR are different.

Finally, since Br ∈ B, then d(hr, tr) ≤ 0 and d(tr, hr) ≤ 0.

The following reformulation is valid for the BPPTL∞ due to Proposition 2.

min
∑
B∈B

λB (9a)

s.t.
∑
B∈B

1B(i)λB = 1 ∀i ∈ V, (9b)

R∑
r=1

∑
B∈B,

{hr,tr}⊆B

λB ≤ R− 1 ∀R ≥ 2,∀(h1, . . . , tR) ∈ CR, (9c)

λB ∈ {0, 1} ∀B ∈ B. (9d)

3.2 The branch-cut-and-price algorithm

We develop a branch-cut-and-price approach to solve formulation (9). At each node of the
branch-and-bound tree the linear relaxation is solved by the following column and cut generation
procedure.

• Step 0: Start with an initial set of variables λ and constraints (9c).

• Step 1: Solve the restricted master problem (RMP). The RMP is the linear relaxation
of (9) with the current restricted subset of columns and constraints.

• Step 2: Solve the pricing problem which looks for a variable λB with B ∈ B with negative
reduced cost. If such a column is found, add λB to the RMP and go back to Step 1.

• Step 3: Solve the separation problem. The separation problem consists in finding a con-
straint (9c) violated by the current solution of the RMP.

Approaches for solving the separation problem are presented in Section 3.2.1. The MIP
formulation for the pricing problem is proposed in Section 3.2.2. Other components of the BCP
algorithm are described in Section 3.2.3.

3.2.1 Separation.

Given a solution λ̄ =
(
λ̄B
)
B∈B that satisfies (9b), we are looking for a constraint in (9c) that is

violated by λ̄.
If λ̄ satisfies (9d), i.e. it is an integer solution, it induces a partition P of the items, and

finding a violated constraint in (9c) is equivalent to finding a cycle of positive length in the
aggregated graph GP , according to Proposition 2. We first construct the aggregated graph GP .
Then we compute the longest distance for each pair of nodes in this graph, which can be done
in time O

(
|P|3

)
with the Floyd-Warshall algorithm. Finally, we look for a cycle of a positive

length by checking if the distance from any node to itself is positive. In the event that a cycle
of positive length is found, the proof of Proposition 2 describes the procedure to find the tuple
(h1, . . . , tR) ∈ C and to generate the associated violated constraint.

Separating integer solutions is enough for the algorithm to be valid. However, in order to
strengthen the relaxation, we also propose procedures to separate fractional solutions. To do so,
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we define an auxiliary directed multigraph in which finding a cycle with some specific properties
is equivalent to finding a violated constraint in (9c).

Let
(
λ̄B
)
B∈B be a solution satisfying (9b) but not necessarily (9d). For each i, j ∈ V with

i 6= j we define the value ξi,j =
∑
B∈B,
{i,j}⊆B

λ̄B . Then we construct multigraph G = (V,A) with two

labels in each arc. Each arc a ∈ A is represented by a tuple (h(a), t(a), l(a), v(a)) ∈ V ×V ×Z×R,
where h(a) is the head of the arc, and t(a) is the tail of the arc. The set of arcs is composed of
two subsets, A = AG ∪ Aλ, where these subsets are defined as follows:

• For each (i, j) ∈ A, arc a in which h(a) = i, t(a) = j, l(a) = d(i, j) and v(a) = 0 belongs
to AG.

• For each pair {i, j} ⊆ V such that i 6= j and ξi,j > 0, arc a in which h(a) = i, t(a) = j,
l(a) = 0, and v(a) = 1− ξi,j belongs to Aλ.

There is one arc in AG for each arc in the original graph G, and two arcs in Aλ, one in each
direction, for each pair of nodes that are contained in any B ∈ B such that λ̄B > 0. Note that
in this graph there might be two arcs with the same head and tail, one of them in AG and the
other in Aλ.

Proposition 3. Let
(
λ̄B
)
B∈B be a solution satisfying (9b). Then it satisfies all constraints in

(9c) if and only if multigraph G = (V,A) constructed from λ̄ has no cycle (a1, a2, . . . , aK) such
that

∑K
k=1 l(ak) ≥ 1 and

∑K
k=1 v(ak) < 1.

Proof. Proof. (⇒) Assume first that λ̄ violates a constraint in (9c), then there is R ≥ 2 and
(h1, . . . , tR) ∈ CR such that

R∑
r=1

∑
B∈B,

{hr,tr}⊆B

λ̄B > R− 1.

This is equivalent to

1 >
R∑
r=1

1−
∑
B∈B,

{hr,tr}⊆B

λ̄B

 =
R∑
r=1

(1− ξhr,tr ) .

With this we define the following cycle with K = 2R arcs in graph G. For each r ∈ {1, . . . , R},
we take arc a2r−1 ∈ Aλ such that t(a2r−1) = hr and h(a2r−1) = tr, and we take arc a2r ∈ AG
such that t(a2r) = tr and h(a2r) = hr+1. We have v(a2r−1) = 1 − ξhr,tr and v(a2r) = 0.
Summing over all arcs in the cycle, we obtain

∑2R
k=1 v(ak) < 1. We also have l(a2r−1) = 0 and

l(a2r) = d(tr, hr+1). Then by definition of CR we have
∑2R
k=1 l(ak) =

∑R
r=1 d(tr, hr+1) ≥ 1.

(⇐) Assume now that there are cycles (a1, a2, . . . , aK) in graph G satisfying both
∑K
k=1 l(ak) ≥

1 and
∑K
k=1 v(ak) < 1. Among these cycles we take one with the minimum number K of arcs.

We now show that the arcs in this cycle are alternating between arcs of AG and Aλ. Let a and
a′ be two consecutive arcs in the cycle, with h(a) = i, t(a) = j, h(a′) = j and t(a′) = k. Now
consider two cases.

i) If both arcs belong to AG, then we can replace both arcs by arc (i, k) in AG since d(i, k) ≥
d(i, j) + d(j, k).
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ii) If both arcs belong to Aλ, then we have

ξi,j + ξj,k =
∑
B∈B,
{i,j}⊆B

λ̄B +
∑
B∈B,
{j,k}⊆B

λ̄B

=
∑
B∈B,

{i,j}⊆B,k/∈B

λ̄B +
∑
B∈B,

{i,j}⊆B,k∈B

λ̄B +
∑
B∈B,

{j,k}⊆B,i/∈B

λ̄B

︸ ︷︷ ︸
≤
∑
B∈B,
j∈B

λ̄B

+
∑
B∈B,

{j,k}⊆B,i∈B

λ̄B

︸ ︷︷ ︸
≤

∑
B∈B,
{i,k}⊆B

λ̄B

≤ 1 + ξi,k.

The first consequence of this inequality is that ξi,k > 0, and arc (i, k) belongs to Aλ, as
otherwise we would have v(a) + v(a′) ≥ 1. The second consequence is that v(a) + v(a′) =
2− ξi,j − ξj,k ≥ 1− ξi,k, and value v for arc (i, k) is not larger than v(a) + v(a′). Then we can
replace arcs a and a′ by arc (i, k).

In both cases, there is a contradiction with the minimality of the number of arcs in the
cycle. Thus we can conclude that the arcs are alternating between AG and Aλ. Thus K must
be even, and we can denote K = 2R. Without loss of generality we assume a1 ∈ Aλ. We
define hr = t(a2r−1) and tr = h(a2r−1) for each r ∈ {1, . . . , R}. Now we are going to show that
(h1, . . . , tR) ∈ CR.

The minimality of the cycle implies that all nodes (h1, . . . , tR) are different. Since arc (hr, tr)
belongs to Aλ, there must be some B ∈ B with λ̄B > 0 such that {hr, tr} ⊆ B. By definition
of B, this implies that d(hr, tr) ≤ 0 and d(tr, hr) ≤ 0. Finally, since a2r−1 ∈ Aλ, l(a2r−1) = 0,
then

∑R
r=1 l(a2r) ≥ 1, which implies that

∑R
r=1 d(tr, hr+1) ≥ 1.

The first approach to find such a cycle in multigraph G = (V,A) is based on an IP. Let ya be
a binary variable which determines whether arc a ∈ A participates in the cycle or not. Consider
the following IP formulation.

min
∑
a∈A

v(a)ya (10a)

s.t.
∑
a∈A

l(a)ya ≥ 1, (10b)∑
a∈A :h(a)=i

ya =
∑

a∈A : t(a)=i

ya ∀i ∈ V, (10c)

ya ∈ {0, 1} ∀a ∈ A. (10d)

It can be seen that there is a cycle (a1, a2, . . . , aK) in G such that
∑K
k=1 l(ak) ≥ 1 and∑K

k=1 v(ak) < 1 if and only if the optimal value of (10) is strictly smaller than one. Con-
straints (10c) force the solution to be a collection of cycles. Due to constraints (10b), at least
one cycle in this collection must have a positive sum of values l. If the objective function is
strictly less than one, then any cycle in the collection has the sum of values v strictly less than
one.

Generating several constraints in each separation round helps to improve convergence of the
cut generation procedure. This can be achieved by solving formulation (10) multiple times.
After each solving, a constraint is added to avoid selecting the same cut again. Suppose that
cycle (a1, a2, . . . , aK) is found after solving the IP. Without loss of generality, let a1 ∈ AG and
R = 2K. Then the constraint

∑R
r=1 ya2r

≤ R− 1 is added to (10), which is resolved again.

We now describe the second approach to find a desired cycle in multigraph G = (V,A). Given
a set A′ of arcs, we denote v(A′) =

∑
a∈A′ v(a) and l(A′) =

∑
a∈A′ l(a), and given two nodes

12



i, j ∈ V we denote vi,j the minimum possible sum of v values of a path from i to j. The approach
consists in a partial enumeration of cycles C in G satisfying v(C) < 1 and l(C) ≥ 1.

We perform one iteration for each node i ∈ V . In this iteration, we try to find cycles C
containing node i such that v(C) < 1 and l(C) ≥ 1. Then we mark node i to exclude cycles
containing i from the search in subsequent iterations. In each iteration, we use a recursive
procedure which takes the current partial path form node i to current node j, containing set C
of arcs and set VC ∪ {j} of nodes. This procedure iterates over arcs a ∈ δ+(j). If head h(a)
of arc a has been marked, arc a is ignored. Otherwise, if node h(a) is contained in VC then a
subset C ′ of the arcs in C ∪{a} forms a cycle. In this case, if conditions v(C ′) < 1 and l(C ′) ≥ 1
are held, then we store cycle C ′ inducing a violated inequality. If node h(a) is neither blocked
nor contained in VC we check conditions v(C) + v(a) + v(a′) < 1 and l(C) + l(a) + l(a′) ≥ 1,
where a′ = (h(a), i). If none of these conditions is true, it is unlikely that arcs in C ∪ {a} are
contained in a cycle inducing a valid inequality, and arc a is ignored. If both conditions are true,
we augment the partial path with arc a and recursively call the same procedure. The separation
algorithm by partial enumeration is formally presented in Algorithm 1.

Function DFSRecursion(i, j, VC , C):
for a ∈ δ+(j) do

if h(a) is marked then continue
if h(a) ∈ VC then

Find C ′ ⊆ C ∪ {a} that forms a cycle.
if v(C ′) < 1 and l(C ′) ≥ 1 then store cycle C ′
continue

end
a′ ←− (h(a), i)
if v(C) + v(a) + v(a′) ≥ 1 or l(C) + l(a) + l(a′) ≤ 0 then continue
DFSRecursion(i, h(a), VC ∪ {j}, C ∪ {a})

end
end

Function Main(G, v, l):
for i ∈ V do

DFSRecursion(i, i, ∅, ∅)
Mark node i

end
end

Algorithm 1: Fractional separation by partial enumeration

3.2.2 Pricing problem.

Consider an optimal dual solution (π̄, µ̄) of the restricted master problem, where (πi)i∈V are the
dual variables of constraints (9b) and (µC)C∈C are the dual variables of constraints (9c).

The pricing problem consists in finding a set of items B ∈ B such that the reduced cost of
variable λB is minimized. The coefficient of λB in the constraint (9b) corresponding to i ∈ V
is one if i ∈ B, and zero otherwise. The coefficient of λB in the constraint (9c) corresponding
to tuple C ∈ C is equal to the number of item pairs {i, j} ∈ FC such that both i and j are
contained in B. We define θ(B,C) = |{{i, j} ∈ FC : i ∈ B, j ∈ B}|. Then the reduced cost of
variable λB is 1−

∑
i∈B π̄i −

∑
C∈C θ(B,C)µ̄C .

We now describe a MIP to find a set B with minimum reduced cost. Let C̄ be the set of
active constraints (9c): C̄ = {C ∈ C : µ̄C < 0}. Also let F̄ =

⋃
C∈C̄
FC . Let binary variable xi

be equal to one if item i ∈ V belongs to B, and zero otherwise. Also let binary variable yi,j
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be equal to one if both items from pair {i, j} ∈ F̄ belong to B, and zero otherwise. Then the
pricing problem can be formulated as the following MIP.

max
∑
i∈V

π̄ixi +
∑
{i,j}∈F̄

 ∑
C∈C̄:
{i,j}∈FC

µ̄C

 yi,j − 1 (11a)

s.t.
∑
i∈V

wixi ≤W, (11b)

xi + xj ≤ 1 ∀{i, j} ⊆ V, d(i, j) ≥ 1 or d(j, i) ≥ 1, (11c)
xi + xj ≤ 1 + yi,j ∀{i, j} ∈ F̄ , (11d)
xi ∈ {0, 1} ∀i ∈ V, (11e)
yi,j ≥ 0 ∀{i, j} ∈ F̄ . (11f)

Given an optimal solution (x̄, ȳ) to (11), we add to the restricted master problem variable
λB̄ , where B̄ = {i ∈ V : x̄i = 1}. Constraints (11b) and (11c) require that B̄ ∈ B. Since
µC < 0 for C ∈ C̄ and we are maximizing, each variable ȳi,j takes the minimum possible value.
Therefore, ȳi,j is equal to one if and only if both i ∈ B̄ and j ∈ B̄. Therefore,∑

{i,j}∈F̄

∑
C∈C̄:
{i,j}∈FC

µC ȳi,j =
∑
C∈C

θ(B,C)µ̄C ,

and the objective value of solution (x̄, ȳ) is equal to the reduced cost of λB̄ with the opposite
sign.

The pricing problem can be defined as the knapsack problem with hard and soft conflicts
(KPHSC). Hard conflicts correspond to pairs {i, j} such that either d(i, j) ≥ 1 or d(j, i) ≥ 1.
Soft conflicts are pairs that are penalized for being both in the set, and correspond to pairs
{i, j} ∈ m̄F . The KPHSC generalizes the NP-hard knapsack problem with conflicts. The latter
is NP-hard, and it is studied for example in (Sadykov and Vanderbeck, 2013; Bettinelli et al.,
2017; Coniglio et al., 2020). To our knowledge, the KPHSC has not yet been studied in the
literature.

3.2.3 Other components of the algorithm.

It is well known that the column generation approach may have convergence issues. To improve
convergence, we use the automatic dual price smoothing stabilization technique proposed by
Pessoa et al. (2018).

Having a good feasible solution is important for the efficiency of the BCP algorithm. Such a
solution provides an upper bound for the optimal objective value, and thus many nodes in the
branch-and-bound tree may be pruned by bound. To obtain feasible solutions, we use the strong
diving heuristic proposed by Sadykov et al. (2019). We now briefly describe how the standard
diving heuristic (Joncour et al., 2010) can be applied for the BPPTL and present its strong
diving variant.

After solving a node in the branch-and-bound tree, we have a solution λ̄ to the linear re-
laxation of formulation (9). If λ̄ is integer, the node is pruned, otherwise we apply the diving
heuristic. In this algorithm, we select a column λB such that its value λ̄B in the fractional
solution is the closest to 1. We then add this column to the partial solution and change the
right-hand-side values of constraints (9b) corresponding to items in B to zero. Afterwards, the
linear relaxation of (9) is resolved by column generation (without cut separation). This iter-
ative process continues until the solution to the linear relaxation becomes integer or until the
relaxation becomes infeasible.
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In order to increase the efficiency of the diving heuristic, we apply the following problem-
specific enhancement to it. Each time a column λB is fixed to one, we update lag li,j to
max{li,j , 0} for every pair {i, j} ⊆ B. Following this update, we recalculate values d(i, j) and
d(j, i), for all pairs {i, j} ⊆ V , i.e. the lengths of the longest paths between each pair of nodes
in the graph. If a value d(i, j) becomes positive, the set of hard conflicts in the pricing problem
is updated, i.e. constraint xi + xj ≤ 1 is added to formulation (11), and columns λB such that
{i, j} ⊆ B are removed from the master problem.

We use the strong diving variant (Pessoa et al., 2018) of this diving heuristic. In this variant,
we select up to 10 candidate columns λB , and we fix them temporarily to one, one-by-one, and
resolve the master problem. Then we select the candidate column which resulted in the smallest
increase in the lower bound obtained by solving the linear relaxation of formulation (9).

After applying the strong diving heuristic, if the primal-dual gap is positive, we perform
branching. Here we use the Ryan and Foster branching (Ryan and Foster, 1981). To do so, we
find a pair of items {i, j} ⊆ V such that value

∑
B∈B: {i,j}⊆B λ̄B is fractional. Then we create

two child nodes: in the first we impose the requirement that items i and j are put into the same
bin, and in the second that items i and j are assigned to different bins. In both nodes, we add
the corresponding constraints to the pricing problem: xi = xj and xi + xj ≤ 1. We also remove
from the master problem columns which do not satisfy newly imposed constraints.

Choosing a pair of items to branch on is an important decision, which has a large impact
on the efficiency of the BCP algorithm. To find better branching candidates, we use two-phase
strong branching. In the first phase, we take up to 30 branching candidates (i.e. pairs of items),
create child nodes for them, and solve only the restricted master problem for them without
column and cut generation. Up to three best candidates are then chosen according to the
product rule (Achterberg, 2007). For child nodes of these candidates, we perform full column
and cut generation. The size of the branch-and-bound tree is estimated for them according to
the approach suggested in (Kullmann, 2009). Then the branching candidate with the smallest
estimated tree size is chosen.

4 The case with one available bin per time period and
non-negative lags

If we consider the case in which only one bin can be used in each time period (L = 1), then
the BCP algorithm proposed in Section 3 cannot be used. In this case, given a partition of the
item set in bins, the problem of determining if those bins can result in a feasible solution is
NP-complete, as shown by Finta and Liu (1996). For this reason, we limit ourselves to the case
in which all lags are non-negative numbers. We denote this problem by BPPTL1

+.
In this context, we can assume that the graph is acyclic. Otherwise it either has a cycle of

positive length and then it is trivially infeasible, or it has a cycle with all the arcs having lag
zero. In the latter case we can contract all the items in the cycle into one item and have an
equivalent problem because these items must be assigned to the same time period, and thus to
the same bin.

A problem related to the BPPTL1
+ has been studied by Kramer et al. (2017), who consider

the makespan objective function, i.e. minimizing the last time period in which any bin is used. If
all time lags are either zero or one, it is equivalent to minimizing the makespan and the number
of bins used. This case generalizes both the bin packing problem with precedence constraints,
and the simple assembly line balancing problem, as shown in (Kramer et al., 2017). However,
if some time lags are strictly larger than one, minimizing the makespan is not equivalent to the
BPPTL1

+, since a solution that is optimal for one objective function may be sub-optimal for the
other objective function. An example of this can be seen in Figure 5. In this example, if we
optimize the use of one of the two objective functions we get a solution that is sub-optimal for
the other objective function. Minimizing the makespan gives a solution with makespan 5 that

15



uses 4 bins, but minimizing for the number of bins used gives a solution that uses 3 bins with
makespan 6.

2 1

1

2

2

4 3

Figure 5: Example of instance with different optimal solutions for different objective functions.
Here W = 2.

In this section, we show how to modify the BCP algorithm developed in Section 3 to solve
to optimality the BPPTL1

+.

4.1 Valid assignments

Any feasible solution for an instance of the BPPTL1
+ is feasible for the BPPTL∞, and then the

assignment of items to bins (which are also time periods in the BPPTL1
+) must be composed

of sets in B, and must also satisfy constraints (9c). However, satisfying these constraints is not
sufficient to induce a feasible solution for BPPTL1

+, as can be seen in the example in Figure 6.
In this example the time lags force each node to be assigned to the same time period, but the
bin capacity does not allow one to assign all items to the same bin. Thus, there is a feasible
solution to this instance of the BPPTL∞, but there are no feasible solutions for the corresponding
instance of the BPPTL1

+.

w=3

w=3

0

w=3
0

w=3

0

0

Figure 6: Example of instance with feasible solutions for BPPTL∞ but not for BPPTL1
+.

Capacity W = 10

In the following proposition, we characterize feasible solutions for the BPPTL1
+ with a simple

condition.

Proposition 4. A partition P ⊆ B induces a feasible solution to the BPPTL1
+ if and only if the

aggregated graph GP is acyclic.
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Proof. Proof. Recall that any item set in P satisfies the capacity constraint. Therefore, only
lag constraints have to be checked. If there is a feasible solution, then each set B ∈ P can be
assigned to a time period p, and then the aggregated graph must be acyclic because otherwise
the arc in the cycle with a tail assigned to the largest time period would be violated since all
lags are non-negative. In the other direction, if GP is acyclic there is a topological order of the
aggregated nodes. A feasible solution can be obtained by assigning bins to time periods following
this topological order.

In the proof, time lag values are not relevant. Then, any partition that induces a feasible
solution also induces a feasible solution for any other graph with the same set of arcs, even with
different (non-negative) lags. This implies that the time lag values are relevant just to define
the conflicts for set B. Thus it only matters if the value of each time lag is zero or a positive
number. Therefore, all positive time lags can be replaced by unitary time lags without changing
the set of optimal solutions.

In Section 3.1, we define set CR to characterize partitions that induce an aggregated graph
with a cycle of positive length, and thus an infeasible solution to the BPPTL∞. For the BPPTL1

+,
partitions that induce an aggregated graph with a zero length cycle are also infeasible. Analo-
gously to Definition 3 for cycles of positive length, we now define the set of tuples which induce
cycles of length 0 in the aggregated graph.

Definition 3. For eachR ∈ N, R ≥ 2, let C0
R ⊆ V 2R be the set of all tuples (h1, h2, . . . , hR, t1, . . . , tR)

that satisfy the following properties.

• All the elements h1, . . . , hR, t1, . . . tR are different.

• For each r ∈ {1, . . . , R}, d(hr, tr) ≤ 0 and d(tr, hr) ≤ 0.

•
R∑
r=1

d(tr, hr+1) = 0, where hR+1 = h1.

Recall the definition of value θ(B,C):

θ(B,C) =
∣∣{r ∈ {1, . . . , R} : {hr, tr} ⊆ B

}∣∣ .
With this definition, constraints (9c) can be rewritten as:∑

B∈B
θ(B,C)λB ≤ R− 1 ∀R ≥ 2,∀C ∈ CR. (12)

An intuitive extension of these constraints is the following.∑
B∈B

θ(B,C)λB ≤ R− 1 ∀R ≥ 2,∀C ∈ C0
R, (13)

However, constraints (13) forbid valid solutions. Indeed, if all pairs (hr, tr) in a given C ∈ C0
R

belong to the same element B in a partition P, this partition does not induce a cycle of length
0 in the aggregated graph.

To overcome this issue, we define for C ∈ V 2R andB ∈ B the value φ(B,C) = min{1, θ(B,C)}.
That is, φ(B,C) is equal to one if any pair in FC is contained in B, and is equal to zero other-
wise. This definition allows us to characterize partitions that induce an aggregated graph with
cycles of length 0.

Proposition 5. Given a partition P ⊆ B, the aggregated graph GP does not have a cycle of zero
length if and only if solution λ induced by P satisfies the following set of constraints:∑

B∈P
φ(B,C)λB ≤ R− 1 ∀R ≥ 2,∀C ∈ C0

R. (14)
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Proof. Proof. Assume that there is a cycle of zero length in GP , and take one with the minimum
number of nodes, B1, . . . , BR. We take for each r ∈ {1, . . . , R} nodes hr, tr ∈ Br such that
d(tr, hr+1) = 0, where hR+1 = h1. Then, for C = (h1, . . . , tR) we have C ∈ C0

R due to the
minimality of R. For each r ∈ {1, . . . , R}, we have φ(Br, C) = 1. Then constraint (14) for this
tuple C is violated.

In the other direction, let C ∈ C0
R be a tuple such that the respective constraint in (14)

is violated. For each r ∈ {1, . . . , R} there is at most one set B ∈ B such that λB = 1 and
{hr, tr} ⊆ B. Then there are R different sets Br, r = {1, . . . , R}, such that φ(Br, C) = 1 and
λBr = 1. By definition of C0

R, there is a cycle of length 0 which contains nodes GP .

By Proposition 5, the following IP formulation is valid for the BPPTL1
+.

min
∑
B∈B

λB (15a)

s.t.
∑
B∈B

1B(i)λB = 1 ∀i ∈ V, (15b)∑
B∈B

θ(B,C)λB ≤ R− 1 ∀R ≥ 2,∀C ∈ CR, (15c)∑
B∈B

φ(B,C)λB ≤ R− 1 ∀R ≥ 2,∀C ∈ C0
R, (15d)

λB ∈ {0, 1} ∀B ∈ B. (15e)

Here, constraints (15c) forbid cycles of positive length in the aggregated graph, and con-
straints (15d) forbid cycles of zero length in the aggregated graph.

4.2 Separation

Given a partition P ⊆ B induced by an integer solution, a violated constraint can be separated
by finding any cycle in the aggregated graph GP . If the length of the cycle is positive, the
corresponding constraint (15c) is violated. If the length of the cycle is zero, the corresponding
constraint (15d) is violated. The depth-first-search algorithm can be used to find a cycle in the
graph GP or determine that the graph has no cycle. This can be done in time O(|P|+ |AP |).

To separate constraints (15d), we adapt the partial enumeration approach developed in Sec-
tion 3.2.1. The following proposition is useful for this purpose.

Proposition 6. Let
(
λ̄B
)
B∈B be a solution satisfying (15b). If multigraph G = (V,A) con-

structed from λ̄ has a cycle C = (a1, a2, . . . , aK) such that
∑K
k=1 l(ak) = 0 and

∑K
k=1 v(ak) < 1,

and for every B ∈ B with λ̄B > 0 there is at most one pair {iB , jB} ∈ FC with {iB , jB} ⊆ B,
then there is a constraint (15d) violated by λ̄.

Proof. Proof. Similarly to Proposition 3, we can prove that there is a cycle C ′ ⊆ C such that
constraint

∑
B∈B θ(B,C ′)λB ≤ R − 1 is violated by λ̄. For every B ∈ B with λ̄B > 0 we

have φ(B,C ′) = θ(B,C ′), since at most one of the pairs in FC′ is contained in B. Therefore,
constraint (15d) for C ′ violated by λ̄.

The algorithm to search for a violated constraint (15c) or (15d) is similar to Algorithm 1,
with two differences. First, when looping over the arcs which leave current node j of current
partial path C, we skip arcs a = (i, j) ∈ Aλ such that there is B ∈ B with λ̄B > 0 and both
{i, j} ⊆ B and {i′, j′} ⊆ B for some a′ = (i′, j′) ∈ C ∩Aλ. Second, in addition to storing cycles
with a positive sum of time lags, we also store cycles with the sum of time lags equal to zero.
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4.3 Pricing problem

Consider an optimal dual solution (π̄, µ̄, µ̄0), with (πi)i∈V of the restricted master problem,
where (πi)i∈V are the dual variables of constraints (15b), (µC)C∈C are the dual variables of
constraints (15c), and (µ0

C)C∈C0 are the dual variables of constraints (15d). The binary coefficient
of λB in the constraint (15d) corresponding to tuple C ∈ C0 is equal to φ(B,C). Recall that
φ(B,C) is equal to one if and only if there is an item pair {i, j} ∈ FC such that both i and j
are contained in B. Then the reduced cost of variable λB is 1−

∑
i∈B π̄i −

∑
C∈C θ(B,C)µ̄C −∑

C∈C0 φ(B,C)µ̄0
C .

We now describe a MIP to find a set B of items with the minimum reduced cost. Let C̄ and
C̄0 be the sets of active constraints (15c) and (15d). Variables x and y are defined in the same
ways as for formulation (11). Additionally, a binary variable zC for each cycle C ∈ C̄0 determines
whether any of the pairs in FC is contained in B. Then the pricing problem can be formulated
as the following MIP.

max
∑
i∈V

π̄ixi +
∑
{i,j}∈F̄

 ∑
C∈C̄:
{i,j}∈FC

µ̄C

 yi,j +
∑
C∈C̄0

µ̄0
CzC − 1 (16a)

s.t.
∑
i∈V

wixi ≤W, (16b)

xi + xj ≤ 1 ∀{i, j} ⊆ V, d(i, j) ≥ 1 or d(j, i) ≥ 1, (16c)
xi + xj ≤ 1 + yi,j ∀{i, j} ∈ F̄ , (16d)
xi + xj ≤ 1 + zC ∀C ∈ C̄0,∀{i, j} ∈ FC , (16e)
xi ∈ {0, 1} ∀i ∈ V, (16f)
yi,j ≥ 0 ∀{i, j} ∈ F̄ , (16g)
zC ≥ 0 ∀C ∈ C̄0. (16h)

Given an optimal solution (x̄, ȳ, z̄) to (16), we add to the restricted master problem variable
λB̄ , where B̄ = {i ∈ V : x̄i = 1}. Since µ0

C < 0 for C ∈ C̄0 and we are maximizing, each variable
z̄C takes the minimum possible value. Therefore, z̄C is equal to one if and only if {i, j} ⊆ B for
at least one pair {i, j} ∈ FC . This implies that zC is equal to φ(B,C), and the objective value
of solution (x̄, ȳ, z̄) is equal to the reduced cost of λB̄ with the opposite sign.

5 Computational experiments

We implemented the proposed BCP algorithms in C++ language using a generic branch-cut-
and-price library BaPCod (Vanderbeck et al., 2020). BapCod uses Cplex 12.8 for solving master
and pricing subproblems. We also use Cplex 12.8 to solve compact formulation (2) described in
Section 2. The experiments were run on a 2 Deca-core Ivy-Bridge Haswell Intel Xeon E5-2680 v3
server running at 2.50 GHz with 128 GB of RAM. Each instance is solved using a single thread.

5.1 Variant with an unlimited number of available bins

In this section we benchmark different approaches proposed in the paper for the variant of the
problem with an unlimited number of available bins. In Section 5.1.1 we describe a new class of
instances that we use for benchmarking. In Section 5.1.2 we compare different variants of the
compact formulation for the BPPTL. In Section 5.1.3 we test different cut separation algorithms.
Finally, in Section 5.1.4 we computationally compare the best variant of the compact formulation
and the BCP algorithm.
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5.1.1 Generation of instances.

The instances we generate are inspired from the application for the planning of phytosanitary
treatments in a vineyard, which is described in Section 1. Consider a set Q = {1, . . . , Q} of
periodic meta-requests for treatment and a planning time horizon T = {1, . . . , T}. For each
request q ∈ Q, the ideal elapsed time between two consecutive treatments is denoted by eq.
For additional flexibility, the minimum and maximum elapsed times between two consecutive
treatments of request q ∈ Q are set to e−q ≤ eq and to e+

q ≥ eq. Assuming that the planning
is embedded in a rolling horizon approach, the last treatment before the planning time horizon
and the first treatment after the planning time horizon are fixed. Let fq ∈ {−eq + 1, . . . , 0} be
the time period of the last treatment of request q ∈ Q before the planning time horizon. Let
nq be the number of treatments of request q ∈ Q during the time horizon: it is equal to the
maximum integer such that fq+nqeq ≤ T . Then the time period of the first treatment of request
q ∈ Q after the planning time horizon is equal to f ′q = fq + (nq + 1) · eq. The duration of each
treatment iqj of request q ∈ Q is equal to wiq

j
. Treatments are performed by an unlimited fleet

of identical vehicles. During a time period, each vehicle is capable of performing treatments of a
total duration not exceeding W . The usage cost of a vehicle during one time period is unitary.
The objective is to perform all necessary treatments during the planning time horizon while
respecting total durations of vehicles and the minimum and maximum elapsed times between
any two consecutive treatments of the same request, and to minimize the total vehicle cost.

This problem can be modeled as the BPPTL as follows. Define the bin capacity equal to W
and define L =∞. Define two artificial items is and if with weights wis = wif = W . For each
request q ∈ Q define nq items iq1, i

q
2, . . . , i

q
nq

with weights equal to wiq1 , wiq2 , . . . , wiqnq
respectively.

In the time-lag graph, we define arc (is, if ) with lag T +1, and arc (if , is) with lag −(T +1). For
each request q ∈ Q and each treatment k ∈ {1, . . . , nq − 1} we define arc (iqk, i

q
k+1) with lag e−q ,

and arc (iqk+1, i
q
k) with lag −e+

q . For each q ∈ Q we define arc (is, iq1) with lag max{1, e−q + fq},
arc (iq1, is) with lag −(e+

q + fq), arc (iqnq
, if ) with lag max{1, e−a − (f ′q −T − 1)}, and arc (if , iqnq

)
with lag −(e+

a − (f ′q − T − 1)).
The items created for each request q ∈ Q form a double chain in the graph. Each node is

connected to the next node in the chain by two arcs, one in each direction. The lags impose the
minimum and maximum elapsed time between two consecutive treatments of a request. Items is
and if must be scheduled exactly T + 1 time periods apart. Then all other items are scheduled
inside T time periods strictly between items is and if . Thus all treatments are performed within
the planning time horizon.

Instances are randomly generated using four integer parameters: the number Q of requests,
the number T of time periods, the average number N of request treatments and U the average
number of treatments one vehicle can perform in a day. Given tuple (Q,T,N,U), an instance
is generated as follows. For each request q ∈ Q, let eq be a random integer in the interval[⌊

0.7 · TN
⌋
,
⌈
1.3 · TN

⌉]
, and let e−q = b0.8 · eqc and e+

q = d1.2 · eqe. For each request q ∈ Q,
also let fq be a random integer in interval [−eq + 1, 0]. The bin capacity W is set to 60, and
we define the weight wiq

j
for each treatment of request q ∈ A as a random integer in interval[⌊

0.4 · 60
U

⌋
,
⌈
1.6 · 60

U

⌉]
. The dataset we generated consists of 252 instances, one instance for each

combination of parameters Q ∈ {3, 5, 7, 9}, T ∈ {20, 40, 60, 80, 100, 120}, N ∈ {4, 7, 10}, and
U ∈ {2, 3, 4}.

In Figure 1 shown in Section 1, we present the time-lag graph for an instance generated with
parameters Q = 7, T = 60, N = 4. Parameter U does not have an impact on the time-lag graph.
In this instance, random values generated for the ideal elapsed time of a request are e1 = 13,
e2 = 11, e3 = 20, e4 = 13, e5 = 14, e6 = 20, and e7 = 14. Random values generated for the
last treatment of a request before the planning time horizon are f1 = 0, f2 = −8, f3 = −19,
f4 = −12, f5 = −5, f6 = −7, and f7 = −12.
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5.1.2 Variants of the compact formulation.

In this section we analyze the performance of some variants of the compact formulation presented
in Section 2. Specifically, we seek to determine how different combinations of constraints affect
the perfomance of the Cplex solver on our set of instances.

We consider four different variants of formulation (2).

• Capacity constraints. We denote Cap = Coupled if we use constraints (2c), and Cap =
Decoupled if we use constraints (3).

• Time lag constraints. We denote Pre = Strong if we use constraints (4) and Pre = Weak
if we use constraints (2d).

• Breaking symmetries. We denote Sim1 if we add constraints (5) to the formulation, and
Sim0 otherwise.

• Early and late starts. We denote Es1 if we apply the early and late start pre-processing,
and Es0 otherwise.

To compare these variants, we used Cplex to solve each of the 24 = 16 combinations, running
each instance with a time limit of one hour. The results are presented in Table 1. Columns
under “Gap” contain the average optimality gap over all instances, with the gap computed as
UB−LB
UB . Columns under “# Opt” contain the number of instances solved to optimality. Table 1

shows that the most efficient variant is (Sim1, Es0, Cap = Coupled, Pre = Weak). Using this
variant of the compact formulation, Cplex solves 98 out of 252 instances.

Gap # Opt
Sim0 Sim1 Sim0 Sim1

Es0 Es1 Es0 Es1 Es0 Es1 Es0 Es1

Cap = Coupled Pre = Strong 9.9% 9.8% 11.1% 10.7% 80 82 95 96
Pre = Weak 10.6% 10.3% 11.9% 11.0% 71 72 98 87

Cap = Decoupled Pre = Strong 32.4% 32.4% 31.3% 31.7% 72 76 88 86
Pre = Weak 31.5% 25.4% 34.3% 28.0% 77 72 86 89

Table 1: Comparison of different compact formulations.

5.1.3 Comparison of separation approaches.

In Section 3.2.1 two approaches to separate fractional solutions in the BCP algorithm are pro-
posed: solving a MIP and a partial enumeration algorithm. In this section we compare these
approaches, as well as the third alternative, which consists in only separating integer solutions.
The results are presented in Table 2. Here, column “Gap” presents the average optimality gap,
“Root Gap” gives the average gap at the root node of the branch-and-bound tree, “# Opt” the
number of instances solved to optimality, and “# Nodes” the average number of explored nodes
in the branch-and-bound tree. The results in Table 2 show that the separation of both integer
and fractional solutions by enumeration is the approach that allows us to solve to optimality
the largest number of instances, and also to get the smallest average optimality gap over all
instances. We can also underline that separating fractional solutions is very important for the
efficiency of our BCP algorithm.

21



Separation approach Gap Root Gap # Opt # Nodes
Only integer solutions 10.6% 12.0% 118 385.7
Fractional solutions by MIP 8.9% 10.5% 148 53.4
Fractional solutions by enumeration 8.7% 10.4% 155 25.6

Table 2: Comparison of different separation methods.

5.1.4 Comparison of the BCP algorithm and Cplex solver.

In this section, we computationally compare two proposed approaches to solve the generated
instances with an unlimited number of available bins. Following the results in Section 5.1.2, as
the first approach we use the variant (Sim1, Es0, Cap = Coupled, Pre = Weak) of the compact
formulation solved by Cplex. The second approach is our BCP algorithm with the enumer-
ation separation algorithm applied to fractional solutions due to the results we obtained in
Section 5.1.3. Both approaches are run with the time limit of one hour.

Table 3 shows the results of this computational comparison. We give results for different
subsets of instances grouped by the generation parameters used, as well as the overall results.
In the table, column “# Inst.” shows the number of instances in the respective subset. Columns
under “% Opt” show the percentage of the instances that were solved to optimality within the
time limit. Columns under “Gap” show the average optimality gap, columns under “Time” show
the average time in seconds. Column “Root Gap” shows the average optimality gap at the root
node of the branch-and-bound tree in BCP algorithm. This gap is computed as UB−LB

UB , where
LB in this case is the lower bound obtained by the column and cut generation in the root node,
and UB is the value of the best solution obtained within the time limit. Finally, column “#
Nodes” shows the average number of nodes explored in the branch-and-bound tree of the BCP
algorithm. The detailed instance-by-instance results are available in the online supplement.

# Inst. % Opt Gap Time Root Gap # Nodes
BCP Cplex BCP Cplex BCP Cplex BCP BCP

T = 20 36 55.6% 55.6% 3.0% 2.9% 1720.2 1815.1 3.9 56.4
T = 40 36 58.3% 47.2% 9.1% 8.8% 1655.8 2179.1 10.4 19.7
T = 60 36 63.9% 47.2% 11.0% 9.6% 1511.0 2266.8 12.5 23.8
T = 80 36 61.1% 36.1% 7.7% 12.1% 1579.0 2447.5 9.0 18.8
T = 100 36 63.9% 30.6% 11.8% 15.7% 1549.7 2751.9 13.9 23.8
T = 120 36 63.9% 30.6% 8.9% 16.3% 1403.6 2763.3 10.9 23.9
T = 140 36 63.9% 25.0% 9.4% 18.1% 1388.8 2937.3 11.9 12.7
Q = 3 63 96.8% 66.7% 0.2% 5.1% 130.0 1477.9 1.6 7.3
Q = 5 63 68.3% 38.1% 3.4% 10.8% 1480.1 2406.0 6.7 42.7
Q = 7 63 44.4% 33.3% 7.7% 13.0% 2129.0 2689.5 8.8 27.0
Q = 9 63 36.5% 17.5% 23.5% 18.8% 2437.0 3232.9 24.4 25.3
N = 4 84 97.6% 79.8% 0.2% 1.3% 201.5 1083.5 2.1 6.0
N = 7 84 57.1% 34.5% 5.6% 10.4% 1802.2 2687.5 7.2 35.8
N = 10 84 29.8% 2.4% 20.3% 24.1% 2628.2 3583.7 21.8 35.0
U = 2 84 77.4% 31.0% 1.3% 10.6% 991.1 2613.3 3.3 51.7
U = 3 84 56.0% 38.1% 10.1% 11.3% 1744.5 2436.1 11.3 13.7
U = 4 84 51.2% 47.6% 14.7% 13.8% 1896.4 2305.3 16.5 11.4
All 252 61.5% 38.9% 8.7% 11.9% 1544.0 2451.6 10.4 25.6

Table 3: Results of the computational comparison between the best variant of the compact
formulation solved by Cplex and the best variant of the BCP algorithm
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The results, presented in Table 3 show that our BCP algorithm is substantially more efficient
than the Cplex solver applied to the compact formulation of the problem. When considering the
results for different subsets of instances, we note that the BCP algorithm is not very “sensitive”
to the length of the time horizon, whereas the efficiency of Cplex decreases with the increase
of parameter T . This is not surprising, as the size of the compact formulation depends heavily
on T , whereas the theoretical and practical computational complexity of the components of the
BCP algorithm never depends on T . On the other hand, when parameters Q or N increase,
both the Cplex and the BCP algorithm become less efficient. The impact of parameter U is
however very different. Smaller values of U are better for the BCP algorithm, and larger values
are better for Cplex. This behaviour is similar to that observed when solving the classical BPP.
When the average number of items which can fit into one bin increases, the quality of lower
bounds obtained by the linear relaxation of compact formulations converges to the quality of the
column generation lower bound. As the quality of lower bounds become similar, MIP solvers
start to be more efficient than column generation approaches due to the fact the linear relaxation
of compact formulations can be solved much faster.

5.2 Variant with one available bin per time period

In this section we computationally estimate the efficiency of our BCP algorithm for the variant of
the BPPTL with one available bin per time period, i.e. for the BPPTL1

+. We also compare the
BCP algorithm to other approaches available in the literature for special cases of the BPPTL1

+.

5.2.1 Instances.

We tested the branch-cut-and-price algorithm on the BPP-GP instances considered by Kramer
et al. (2017). They created a set of instances for the BPP-GP by extending a benchmark set for
the SALBP-1 proposed in (Otto et al., 2013). For each instance of the SALBP-1, they created
two instances of the BPP-GP by defining random time lags on the arcs of the precedence graph,
one of them with random time lag values in {0, 1} and the other with random time lag values in
{0, 1, 2, 3}. We will refer to these two special cases of the BPP-GP as BPP-GP01 and BPP-GP03.
The literature instances for the BPP-P and the SALBP-1 were also considered by Kramer et al.
(2017), as these two problems are special cases of BPP-GP01.

The authors of (Kramer et al., 2017) kindly provided us with the results of their algorithm for
the instances of the SALBP-1, the BPP-P, the BPP-GP01, and the BPP-GP03. As mentioned in
the introduction, the algorithm in (Kramer et al., 2017) is designed for the makespan objective
function. Thus, the problem considered in (Kramer et al., 2017) is a special case of the BPPTL1

+
only if all time lag values are in {0, 1}. Thus, we tested our BCP algorithm only on the instances
of the SALBP-1, the BPP-P, and the BPP-GP01. Instances containing 20, 50, and 100 items
are used. We skip instances with 1000 items as they are out of reach for our algorithm. For each
problem variant and each value n equal to the number of items, there are 525 instances in the
test set. The structure of precedence graphs is described in (Otto et al., 2013).

Kramer et al. (2017) propose a heuristic procedure to find feasible solutions and thus upper
bounds. They also use known techniques from the literature to compute lower bounds. The
best upper and lower bounds reported in (Kramer et al., 2017) are usually very good. Most
of the instances are solved to optimality. A summary of known results can be seen in Table 4.
Column “# Not Opt” shows the number of instances for which the best known lower bound
is strictly smaller than the best known upper bound. Column “# Opt” gives the number of
instances for which the best known bounds are equal, i.e. the number of instances with known
optimum solutions. In column “Gap Unsolved”, the average optimality gap is shown for the
open instances.
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# Items type # Not Opt # Opt Gap Unsolved
n = 20 BPP-GP01 0 525 -

BPP-P 0 525 -
SALBP-1 0 525 -

n = 50 BPP-GP01 15 510 3.9%
BPP-P 26 499 3.8%
SALBP-1 2 523 8.7%

n = 100 BPP-GP01 67 458 2.8%
BPP-P 34 491 3.1%
SALBP-1 26 499 2.7%

Table 4: Number of instances solved to optimality in (Kramer et al., 2017) and average optimality
gap for unsolved instances

5.2.2 Experimental results of the BCP algorithm.

In this section, we test our BCP algorithm on the instances described in Section 5.2.1. We
use two variants of the BCP algorithm. First variant BCP-K is initialized with the best known
upper bounds obtained in (Kramer et al., 2017). Second variant BCP-∞ does not uses any initial
upper bounds. We impose the time limit of one hour for each instance. Given an instance, we
denote by LB(ALG) and UB(ALG) the best lower and upper bounds obtained by algorithm
ALG, which can be either BCP-K, BCP-∞, or KDI, where the latter is the approach proposed
in (Kramer et al., 2017).

In Table 5 we compare upper bounds UB(BCP-∞) and UB(KDI). Instances are divided into
three groups: “Better”, “Equal” and “Worse”, depending on whether UB(KDI)> UB(BCP-∞),
UB(KDI)= UB(BCP-∞), and UB(KDI)< UB(BCP-∞). Columns under “Avg. Diff.” give the
average absolute difference between values UB(KDI) and UB(BCP-∞) for the corresponding
group of instances. For some groups of instances, this average difference is marked with “∞”,
which means that for at least one instance in this group no feasible solution was found by
algorithm BCP-∞.

Better Equal Worse
# Items type # Avg. Diff. # # Avg. Diff.
n = 20 BPP-GP01 0 - 525 0 -

BPP-P 0 - 525 0 -
SALBP-1 0 - 525 0 -

n = 50 BPP-GP01 1 1.0 505 19 1.0
BPP-P 0 - 467 58 1.2
SALBP-1 0 - 517 8 1.0

n = 100 BPP-GP01 7 1.0 305 213 ∞
BPP-P 9 1.0 266 250 ∞
SALBP-1 11 1.0 325 189 ∞

Table 5: Comparison of upper bounds UB(BCP-∞) and UB(KDI)

The results in Table 5 show that the heuristic proposed in (Kramer et al., 2017) is usually
much better to obtain good feasible solutions than the algorithm BCP-∞. Nevertheless, our
algorithm is able to improve the best known solutions for 28 instances.

In the following experiments we use the variant BCP-K of our algorithm. This implies that
the best known upper bound found by the BCP algorithm cannot be worse than UB(KDI).
Table 6 shows the results of the comparison of upper bounds UB(BCP-K) and UB(KDI). Our
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algorithm BCP-K is able to improve the best known solutions for three more instances. For a
large majority of instances, our algorithm is not able to improve the best known upper bound.
This is not surprising, as most of best known upper bounds are optimal values.

Better Equal
# Items type # Avg. Diff. #
n = 20 BPP-GP01 0 - 525

BPP-P 0 - 525
SALBP-1 0 - 525

n = 50 BPP-GP01 1 1.0 524
BPP-P 0 - 525
SALBP-1 0 - 525

n = 100 BPP-GP01 9 1.0 516
BPP-P 10 1.0 515
SALBP-1 11 1.0 514

Table 6: Comparison of upper bounds UB(BCP-K) and UB(KDI)

In Table 7, we compare lower bounds LB(BCP-K) and LB(KDI). In the same vein as above,
the instances are divided into the groups “Better”, “Equal” and “Worse”, depending on whether
LB(KDI)< LB(BCP-K), LB(KDI)= LB(BCP-K), and LB(KDI)> LB(BCP-K). The results
show that the lower bounds obtained by our algorithm BCP-K are on average worse than the
best known ones for instances of the BPP-P and the SALBP-1. However, our lower bounds are on
average better than the best known ones for instances of the BPP-GP01. This is not surprising
as the BPP-GP has been less studied in the literature. Overall, our algorithm improved 88 best
known lower bounds among 170 open instances, i.e. for the majority of open instances.

Better Equal Worse
# Items type # Avg. Diff. # # Avg. Diff.
n = 20 BPP-GP01 0 - 525 0 -

BPP-P 0 - 525 0 -
SALBP-1 0 - 525 0 -

n = 50 BPP-GP01 13 1.0 508 4 1.0
BPP-P 25 1.0 467 33 1.1
SALBP-1 1 1.0 522 2 1.0

n = 100 BPP-GP01 35 1.4 456 34 1.1
BPP-P 8 1.0 424 93 1.2
SALBP-1 6 1.0 489 30 1.0

Table 7: Comparison of lower bounds LB(BCP-K) and LB(KDI)

In Table 8, we show the optimality status of instances before and after applying our algorithm.
Column “# Opt KDI” shows the number of instances with known optimum solutions in the
literature. Column “# Opt. +BCP” gives the number of instances with known optimality based
on the literature results and the results obtained by our BCP algorithm. Finally, “# Not Opt.”
shows the number of instances that still remain open. This table shows that for 119 instances
the optimality status is obtained for the first time among 170 open instances. 51 instance still
remain open.

Finally, in Table 9, we give statistics for our algorithm BCP-K applied to instances described
in Section 5.2.1. The detailed instance-by-instance results are available in the online supplement.

25



# Items type # Opt KDI # Opt. +BCP # Not Opt.
n = 20 BPP-GP01 525 0 0

BPP-P 525 0 0
SALBP-1 525 0 0

n = 50 BPP-GP01 510 14 1
BPP-P 499 25 1
SALBP-1 523 1 1

n = 100 BPP-GP01 458 44 23
BPP-P 491 18 16
SALBP-1 499 17 9

Table 8: Optimality status of instances

Columns under “# Nodes” show the average number of explored nodes in the branch-and-bound
tree for both unsolved instances and instances solved to optimality. Column “Not Solved” gives
the number of instances not solved to optimality by the algorithm BCP-K. Column “Solved”
shows the number of instances solved to optimality. Column “Time” gives the average time in
seconds our algorithm took when it could solve instances to optimality. It can be seen from the
results in Table 9 that algorithm BCP-K is less efficient than the approach by Kramer et al.
(2017) for the BPP-P and the SALBP-1, but more efficient for the BPP-GP01. We should
mention, however, that our algorithm is initialized by the best known solutions obtained in
(Kramer et al., 2017). Thus, it makes sense to combine our BCP algorithm with the approach
proposed in (Kramer et al., 2017) to solve instances of the BPP-GP01. These two methods seem
to have a complementary strength, according to the results presented in Table 8.

# Nodes # Instances Time
# Items type Not Solved Solved Not Solved Solved Solved
n = 20 BPP-GP01 - 1.3 0 525 0.47

BPP-P - 2.0 0 525 0.57
SALBP-1 - 1.1 0 525 0.70

n = 50 BPP-GP01 1537.4 7.6 5 520 35.09
BPP-P 820.8 28.0 34 491 82.89
SALBP-1 89.7 4.6 3 522 12.52

n = 100 BPP-GP01 246.6 4.1 55 470 81.04
BPP-P 288.1 22.4 108 417 149.73
SALBP-1 134.6 5.4 39 486 124.57

Table 9: Statistics of the BCP-K algorithm

6 Conclusions

In this work, we introduce the bin packing problem with time lags (BPPTL). As a motivation,
we describe an application of the BPPTL in which one needs to decide on the planning of
phytosanitary treatments in a vineyard. We first present an IP formulation for the problem.
Then for two important special cases of the BPPTL with an unlimited number of available bins
and with one available bin per time period, we propose an exact branch-cut-and-price (BCP)
algorithm. This algorithm relies on a known IP formulation with an exponential number of
variables which define a relaxation for the problem, and a new family of constraints which serve
to cut infeasible solutions produced by the relaxation. We present two approaches to separate
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the new family of constraints. The BCP algorithm also incorporates an automatic dual price
smoothing technique to improve the convergence of column generation, a strong diving heuristic
for finding feasible solutions, and a strong multi-phase Ryan&Foster branching.

The computational experiments show that our BCP algorithm substantially outperforms a
commercial MIP solver on newly generated instances inspired from the phytosanitary treatment
planning application. The experiments on literature instances for special cases of the BPPTL
show that the BCP algorithm can complement known approaches, as it allows us to obtain the
optimality status for 70% of previously open instances.

Nevertheless, we believe that the efficiency of our BCP algorithm can still be improved.
When solving larger instances, the bottleneck of the algorithm is solving the pricing problem,
which is the knapsack problem with hard and soft conflicts (KPHSC). Approaching the KPHSC
directly by applying a MIP solver may not be the best way to solve it, especially when a bin
can hold few items on average. The KPHSC itself is a new and very interesting problem which
would be interesting to study in the future. There are efficient exact algorithms in the literature
for the related knapsack problem with conflicts (KPC), such as the ones proposed in (Bettinelli
et al., 2017; Coniglio et al., 2020; Wei et al., 2020). These algorithms should be adapted or new
algorithms should be developed for the KPHSC.

The experiments on literature instances show that another component of the BCP algorithm
which should be improved is the primal heuristic. The BCP algorithm currently relies on the
generic strong diving heuristic, which can be slow and relatively inefficient for larger instances.
Therefore, developing specialized heuristics for the BPPTL is an important research direction.
Known heuristics for the related problem BPP-GP, such as the one proposed in (Kramer et al.,
2017), may serve as a basis for this work.

The BCP algorithm is currently limited to two special cases of the BPPTL. Extending it to
the general case is an interesting research perspective. This seems not to be easy to do, as in
general it is an NP-complete problem (Finta and Liu, 1996) to determine whether a partition
of items into bins is feasible or not with respect to the time lags. Thus, any family of cutting
planes to cut off infeasible assignments of items to bins will be NP-hard to separate even if only
integer assignments are considered. An extension to the general case is relevant in practice, as
sometimes we cannot assume that we may use any number of resources as we want in any time
period.

In the phytosanitary treatment planning application, we assume that the time needed for a
vehicle to go from one sector to another is negligible in comparison to the duration of treatments.
Thus transition times of vehicles are ignored. In practice, this is not always true. If transition
times are not negligible, the problem shifts from the class of precedence-constrained bin packing
problems to the class of periodic vehicle routing problems (Campbell and Wilson, 2014).

In the standard periodic vehicle routing problem (PVRP), there are only a few alternatives
for visiting each client. For example, a client may be visited on Monday and Thursday, or
on Tuesday and Friday. If the planning time horizon is sufficiently long, having only a few
alternatives dramatically limits the flexibility of visits. Flexible variants of the PVRP exist,
such as one proposed in (Archetti et al., 2017). However, flexibility in that case concerns the
amount of goods delivered to a client during each visit. An extension of the BPPTL to a
flexible periodic vehicle routing problem in which one imposes minimum and maximum time
lags on consecutive visits to the same client has a large number of applications in the context
of provision of services such as periodic maintenance visits. A BCP algorithm similar to the
one proposed in this paper may be efficient for such a flexible periodic vehicle routing problem,
provided that the pricing problem takes into account the vehicle transition times.

Finally, the BPPTL structure is sufficiently rich that there may be other applications which
result in time lag graphs in a class different from the class of double-linked chain graphs. Finding
such applications and suggesting test instances for them is useful for further progress in solution
approaches for the BPPTL.
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