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Abstract: This work provides an optimal checkpointing strategy to protect iterative applications from fail-stop errors. We consider a very general framework, where the application repeats the same execution pattern by executing consecutive iterations, and where each iteration is composed of several tasks. These tasks have different execution lengths and different checkpoint costs. Assume that there are $n$ tasks and that task $a_i$, where $0 \leq i < n$, has execution time $t_i$ and checkpoint cost $C_i$. A naive strategy would checkpoint after each task. A strategy inspired by the Young/Daly formula would select the task $a_{\text{min}}$ with smallest checkpoint cost $C_{\text{min}}$ and would checkpoint after every $p^{\text{th}}$ instance of that task, leading to a checkpointing period $P_{\text{YD}} = pT$ where $T = \sum_{i=0}^{n-1} a_i$ is the time per iteration. One would choose the period so that $P_{\text{YD}} = pT \approx \sqrt{2\mu C_{\text{min}}}$ to obey the Young/Daly formula, where $\mu$ is the application MTBF. Both the naive and Young/Daly strategies are suboptimal. Our main contribution is to show that the optimal checkpoint strategy is globally periodic, and to design a dynamic programming algorithm that computes the optimal checkpointing pattern. This pattern may well checkpoint many different tasks, and this across many different iterations. We show through simulations, both from synthetic and real-life application scenarios, that the optimal strategy significantly outperforms the naive and Young/Daly strategies.
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Stratégies de checkpoint optimales pour les applications itératives

Résumé : Ce rapport propose une stratégie de checkpoint optimale pour protéger les applications itératives des erreurs fatales. On s’intéresse à un cadre général, où l’application répète le même schéma et exécute des itérations consécutives, et où chaque itération est composée de plusieurs tâches. Ces tâches ont des longueurs différentes, et des coûts de checkpoint différents également. Supposons avoir \( n \) tâches, et que la tâche \( a_i \), pour \( 0 \leq i < n \), a un temps d’exécution \( t_i \) et un coût de checkpoint \( C_i \). Une stratégie naïve prendrait un checkpoint après chaque tâche. Une stratégie inspirée par la formule de Young/Daly choisirait la tâche \( a_{\min} \) dont le coût de checkpoint \( C_{\min} \) est minimal, et prendrait un checkpoint après chaque \( p^\text{ème} \) instance de cette tâche, ce qui conduit à une période de checkpointing \( P_{YD} = pT \) où \( T = \sum_{i=0}^{n-1} a_i \) est le temps d’une itération. On choisirait alors \( p \) pour que \( P_{YD} = pT \approx \sqrt{2\mu C_{\min}} \) obéisse à la formule de Young/Daly, où \( \mu \) est le MTBF (temps moyen entre deux pannes) de l’application. La stratégie naïve et celle de Young/Daly sont toutes deux sous-optimales. Notre contribution principale est de montrer que la stratégie optimale est globalement périodique, et de proposer un algorithme de programmation dynamique qui calcule la période de ce checkpoint optimale. Cette dernière peut prendre le checkpoint de plusieurs tâches, et ce sur plusieurs itérations. Des simulations basées sur des scénarios applicatifs à la fois synthétiques et issus d’applications réelles, montrent bien le gain qu’apporte la stratégie optimale.

Mots-clés : tolérance aux pannes, checkpoint, application itérative.
1 Introduction

Deploying scientific applications at large scale requires fault-tolerant mechanisms. State-of-the-art supercomputers such as Fugaku, Summit or Sunway TaihuLight (respectively ranked 1st, 2nd and 4th in the TOP500 ranking [43]) are now embedding millions of cores. These very large systems are prone to failures: even if each of their cores has a very low probability of failure, the failure probability of the whole system is much higher. More precisely, assume that the Mean Time Between Failure (MTBF) of each computing resource is around 10 years, which means that such a resource should experience an error only every ten years on average, and which explains why computing resources are individually very reliable. When running a simulation code on 100,000 of these resources in parallel, the MTBF is reduced to only 50 minutes [24]: on average one node of the computing platform crashes every 50 minutes. With one million of such resources, the MTBF gets as small as five minutes, while codes deployed on such extreme-scale platforms usually last for hours or days. As the demand for computing power increases, failures cannot be ignored anymore, and fault-tolerant mechanisms must be deployed.

The classical way of dealing with failures in extreme-scale computing systems consists of Checkpoint/Rollback mechanisms. A checkpoint of the application is taken periodically, that is, the state of the application (usually the whole content of its memory) is written onto reliable storage. Whenever one of the computing resources experiences a failure, the application pauses and restarts from the last valid checkpoint. Several studies have focused on the crucial question of the optimal checkpointing period, defined as the time between two consecutive checkpoints. On the one hand, if checkpoints are taken too often, time is wasted in costly I/O operations. On the other hand, if checkpoints are too infrequent, time will be wasted in recomputing large portions of the application after each failure. Interestingly, reliability was already a question in the early days of computing: in the 70s, Young has proposed a first-order approximation of the optimal time between two checkpoints that minimizes the expected duration of the whole computation [47]. Young’s approximation has then be refined by Daly thirty years later [10]. The Young/Daly approach assumes that a checkpoint can be taken anytime during the computation, and that the time needed to take a checkpoint is constant (which corresponds to a constant size of the data to save).

When designing checkpoint/restart strategies for task-based workflows, it is natural to take checkpoint between the completion of some task and the beginning of its successor. This way, the checkpoint mechanism can be provided by the workflow management system without having to modify the code of each task. However, this restrict the time-steps at which checkpoints can be taken and makes the optimization problem of selecting the best checkpoint times more difficult. Furthermore, the data to checkpoint, is
now the output of the tasks and may have different sizes for different tasks of the linear workflow.

In this paper, we focus on designing optimal checkpoint strategies for iterative workflows expressed as *pipelined linear workflows*: we consider workflows made of a large number of iterations, each iteration being a linear chain of tasks. The typical example is an application consisting of an outer loop “While convergence is not met, do”, and where the loop body includes a sequence of large parallel operations. The objective is to find which task outputs should be saved on stable storage in order to minimize the expected duration of the whole computation. To the best of our knowledge, this is an open problem, despite the practical importance and ubiquity of pipelined linear workflows in High-Performance Computing (HPC). Indeed, the simple case of a unique linear chain of tasks (a pipelined linear workflow with a single iteration) has been solved by Toueg et al. [44] using a dynamic programming algorithm. On the contrary, the problem for workflows with general directed graphs has been shown #P-complete [21]. The study for pipelined linear workflows (a linear chain with several iterations) is challenging, and the main contribution of this paper is to provide a complete answer:

- We prove that there exists an optimal checkpointing strategy which is periodic. It consists in a pattern of task outputs to checkpoint, where this pattern spans over a set of iterations of bounded size. This pattern is repeated over and over throughout the execution.

- We provide a dynamic programming algorithm which is polynomial in the number of operations included in the outer loop to compute the optimal periodic checkpoint pattern. The complexity of the algorithm does not depend on the number of iterations of the outer loop. This pattern may well checkpoint many different tasks, and this across many different iterations.

- We conduct an extensive set of simulations to compare the optimal strategy to two natural competitor strategies: the first one checkpoints after each task while the second one is an extension of the Young/Daly formula for iterative applications. Our simulations with both synthetic and real-life workflow instances demonstrate that our optimal strategy provide significant improvement over the simpler competitors.

The rest of the paper is organized as follows. Section 2 reviews related work. Section 3 presents a detailed model for the problem and states the objective function. Section 4 outlines the optimal checkpoint strategy. Section 5 reports a comprehensive set of experimental results, based upon both synthetic workflows and on workflows arising from two real-life applications.

---

1 #P-complete problems are at least as hard as NP-complete problems
Finally, Section 6 provides concluding remarks and directions for future work.

2 Related Work

We survey related work in this section. We start with checkpointing in Section 2.1. Then we discuss iterative applications with cyclic tasks in Section 2.2. We end with fault-tolerance methods for iterative applications in Section 2.3.

2.1 Checkpointing

Checkpoint-restart is one of the most used strategy to deal with fail-stop errors, and several variants of this policy have been studied, see [24] for an overview. The natural strategy is to checkpoint periodically, and one must decide how often to checkpoint, i.e., must derive the optimal checkpointing period. An optimal strategy is defined as a strategy that minimizes the expectation of the execution time of the application. For a divisible-load application, given the checkpointing cost $C$ and platform MTBF $\mu$, the classical formula due to Young [47] and Daly [10] states that the optimal checkpointing period is $P_{YD} = \sqrt{2\mu C}$.

Going beyond divisible-load applications, some works have studied linear workflows, i.e., applications that can be expressed as a linear chain of (parallel) tasks. Checkpointing is only possible right after the completion of a task, and the problem is to determine which tasks should be checkpointed. This problem has been solved by Toueg and Babaoglu [44] using a dynamic programming algorithm. We stress that this latter approach is not suited to iterative applications. Indeed, consider an iterative application with a large number of iterations, say $N_{iter} = 10,000$ iterations, and assume that $n = 10$ (10 tasks per iteration). One solution to find an optimal checkpointing strategy could be: (i) unroll the loop and build a linear chain of $n \times N_{iter} = 100,000$ tasks; (ii) apply the algorithm of [44] to this huge chain and return the optimal solution. However, the cost of this algorithm is quadratic in the value of $N_{iter}$. Worse, if we re-execute the same application for $N_{iter} = 20,000$ iterations, we have to recompute the optimal solution from scratch. On the contrary, our approach provides a generic and compact solution that does not depend upon the value of $N_{iter}$.

Recently, the results of [44] have been extended to deal with linear chains whose tasks do not have constant execution times but instead obey some probability distribution [13]. As pointed out above, for general workflows, deciding which tasks to checkpoint has been shown #P-complete [21], but the results of [3] show that if the graph is scheduled in a sequential manner (linearized), then one can derive an optimal checkpointing strategy. In this
paper, we focus on pipelined linear workflows, i.e., on applications expressed as a linear chain of tasks that repeats iteratively.

2.2 Iterative applications

Iterative methods are popular for solving large sparse linear systems, which have a wide range of applications in several scientific and industrial problems. There are many classic iterative methods including stationary iterative methods like the Jacobi method [36], the Gauss-Seidel method [36] and the Successive Overrelaxation method (SOR) [16,45], and non-stationary iterative methods like Krylov subspace methods, including Generalized Minimal Residual method (GMRES) [27], Bi-conjugate Gradient Stabilized method (BiCGSTAB) [20], Generalized Conjugate Residual method (GCR) [14], together with their ABFT (algorithm-based fault-tolerance) variants [1,2,28].

Krylov subspace methods fit perfectly our model: the outer iteration corresponds to an iteration of the application in our model, while the inner iterations in each increasing Krylov subspace correspond to the tasks in our model. See Algorithm 2 in Section 5.1 for an illustration of GCR, with an inner loop of n tasks, each incurring an increasing checkpoint cost. We report experiments for GCR in Section 5.2.

The class of iterative applications goes well beyond sparse linear solvers. Uncertainty Quantification (UQ) workflows explore a parameter space in an iterative fashion [29,35]. This class also encompasses many image and video processing software which operate a chain of computations kernels (each being a task) on a sequence of data sets (each corresponding to an iteration). Examples include image analysis [39], video processing [19], motion detection [27], signal processing [9,23], databases [6], molecular biology [34], medical imaging [18], and various scientific data analyses, including particle physics [11], earthquake [26], weather and environmental data analyses [34].

2.3 Fault-tolerance methods for iterative applications

The literature devoted to the study of fault-tolerance methods for iterative linear solvers can be divided into two categories, depending upon whether the focus is on soft errors or on fail-stop errors.

There are some works dealing with soft errors. Chen presented online-ABFT in [8], a technique that can detect soft errors in the specific Krylov subspace iterative methods by leveraging the orthogonality relationship of two vectors in the middle of the program execution. For general iterative methods, Tao et al. [42] presented a new online-ABFT approach to detect and recover soft errors by combining a novel checksum-based encoding scheme with a checkpoint/rollback scheme. According to the specific properties of GMRES algorithm, Bridges et al. [5] and Elliott et al. [15] proposed the FT-GMRES algorithm using selective reliability. Similarly,
Sao and Vuduc [38] proposed the self-stabilizing conjugate gradient method (CG) in view of the special properties of CG algorithm: they check that orthogonality is preserved by recomputing scalar products that should be zero and restarting whenever a threshold is exceeded. Ozturk et al. [30] proposed a decreasing energy norm based on the mathematical properties to detect soft errors leading to silent data corruption (SDC) for GMRES, CG and Conjugate Residual method (CR).

There are some works dealing with fail-stop errors. To reduce the fault tolerance overhead incurred by checkpointing, Chen [7] proposed a recovery method for iterative methods without checkpointing based on the specific properties of iterative methods. Tao et al. [41] improved the checkpointing performance for iterative methods under a novel lossy checkpointing scheme. Langou et al. [28] presented a lossy approach which is a checkpoint-free fault tolerant scheme for parallel iterative methods. The iterative method is restarted with a new vector which is a new approximate solution recovered from a fail-stop error by using the data of the non-failed processors. Agullo et al. [1, 2] extended this approach by computing a well-suited initial guess which is defined by interpolating the lost entries of the current iterate vector available on surviving nodes, in order to restart the Krylov method. Pachajoa et al. [31] compared exact state reconstruction (ESR) approach based on the method proposed by Chen [7] with the heuristic linear interpolation (LI) approach by Langou et al. [28] and Agullo et al. [1, 2]. They later extended the ESR approach for protecting the PCG method against multiple and simultaneous node failures [32, 33]. Altogether, fault-tolerance methods proposed to mitigate the impact of fail-stop errors in iterative applications are application-specific, and can only be applied to a particular class of iterative algorithms. Moreover, their performance highly depends upon specific properties of the algorithms, and, for instance, considerably vary from one Krylov method to another.

To the best of our knowledge, this work is the first general-purpose approach to deal with fail-stop errors in iterative applications. Our optimal checkpointing strategy is agnostic of any specific property of the target iterative application. Instead, it abstracts the iterative application as a chain of cyclic tasks, and provides the optimal periodic checkpoint pattern based only upon generic information such as task durations and checkpoint costs.

3 Model

In this section, we detail the application and platform models. Then we define checkpoint strategies and formally state the optimization objective.
3.1 Application model

We consider an iterative application $A$. Each iteration of the application consists of $n$ tasks $a_i$, where $0 \leq i < n$, task $a_i$ has length $t_i$ and memory footprint $M_i$. We define the length of an iteration as $T = \sum_{i=0}^{n-1} t_i$.

The tasks are executed consecutively: let $i[n]$ denote the remainder of the integer division of $i$ by $n$ (modulo operation); then a task $a_i$ is always followed by a task $a_{i+1}[n]$. We assume that the application executes for a long time and consider an unbounded number of iterations. For short we write $A = (a_0, \ldots, a_{n-1})^\infty$. As stated before, we execute tasks one after the other. The first executed task is $a_0$, followed by $a_1$, and so on. The $n^{th}$ task is $a_{n-1}$ and the $(n+1)^{st}$ task is $a_0$ again. In general, the $k^{th}$ task is $a_{k-1}[n]$. Note that we index tasks from 0 to use the modulo operation, hence this shift when counting executed tasks.

We assume that the tasks of the application can be checkpointed at the end of their execution. We consider a general model where the checkpoint time of task $a_i$ is $c_i$ and its recovery time is $r_i$. We refer to $c_i$ and $r_i$ as operations of type $i$. We do not assume that $c_i = r_i$; instead, we simply assume monotone I/O costs:

\[ \text{for all } i, j, c_i \geq c_j \implies r_i \geq r_j. \] (1)

Essentially this assumption states that if a task is longer to checkpoint than another one, then restarting from this checkpoint is also longer. This is coherent with the fact that checkpoint and recovery costs are often closely related, and are a function of the volume of data to save. Furthermore, this assumption is general enough to account for different read and write bandwidths. In the experiments, we further assume that the checkpoint and recovery times $c_i$ and $r_i$ linearly depend upon the memory footprint $M_i$, but this is only one way to instantiate the model, and all the theoretical results hold for the general model with arbitrary monotone values of $c_i$ and $r_i$.

3.2 Platform model

We consider a parallel platform subject to fail-stop failures. We assume that the iterative application experiences failures whose inter-arrival times follow an Exponential distribution $\text{Exp}(\lambda)$ of parameter $\lambda > 0$, whose PDF (Probability Density Function) is $f(x) = \lambda e^{-\lambda x}$ for $x \geq 0$. The MTBF is $\mu = \frac{1}{\lambda}$ and corresponds to the MTBF of individual processors divided by the total number of processors enrolled in the application [24]. When hit by a failure, the platform is unavailable during a downtime $D$, which is the time to replace the faulty processor by a spare.

We can always scale the length of the tasks by an appropriate factor so that the platform has unit speed, meaning we can speak of a task length, or duration, or work amount, indifferently.
3.3 Schedule

Informally, a schedule defines which tasks are checkpointed. A priori, there is no reason for a schedule to enforce a regular pattern of checkpoints that repeats over time. In other words, a schedule can be aperiodic. However, one major contribution of this work is to show that periodic schedules are optimal, and to exhibit the optimal period as the output of a polynomial-time algorithm. We need a few definitions before stating the objective function to be minimized by *optimal* schedules. First we identify a schedule with the list of the tasks that it checkpoints:

**Definition 1** (Schedule). A schedule $S$ is an infinite increasing sequence $S = (m_1, m_2, \ldots)$ which represents the list of checkpointed tasks: the $m_i^{th}$ task (i.e., task number $m_i$) is checkpointed, and the tasks whose number does not belong to the list are not checkpointed.

In other words, checkpoint number $i$ in the schedule takes place at the end of task number $m_i$. The cost to checkpoint that task $m_i$ is $c_{m_i-1[n]}$ (because of the index shift noted above). Without loss of generality, we assume that the schedule checkpoints infinitely many tasks, i.e., $\lim_{i \to \infty} m_i = \infty$.

Indeed, consider any task in the application: eventually there must be a checkpoint after that task, otherwise the expected execution time from that task on is not bounded, because the fault-rate $\lambda$ is nonzero.

A schedule $S$ can be viewed as a succession of task chunks between two consecutive checkpoints. We use the following notations for the $i^{th}$ chunk between checkpoint number $i-1$ (or the beginning of the execution if $i = 1$) and checkpoint number $i$:

- The length of the tasks in the chunk is
  \[ W_i^S = \sum_{j=m_{i-1}+1}^{m_i} t_j[n] \]

- The checkpoint cost at the end of the chunk is the cost of checkpoint number $i$, namely
  \[ C_i^S = c_{m_i-1[n]} \]

- The recovery cost when re-executing the chunk is the cost of recovering from checkpoint number $i-1$, namely
  \[ R_{i-1}^S = r_{m_{i-1}-1[n]} \]

When $i = 1$ (first chunk), we let $m_0 = 0$, and $R_{1}^S$ denotes the cost of reading input data.
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3.4 Objective function

Intuitively, a good schedule will minimize the slowdown during the execution. This slowdown comes from two sources of overhead: the checkpoints that are inserted, and the time lost due to failures. When a failure strikes during execution, the work executed since the last checkpoint is lost; there is a downtime, followed by a recovery, and then the re-execution of the work that has been lost due to the failure. Altogether, the overhead is not deterministic and varies from one execution to the other, hence we aim at minimizing the slowdown in expectation.

Given a schedule $S$, we rely on a well-known formula to compute the expected execution time of a chunk. Indeed, the expected execution time $E_{\lambda}(w, c, r)$ to execute $w$ consecutive seconds of work followed by a checkpoint of size $c$ with a recovery of size $r$ is given by

$$E_{\lambda}(w, c, r) = \left(1 + \frac{1}{\lambda} + D\right)e^{\lambda r} \left(e^{\lambda(w+c)} - 1\right)$$

The expected time to execute the chunk number $i$ is thus $E_{\lambda}(W_i^S, C_i^S, R_i^S)$. Hence the expected time to execute the first $i$ chunks is $\sum_{j=1}^{i} E_{\lambda}(W_j^S, C_j^S, R_j^S)$. The slowdown incurred for the first $i$ chunks (i.e., up to checkpoint number $i$) is therefore

$$SD_i(S) = \frac{\sum_{j=1}^{i} E_{\lambda}(W_j^S, C_j^S, R_j^S)}{\sum_{m=1}^{n} t_{j-1}[n]}$$

In Equation (3), the numerator is the expected time to execute the first $i$ chunks, while the denominator is the duration of the tasks up to checkpoint number $i$, which corresponds to the resilience-free and failure-free execution.

Unfortunately, there is no reason that $\lim_{i \to \infty} SD_i(S)$ would exist. However, we can use the upper limit of $SD_i(S)$ to define the slowdown of schedule $S$:

**Definition 2** (Slowdown). The slowdown SD of a schedule is:

$$SD(S) = \lim_{i \to \infty} SD_i(S)$$

We know that this upper limit is bounded for some schedules. Consider for instance the schedule $S$ that checkpoint all tasks: $m_i = i$ for all $i \geq 1$. 
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Figure 2: A periodic schedule where the period is repeated over time.

This schedule repeats the same pattern of checkpoints every iteration, so that its slowdown is

$$SD(S) = \frac{SD_n(S)}{T} = \frac{\sum_{j=0}^{n-1} \left(\frac{1}{T} + D\right) e^{\lambda r_{j-1} + c_j} \left(e^{\lambda (t_j + c_j)} - 1\right)}{T}$$

Recall that $T$ is the length of an iteration. We are now ready to define an optimal schedule:

**Definition 3** (Optimal schedule). A schedule is optimal if its slowdown $SD(S)$ is minimal over all possible schedules.

Note that the definition does not assume that there exists a unique optimal schedule. A major contribution of this paper is to show that there exists an optimal schedule which is periodic, i.e., which repeats the same pattern of checkpoints after some point (see below for the formal definition). This important result will allow us to consider only a finite number of candidate schedules, and to design a polynomial-time algorithm to find an optimal schedule.

### 3.5 Periodic schedules

Periodic schedules are natural schedules that can be expressed in a compact form. As already mentioned, after some possible initialization phase, a periodic schedule repeats the same sequence of checkpoints over and over. Here is the formal definition:

**Definition 4** (Periodic schedules). A schedule $(m_1, m_2, \ldots)$ is periodic if there exists two indices $i_0$ and $k_0$ such that for all $i > i_0$, $m_i - m_{i-1} = m_{i+k_0} - m_{i+k_0-1}$.

These schedules are illustrated in Figure 2. Intuitively, the schedule enters its steady state after checkpoint number $i_0$ (with possibly $i_0 = 0$): the period starts right after task number $m_{i_0}$, and then repeats the same sequence of $k_0$ checkpoints: the first checkpoint of the period is taken after $m_{i_0+1} - m_{i_0}$ tasks, the second one after $m_{i_0+2} - m_{i_0+1}$ tasks, until the last checkpoint of the period, that of task number $m_{i_0+k_0}$. Then the period repeats indefinitely.

For a periodic schedule, the limit $\lim_{i \to \infty} SD_i(S)$ always exists, and is given by the slowdown incurred during each (infinitely repeating) period.
Specifically, given $i_0$ and $k_0$ in Definition 4, we see from Equation (3) that this slowdown becomes:

$$\sum_{i=i_0+1}^{i_0+k_0} E_{\lambda}(W_i, C_i, R_{i-1})$$

$$\sum_{j=m_{i_0}+l}^{m_{i_0}+k_l} t_{j-1}[n]$$

We prove this result formally below. The major results of this work are the following two theorems, which we prove in Section 4 below.

**Theorem 1.** There exists a periodic schedule that is optimal.

**Theorem 2.** We can compute an optimal periodic schedule in polynomial time.

## 4 Optimal checkpoint strategy

In this section, we present several theoretical results and prove Theorems 1 and 2. Specifically, we start by showing that we can indeed focus on periodic algorithms (Theorem 1) in Section 4.3. Then in Section 4.4, we show that we can compute an optimal periodic schedule in polynomial time (Theorem 2).

Beforehand, we introduce the definition of a *pattern* which is at the heart of periodic algorithms (Section 4.1), and we present several important properties of patterns in Section 4.2.

### 4.1 Paths and patterns

**Definition 5 (Checkpoint Paths).** A Checkpoint Path ($P = (i_0, [m_1, \ldots, m_{k_P}])$) is a sequence of $m_{k_P}$ tasks $b_0, \ldots, b_{m_{k_P}-1}$ such that:

1. for $0 \leq i \leq m_{k_P} - 1$, $b_i = a_{i_0+i}[n]$;
2. for $1 \leq j \leq k_P$, $b_{m_j} = \text{checkpointed}$.

Thus the path starts at task $b_0 = a_{i_0}$ and includes $m_{k_P}$ tasks, up to task $b_{m_{k_P}-1} = a_{i_0+m_{k_P}-1}[n]$. The path includes $k_P$ checkpoints, including the checkpoint of its last task. The $m_i^{th}$ task of the pattern is checkpointed, for $1 \leq i \leq k_P$. See Figure 3 for an illustration.

We use the following notations for a path $P$: for $1 \leq i \leq k_P$, we define $W_i = \sum_{j=m_{i-1}}^{m_i-1} t_{i+1}[n]$ (with the special case $m_0 = 0$), $C_i = c_{i_0+m_i-1}[n]$, $R_i = r_{i_0+m_i-1}[n]$ (with the special case: $R_0 = r_{i_0-1}[n]$). We define the length ($\ell$) of a checkpoint path $\ell(P) = \sum_{i=1}^{k_P} W_i$ and its expected execution...
time, or cost ($C$):

$$C(P) = \sum_{i=1}^{k_P} E(\lambda_i) (W_i^P + C_i^P, R_i^P)$$

$$= \left( \frac{1}{\lambda} + D \right) \sum_{i=1}^{k_P} e^{\lambda R_{i-1}^P} \left( e^{\lambda(W_i^P + C_i^P)} - 1 \right)$$

Figure 3: The sequence of operations of a checkpoint Path $P = (i_0, [m_1, \ldots, m_k])$ (Def. 5). Its length is the sum of its useful work (white boxes). Its cost correspond to its expected execution time if a checkpoint was taken right before its start.

**Definition 6** (Patterns). A Checkpoint Pattern is a checkpoint path $P = (i_0, [m_1, \ldots, m_k])$ such that $m_k = 0[n]$. Note, for pattern $P$, its length is $\ell(P) = \frac{m_k}{n} T$, where $T = \sum_{i=0}^{n-1} t_i$.

Such patterns are basic blocks to define periodic schedules. We detail this relation below in Section 4.3.

**Definition 7** (Slowdown of a path (or pattern)). The slowdown of a path is defined as:

$$S(P) = \frac{C(P)}{\ell(P)}$$

### 4.2 Pattern properties

Using these definitions, we show the following result:

**Theorem 3.** Given an schedule $S$ of slowdown $SD(S)$, there exists a pattern $P$ such that $S(P) \leq SD(S)$.

**Following the proof:** Theorem 3 aims at showing the existence of a pattern whose slowdown is at most that of any algorithm (hence including optimal algorithms). To do so, we construct a sequence of patterns whose slowdown converges to the requested slowdown (Lemma 1).
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Based on sequences taken from the algorithm \( S \). In addition, we impose that this sequence satisfies a size property, i.e. that each element of this sequence contains at most \( n \) checkpoints (Corollary 1). This then helps to find a pattern whose slowdown is exactly that of \( S \).

We start by proving a series of results.

**Lemma 1.** Given a schedule \( S \), there exists a sequence of patterns \((P_r)\) such that, for all \( r \in \mathbb{N} \), \( S(P_r) \leq SD(S) + 1/r \).

**Proof.** Consider a schedule \( S = (\pi_i)_{i \in \mathbb{N}} \) of finite slowdown \( SD(S) \). There exists a checkpoint type \( i_0 \) which is taken an infinite number of times. We denote by \( \sigma_{i_0} \) the function such that, for all \( i \), \( \sigma_{i_0}(i) \) is the \( i \)th occurrence of checkpoint \( c_{i_0} \) in the schedule \( S \) (we set \( \sigma_{i_0}(0) = -1 \)).

In the following we partition the schedule into paths:

\[
\begin{align*}
M_1 &= (0, [m_1, \ldots, m_{\sigma_{i_0}(1)}]) \\
M_i &= (i_0 + 1, [(m_{\sigma_{i_0}(i-1)+1} - m_{\sigma_{i_0}(i-1)}), \ldots, \\
&\quad (m_{\sigma_{i_0}(i)} - m_{\sigma_{i_0}(i-1)})]) \\
M_{i+1} &= (i_0 + 2, [m_{\sigma_{i_0}(i) + 1} - m_{\sigma_{i_0}(i)}], \ldots)
\end{align*}
\]

Intuitively, \( M_1 \) is the beginning of the schedule until the first checkpoint of type \( i_0 \). Then \( M_2 \) is the pattern starting right after and extending up to the second checkpoint of type \( i_0 \), and so on. In the definition of \( M_i \), checkpoint indices are shifted to account for the location where the path starts. See Figure 4 for an illustration. By construction, each \( M_i \) is indeed a pattern, except for \( M_1 \), which is only a path if \( i_0 \neq n - 1 \).

We now study the slowdown \( SD_{\sigma_{i_0}(i)} \) up to the \( i \)th checkpoint of type \( i_0 \), i.e., the slowdown of the first \( i \) segments. We have

\[
SD_{\sigma_{i_0}(i)} = \frac{\sum_{k=1}^{i} \sum_{j=\sigma_{i_0}(k)}^{\sigma_{i_0}(k-1)+1} \mathbb{E}(W_j^S \cdot C_j^S \cdot R_j^S)}{\sum_{k=1}^{i} \sum_{j=\sigma_{i_0}(k)}^{\sigma_{i_0}(k-1)+1} t_j^S[n]}
\]

\[
= \frac{\sum_{k=1}^{i} C(M_k)}{\sum_{k=1}^{i} \ell(M_k)} = \sum_{k=1}^{i} \alpha_{i,k} \cdot S(M_k)
\]

(5)

where \( \alpha_{i,k} = \frac{\ell(M_k)}{\sum_{j=1}^{i} \ell(M_k)} \). Hence \( \sum_{k=1}^{i} \alpha_{i,k} = 1 \), and we have expressed \( SD_{\sigma_{i_0}(i)} \) as a weighted average of the path slowdowns \( S(M_k) \).
By definition of \( \lim \) we have:

- \( \lim_{i \to \infty} \text{SD}_{\sigma_0(i)}(S) \leq \lim_{i \to \infty} \text{SD}_i(S) = \text{SD}(S) \);

- For all \( r \), there exists \( i_r \) such that \( \forall i > i_r \),
  \[ \text{SD}_{\sigma_0(i_r)}(S) \leq \lim_{i \to \infty} \text{SD}_{\sigma_0(i)}(S) + \frac{1}{r} \]
  \[ \leq \text{SD}(S) + \frac{1}{r}. \]

Using Equation (5), we obtain:

\[ \sum_{k=1}^{i} \alpha_{i,k} S(M_k) \leq \text{SD}(S) + \frac{1}{r}. \]

Since this is a weighted average, it means that there exists \( k_r \), where \( 1 \leq k_r \leq i \) such that \( S(M_i) \leq \text{SD}(S) + \frac{1}{r} \). If \( k_r \neq 1 \), or if \( k_r = 1 \) and \( i_0 = n - 1 \), we have found the desired pattern by letting \( \mathcal{P}_r = \mathcal{M}_{k_r} \). Otherwise, we redo the same proof using the truncated schedule \( \tilde{S} \) where we delete the first \( i_0 \) tasks. Then \( \tilde{S} \) is a valid schedule for a rotation of the original application, namely for the application \( \tilde{A} = (a_{i_0+1|n|}, \ldots, a_{i_0})^\infty \), and it has same slowdown as \( S \). The path \( \mathcal{M}_i \) of \( \tilde{S} \) is the same as the path \( \mathcal{M}_{i+1} \) of \( S \) for all \( i \), hence all the paths of \( \tilde{S} \) are patterns. We then derive the result just as above.

\[ \square \]

**Lemma 2.** For all pattern \( \mathcal{P} \), there exists a pattern \( \hat{\mathcal{P}} \) such that:

1. \( S(\hat{\mathcal{P}}) \leq S(\mathcal{P}) \);

2. \( \hat{\mathcal{P}} \) contains at most \( n \) checkpoints.

**Proof.** We show this result by induction on the number of checkpoints in \( \mathcal{P} \). Assume \( \mathcal{P} = (i_0, [m_1, \ldots, m_k]) \), with \( k > n \). Then there exists \( i_1 < i_2 \) such that: \( i_0 + m_{i_1}[n] = i_0 + m_{i_2}[n] \) (i.e., the \( m_{i_1}^{th} \) and \( m_{i_2}^{th} \) tasks of the pattern are identical and equal to \( a_{i_0+m_{i_1}-1|n|} \)).

We now consider the two patterns:

- \( \mathcal{P}_1 = (i_0 + m_{i_1}[n], [m_{i_1+1} - m_{i_1}, \ldots, m_{i_2} - m_{i_1}]) \);
- \( \mathcal{P}_2 = (i_0 + m_{i_2}[n], [m_{i_2+1} - m_{i_2}, \ldots, m_k - m_{i_2}, m_1 + (m_k - m_{i_2}), \ldots, m_{i_1} + (m_k - m_{i_2})]) \)

Here, we have decomposed the original pattern into three paths, \( \mathcal{P}_{\text{begin}} \) (up to the \( m_{i_1}^{th} \) task), \( \mathcal{P}_1 \) (from the next task up to the \( m_{i_1}^{th} \) task) and \( \mathcal{P}_{\text{end}} \) (from the next task up to the end of the pattern). Now, \( \mathcal{P}_2 \) is simply the concatenation of \( \mathcal{P}_{\text{end}} \) followed by \( \mathcal{P}_{\text{begin}} \). See Figure 5 for an illustration.
We immediately have:

\[ S(P) = \frac{\ell(P_1)}{\ell(P_1) + \ell(P_2)} S(P_1) + \frac{\ell(P_2)}{\ell(P_1) + \ell(P_2)} S(P_2) \]

Because this is a weighted average, then \( \min(S(P_1), S(P_2)) \leq S(P) \). Each of these patterns have one fewer checkpoint than the initial pattern, which concludes the proof.

**Corollary 1.** Given a schedule \( S \), there exists a sequence of patterns \( (\tilde{P}_r) \) for all \( r \geq 1 \) such that:

1. For all \( r \), \( \tilde{P}_r \) contains at most \( n \) checkpoints;
2. \( S(\tilde{P}_r) \leq SD(S) + 1/r \).

This corollary is a direct consequence from Lemma 1 for the existence of a sequence that satisfies the slowdown constraint, and from Lemma 2 for transforming this sequence into a sequence of patterns that include at most \( n \) checkpoints.

**Following the proof:** At this point, we have constructed a sequence of patterns, whose slowdown converges towards \( SD(S) \). It remains to show the existence of a pattern that reaches the limit. In order to do so, we show that if the number of checkpoints in a pattern is bounded, then the length of the pattern has to be bounded too, otherwise its slowdown would diverge. This is the result shown in Lemma 3.

**Lemma 3.** Given \( M \) and \( k \), if \( P \) is a pattern with at most \( k \) checkpoints and \( S(P) \leq M \), then there exists a constant \( W_{M,k} \) such that \( \ell(P) \leq W_{M,k} \).

**Proof.** Given a pattern \( P \) with \( k \) checkpoints, and of length \( \ell(P) = W \), we let \( W^P_1, W^P_2, \ldots, W^P_k \) denote the work between its checkpoints. By definition, \( \sum_{i=1}^{k} W^P_i = \ell(P) \). Hence there exists \( i_1 \) such that \( W^P_{i_1} \geq \frac{1}{k} \ell(P) \).
We are now interested in the slowdown of the pattern:

\[
S(\mathcal{P}) = \sum_{i=1}^{k} \mathbb{E}_\lambda(W^P_i, C^P_i, R^P_{i-1}) \ell(\mathcal{P}) / \ell(\mathcal{P}) \\
\geq \mathbb{E}_\lambda(W^P_{i_1}, C^P_{i_1}, R^P_{i_1}) \ell(\mathcal{P}) / \ell(\mathcal{P}) \\
\geq \mathbb{E}_\lambda(W^P_{i_1}, 0, 0) / \ell(\mathcal{P}) = \left(\frac{1}{\lambda} + D\right) \frac{e^{\lambda W_{i_1}} - 1}{\ell(\mathcal{P})} \\
\geq \left(\frac{1}{\lambda} + D\right) \frac{e^{\frac{1}{\lambda}(\ell(\mathcal{P}))} - 1}{\ell(\mathcal{P})}
\]

But \(\frac{e^{\lambda x} - 1}{x}\) tends to infinity when \(x\) tends to infinity; hence, because \(S(\mathcal{P}) \leq M\), we have that \(\ell(\mathcal{P})\) is bounded by a function of \(M\) and \(k\). Hence the result. \(\square\)

Proof of Theorem 3: We now conclude the proof of Theorem 3. From Corollary 1, we have a sequence of patterns \((\tilde{\mathcal{P}}_r)\) with at most \(n\) checkpoints and of slowdown \(S(\tilde{\mathcal{P}}_r) \leq SD(S) + 1/r \leq 2SD(S)\).

From Lemma 3, there exists an upper bound such that, for all \(r\), \(\ell(\tilde{\mathcal{P}}_r) \leq \tilde{W}\). We show that there are only a bounded number of patterns that satisfy this property:

- Since the length of a pattern is a multiple of \(T = \sum_{i=0}^{n-1} t_i\), there are at most \(K = \left\lceil \frac{\tilde{W}}{T} \right\rceil\) possible lengths.
- For a length \(kT, 1 \leq k \leq K\), there are \(kn\) possible checkpoint locations and at most \(n\) checkpoints, hence at most \(\binom{kn}{n}\) patterns.

Hence in total the number of possible patterns is upper bounded by \(K \binom{Kn}{n}\). The set \(\{S(\tilde{\mathcal{P}}_r) | r \geq 1\}\) is finite and admits a minimum \(S_{\text{min}}\). Let \(r_0\) one index achieving the minimum: \(S_{\text{min}} = S(\tilde{\mathcal{P}}_{r_0})\).

Finally, we show that \(S_{\text{min}} \leq SD(S)\): indeed, otherwise there would exist \(r\) such that \(S_{\text{min}} > SD(S) + \frac{1}{r}\) and we would have \(S(\tilde{\mathcal{P}}_{r_0}) > S(\tilde{\mathcal{P}}_r)\), thereby contradicting the minimality. Hence the result. \(\square\)

4.3 Periodic schedules

Using the properties of patterns, we are ready to derive Theorem 4. We start by rewriting the definition of periodic schedules using patterns. Indeed, the values \(i_0\) and \(k_0\) from Definition 4 allow us to define a pattern that is repeated all throughout the execution. We then select the pattern of minimal length that occurs as early as possible:
Definition 8 (Pattern of a periodic schedule). Given a periodic schedule \( S = (m_1, m_2, \ldots) \). Let \((k_0, i_0)\) be the smallest pair (for the lexicographic order) that satisfies: for all \( i > i_0 \), \( m_i - m_{i-1} = m_{i+k_0} - m_{i+k_0-1} \), and \( m_{i_0+k_0} - m_{i_0} = 0 \). We say that
\[
P_S = (m_{i_0}[n], [m_{i_0+1} - m_{i_0}, \ldots, m_{i_0+k_0} - m_{i_0}])
\]
is the pattern of the schedule.

The lexicographic order means that we select first a pattern of minimal length, and in case of a tie, the pattern that starts as early as possible.

Theorem 4 (Slowdown of a periodic schedule). Given a periodic schedule \( S \), its slowdown is equal to the slowdown of its pattern.

Proof. Given a periodic schedule \( S \), let
\[
P_S = (m_{i_0}[n], [m_{i_0+1} - m_{i_0}, \ldots, m_{i_0+k_0} - m_{i_0}])
\]
be its pattern. We study the function \( SD_i(S) \) by decomposing the schedule up to its \( i^{th} \) checkpoint into three parts: a first part, up to the beginning of the pattern, i.e. up to checkpoint number \( i_0 \), then a number \( k = \lfloor \frac{i - m_{i_0}}{k_0} \rfloor \) of repeating patterns, then a final part (whose length is smaller than \( \ell(P_S) \)). The first and final part become negligible as \( i \) tends to infinity, hence
\[
SD(S) = \lim_{i \to \infty} SD_i(S) = \frac{C(P_S)}{\ell(P_S)} = S(P_S)
\]

Finally, putting everything together, we obtain the final result:

Proof of Theorem 4. Theorem 3 states that there exists a pattern \( P \) whose slowdown is smaller or equal to that of an optimal schedule. In addition, Theorem 4 states that a periodic schedule whose pattern is \( P \) has a slowdown equal to that of \( P \), hence it is optimal.

4.4 Finding the optimal pattern

In this section, we show how to compute the pattern of an optimal periodic algorithm. In the following, we say that a pattern \( P = (i_0, [m_1, m_2, \ldots, m_{k_0}]) \) is an optimal pattern, if it has minimal slowdown.

4.4.1 Bounding the length
Following the proof: In Lemma 3, we have shown that it was possible to bound the length of an optimal pattern, which was helpful to prove the existence of an optimal pattern. In order to derive an optimal solution, we want to use a dynamic program whose complexity depends on the number of tasks in a pattern. Unfortunately, the previous bound may lead to a number of tasks in the pattern which is not polynomially bounded. We now show how one can get a tighter bound (Theorem 5). At the end of this section, we discuss the size of this bound as a function of the problem instance.

In this section we make intensive use of the following slowdown function:

\[ f(w, c, r) = \frac{E_{\lambda}(w, c, r)}{w} = \left( \frac{1}{\lambda + D} \right) e^{\lambda r} \left( e^{\lambda(w+c)} - 1 \right) \]  

(6)

Note that we implicitly used the slowdown function when we defined the slowdown of a schedule. We have the following properties:

**Lemma 4.** We have the following properties of the slowdown function:

1. \( w \mapsto f(w, c, r) \) has a unique minimum \( w_c \), is decreasing in the interval \([0, w_c]\) and is increasing in the interval \([w_c, \infty)\)

2. \( c \mapsto f(w, c, r) \) (resp. \( r \mapsto f(w, c, r) \)) are increasing functions of \( c \) (resp. \( r \)).

**Proof.** 2) is obvious. 1) is the result of [4, Theorem 1]. Note that a first-order approximation of \( w_c \) is the well-known Young/Daly formula \( w_c = \sqrt{\frac{2}{\lambda}} \). \[ \square \]

While one might want to use \( w_c \) to minimize \( f \), this is only possible for divisible applications. Here, we can checkpoint only at the end of a task, and the amount of work \( w \) can only be the sum of some task durations.

Consider a path starting after a checkpoint \( c_i \) (hence with a recovery \( r_i \)), and ending in a checkpoint \( c_j \). The amount of computation \( w \) between these two checkpoints is necessarily of the form

\[ W_{i,j}(k) = W_{i,j} + k.T, \]  

for some \( k \in \mathbb{N} \),

where

(i) \( T \) is the length of the iterations \( (T = \sum_{\ell=0}^{n-1} t_{\ell}) \), and

(ii) \( W_{i,j} \) the length between the end of task \( a_i \) and the end of task \( a_j \) (possibly of the next iteration), i.e.: \( W_{i,j} = \sum_{\ell=i+1}^{j} t_{\ell} \) (case \( j > i \)), or \( W_{i,j} = T - W_{j,i} \) (case \( j < i \)), or \( W_{i,j} = T \) (case \( j = i \)).
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Additionally, \( k \mapsto W_{i,j}(k) \) is an increasing function, hence for all pairs \((r_i, c_j)\), there exists \( k_{i,j}^* \) that minimizes the function \( k \mapsto f(W_{i,j}(k), c_j, r_i) \).

Let \( W_{i,j}^* = W_{i,j}(k_{i,j}^*) \). Because \( f(w, c_j, r_i) \) is decreasing for \( w < w_{c_j} \), we have \( W_{i,j}^* - T < w_{c_j} \) (otherwise \( W_{i,j}^* - T \) would be a better solution). Finally, we denote
\[
M^* = \max_i w_{c_i} + T.
\]

Then, \( M^* \geq \max_{i,j} W_{i,j}^* \), and by construction, we have the following property for \( M^* \):

**Lemma 5.** For all \( i, j, k_1, k_2 \) such that \( W_{i,j} + k_1 \cdot T \geq W_{i,j} + k_2 \cdot T \geq M^* \),
\[
f(W_{i,j} + k_1 \cdot T, c_j, r_i) > f(W_{i,j} + k_2 \cdot T, c_j, r_i).
\]

Finally, we let
\[
k^* = \left\lfloor \frac{M^*}{T} \right\rfloor \tag{7}
\]
denote the number of iterations that take place during time \( M^* \). We are ready to bound the length between two successive checkpoints within an optimal pattern:

**Lemma 6.** Given an optimal pattern, \((i_0, [m_1, \ldots, m_{k_0}])\), then for all \( 1 \leq i \leq k_0 \), \( m_i - m_{i-1} \leq 2M^* \) (using \( m_0 = 0 \)).

**Following the proof:** In order to show this result, we show that if the length between two consecutive checkpoints was larger than the bound, then we could add an intermediate checkpoint and create a pattern of smaller slowdown.

**Proof.** We start by a preliminary property that we use in the following to show that if the length between two checkpoints is too high, then we can create a pattern of better slowdown by incorporating a checkpoint in the oversized interval.

Given a pattern \( P = (i_0, [m_1, \ldots, m_{k_0}]) \), and given a transformation of this pattern into a pattern \( P' \) of equal length with an extra checkpoint of cost \( C \) (and recovery \( R \)) located between the \((i-1)\)st and the \(i\)th checkpoint of \( P \), after \( W \) units of work, one can verify that
\[
S(P) - S(P') = S(P) - S(P') = E_\lambda \left( W_{i_0}^P, C_{i_0}^P, R_{i_0}^P \right) - E_\lambda \left( W, C, R_{i-1} \right) - E_\lambda \left( W_{i}^P - W, C_i^P, R_i \right)
\]
\[
= \frac{W_{i}^P}{\ell(P)} f \left( W_{i}^P, C_i^P, R_i \right) - \frac{W}{\ell(P)} f \left( W, c_j, r_i \right) - \frac{W_{i}^P - W}{\ell(P)} f \left( W_{i}^P - W, C_i^P, R_i \right) \tag{8}
\]
Indeed, $\ell(P) = \ell(P')$, and all inter-checkpoint intervals are identical (and have an equal cost) in $P$ and $P'$, except for the interval inside which the extra checkpoint has been added.

We can now prove the result. We show the result by contradiction: assume there exists $i \leq k_0$ such that $m_i - m_{i-1} > 2M^*$. We denote by $i_0 = m_i - n[i]$ and $i_1 = m_i[n]$.

• Assume first that $c_i \geq c_{i_0}$. By monotony, $r_{i_1} \geq r_{i_0}$. We create the pattern $P'$ such that we add to $P$ an additional checkpoint after the task of type $i_0$ at the location $m_{i-1} + n \cdot k^*$ (which indeed corresponds to a task of type $i_1$). Then, using the properties of the slowdown function $f$, and because $W_i^P > T \cdot k^*$, we know that:

$$f(T \cdot k^*, C_i^P, R_i^P) \leq f(T \cdot k^*, C_i^P, R_i^P) \quad \text{(growth)}$$

$$< f(W_i^P, C_i^P, R_i^P) \quad \text{(shape of } f)$$

Similarly, $W_i^P > W_i^P - T \cdot k^* \geq M^*$, then we have:

$$f(W_i^P - T \cdot k^*, C_i^P, R_i^P) \leq f(W_i^P, R_i^P)$$

Finally, plugging back these values into Equation (3), we obtain that $P'$ has a better slowdown than $P$, contradicting the optimality.

• Assume now that $c_i \leq c_{i_0}$. By monotony, $r_{i_1} \leq r_{i_0}$. With a similar demonstration, we show that by including a checkpoint of size $c_i$ at location $m_i - n \cdot k^*$ (which indeed corresponds to a task of type $i_1$), leads to the same result.

Theorem 5. There exists an optimal pattern $P$ whose length satisfies $\ell(P) \leq 2nM^*$, and which includes at most $2n^2(k^* + 1)$ tasks.

Proof. From Lemma 2 we know that there exists an optimal pattern with at most $n$ checkpoints. Using Lemma 6 which gives a bound on the inter-checkpoint time, we obtain the bound on the length. Thanks to Equation 7 we know that a length of $M^*$ corresponds to at most $k^* + 1$ iterations (of $n$ tasks each), which leads to the bound on the number of tasks.

We now need to check that $k^*$ is polynomial in the size of the input. The size of the input is $O(n \max_i \log a_i)$, or equivalently $O(n \log T)$, because the $n$ values $a_i$ are encoded in binary. Here we make the natural assumption that $c_i = O(T)$ and $r_i = O(T)$ for $0 \leq i \leq n$, meaning that the largest checkpoint/recovery is not longer than a whole iteration.

Recall that $w_{c_i} \approx \sqrt{\frac{2a_i}{\lambda}} \approx 10.47$, hence $M^* = O(\sqrt{\frac{\max_i a_i}{\lambda}} + T)$ and $k^* = O\left(\frac{1}{\sqrt{\lambda}} + 1\right)$. We obtain a polynomial value $k^* = O(n \log T)$ as soon

\(^2\)Technically, we can relax the assumption to $c_i, r_i = O(T^n)$ without increasing the problem size.
as $\mu = \frac{1}{\lambda} = O(T(n \log T)^2)$. This requires that the application MTBF is not too large in front of the iteration length, which makes full sense because otherwise we would not checkpoint more than very rarely, once every many iterations. In Section 4.4.2, we present a dynamic programming algorithm to compute an optimal pattern, whose complexity is polynomial in $n$ and $k^\star$. This complexity is indeed polynomial in the size of the instance under the very natural assumptions that we made.

4.4.2 Computing an optimal pattern

In the previous section we have shown the existence of an optimal pattern of polynomial length. Here, we show how one can compute an optimal pattern through a dynamic programming algorithm. This dynamic programming algorithm relies upon the previous results:

- We study patterns $P$ of length at most $2nM^\star$ (thanks to Theorem 5), and we know that an optimal pattern of this length contains a polynomial number of tasks;
- We consider different initial tasks in the pattern ($i_0 \in \{0, \ldots, n-1\}$);
- We use the fact that there can be at most $n$ checkpoints in the optimal pattern (thanks to Lemma 2).

The following lemma characterizes the minimal cost of a checkpoint path.

**Lemma 7** (Minimum cost of a path). The minimal expected execution time (or cost) of a checkpoint path (i) of length $\ell$, (ii) whose first task is $a_{i_0+1}[n]$, (iii) with at most $b$ checkpoints, (iv) where the $k-1$ first tasks are not
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Figure 6: Illustration of the minimum expected execution time $C_{\text{min}}(i_0, k, \ell, b)$ of a series of $\ell$ tasks as characterized by Lemma 7.
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checkpointed and, (v) where the last task is checkpointed, is given by:

$$C_{\min}(i_0, k, \ell, b) = \min \left\{ C_{\min}(i_0, k + 1, \ell, b); \right.$$  

$$E_{\lambda}\left(\sum_{i=1}^{k} w_{i_0+i+1}, C_{i_0+k[i+1]}, R_{i_0}\right) + C_{\min}(i_0 + k[i+1], 1, \ell - k, b - 1) \right\} \quad (9)$$

when $\ell > 0$ and $b > 0$, and where we consider the following initialisation cases:

(a) $C_{\min}(i_0, \ell + 1, b, 0) = \begin{cases} 0 & \text{if } \ell = 0 \\ \infty & \text{otherwise} \end{cases}$

(b) $C(i_0, k, \ell > 0, 0) = \infty$.

Please refer to Figure 6 for a graphical representation of $C(i_0, k, \ell, b)$.

Proof. The result is showed recursively. We start with the initialisation cases. When no checkpoint is allowed ($b = 0$, case (b)), it is not even possible to checkpoint the last task (as required by condition (v)), so the cost is infinite. The case $k = \ell + 1$ leads to $\ell$ tasks not being checkpointed (condition (iv)), which contradicts the fact that the last task is checkpointed (condition (v)), except when the number of tasks is zero: in this case, we assume that no task is performed in this path and no checkpoint is taken.

We now move to the general case. Considering a path that verifies the condition of the lemma, we distinguish two cases:

(i) The $k$th task is not checkpointed, which leads to the first $k$ tasks not being checkpointed, hence the minimum cost is $C_{\min}(i_0, k + 1, \ell, b)$;

(ii) The $k$th task is checkpointed. The cost of the first part ($k - 1$ tasks not checkpointed followed by this $k$th task and its checkpoint is given by $E_{\lambda}\left(\sum_{i=1}^{k} w_{i_0+i+1}, C_{i_0+k[i+1]}, R_{i_0}\right)$. The cost of the rest of the path is recursively expressed as the minimal cost of a path of length $\ell - k$ that starts after task $i_0 + k[i+1]$ with $b - 1$ checkpoints.

We then select the case that leads to the minimal expected execution time.

Thanks to Lemma[6], we know that in an optimal pattern, there are at most $2n(k* + 1)$ tasks between two checkpoints. So we can safely restrict our search space to $k = 1 \ldots 2n(k* + 1)$ and consider that the cost for larger values of $k$ is infinite. Hence, the previous recursive definition of the cost is applied to the design of the dynamic programming algorithm (Algorithm[1]).

Theorem 6. \textsc{Pattern}(k*, n) (Algorithm[3]) returns the slowdown of the pattern of an optimal periodic schedule with time complexity $O((k*)^2 n^3)$. 

Proof. We use the fact that there exists an optimal periodic schedule whose pattern includes a number $m \times n$ of tasks with $m \leq 2n(k* + 1)$ and uses at
Algorithm 1 Finding the minimum slowdown of a pattern of size at most $2n^2(k^* + 1)$

1: procedure Pattern($k^*$, $n$)
2:     $\maxK \leftarrow 2n(k^* + 1)$
3:     for $i_0 = 0$ to $n - 1$ do \Comment{Initialization of ProgDyn}
4:         for $\ell = 0$ to $2n^2(k^* + 1)$ do
5:             for $b = 1$ to $n$ do
6:                 if $\ell = 0$ then
7:                     $C_{\min}(i_0, \ell + 1, \ell, b) \leftarrow 0$
8:                 else
9:                     $C_{\min}(i_0, \min(\maxK, \ell + 1), \ell, b) \leftarrow \infty$
10:                for $k = 1$ to $\min(\maxK - 1, \ell)$ do
11:                    $C_{\min}(i_0, k, \ell, 0) \leftarrow \infty$
12:     for $i_0 = 0$ to $n - 1$ do \Comment{Precompute $\sum_{i=1}^k w_{i_0+i[n]}$}
13:         $W[i_0, 1] \leftarrow t_{i_0+1[n]}$
14:     for $k = 2$ to $2n^2(k^* + 1)$ do
15:         $W[i_0, k] \leftarrow W[i_0, k - 1] + t_{i_0+k[n]}$
16:     for $\ell = 1$ to $2n^2(k^* + 1)$ do \Comment{Computing the ProgDyn}
17:         for $i_0 = 0$ to $n - 1$ do
18:             for $k = \min(\maxK - 1, \ell)$ downto $1$ do
19:                 for $b = 1$ to $n$ do
20:                     $C_{\min}(i_0, k, \ell, b) \leftarrow \min(C_{\min}(i_0, k + 1, \ell, b),$
21:                     $E_\lambda(W[i_0, k], C_{i_0+k[n]}, R_{i_0}) + C_{\min}(i_0 + k[n], 1, \ell - k, b - 1))$
22:     $SD \leftarrow \infty$ \Comment{Computing the minimal slowdown.}
23:     $T = \sum_{i=1}^n t_i$
24:     for $i_0 = 0$ to $n - 1$ do
25:         for $m = 1$ to $2n(k^* + 1)$ do
26:             $SD_{\text{temp}} = C_{\min}(i_0, 1, mn, n)/mT$
27:             if $SD_{\text{temp}} < SD$ then
28:                 $SD \leftarrow SD_{\text{temp}}$
29:     return $SD$
most $n$ checkpoints (see Theorem 5). Algorithm 1 computes the minimum cost of all patterns including at most this number of tasks, then computes the minimum cost of a pattern whose number of tasks is a multiple of $n$. The slowdown we look for is indeed this cost. The complexity of the algorithm derives from the loop nest necessary to recursively compute $C_{\text{min}}$.

5 Simulation Results

In this section, we describe the experiments conducted to compare the proposed optimal checkpointing strategy with simpler heuristics. We perform simulations on three application scenarios: two from real-life applications, and one using synthetic parameters.

5.1 Experimental methodology

We detail here the algorithms used in the simulations and the various settings. All algorithms have been implemented in MATLAB and R. The corresponding code is publicly available at [12].

5.1.1 Application scenarios

We consider both real-life and synthetic application scenarios. For each scenario, we describe the parameters of the application: number of tasks in each iteration, computation cost of each task, checkpointing and recovery cost associated to each task.

Neuroscience application For the first application scenario, we extracted data from a representative neuroscience application, Spatially Localized Atlas Network Tiles (SLANT) [25]. The tasks composing an iteration of this application are described in Table 1, extracted from [17].

<table>
<thead>
<tr>
<th>Task</th>
<th>$a_0$</th>
<th>$a_1$</th>
<th>$a_2$</th>
<th>$a_3$</th>
<th>$a_4$</th>
<th>$a_5$</th>
<th>$a_6$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Execution time $t_i$</td>
<td>255</td>
<td>871</td>
<td>588</td>
<td>459</td>
<td>3050</td>
<td>804</td>
<td>1130</td>
</tr>
<tr>
<td>Checkpoint time $C_i$</td>
<td>22.22</td>
<td>61.11</td>
<td>33.33</td>
<td>50</td>
<td>283.33</td>
<td>16.67</td>
<td>61.11</td>
</tr>
<tr>
<td>Recovery time $R_i$</td>
<td>8.89</td>
<td>24.44</td>
<td>13.33</td>
<td>20</td>
<td>113.33</td>
<td>6.67</td>
<td>24.44</td>
</tr>
</tbody>
</table>

GCR application For the second application scenario, we consider a class of Krylov Subspace method GCR [14] solving the $m$-dimensional sparse linear system $Ax = b$. Each iteration of the method is divided into $n$ sub-iterations, whose computational and memory requirements increase from one sub-iteration to the next. The common way to control the number of iterative steps within an acceptable range is to adopt a restart strategy [36, 40, 46], that is, to fix a small value $n$ (usually much less than $m$, such as 10,
20, etc.). If the last $n$-th sub-iteration does not lead to convergence, then the approximate solution $x^n$ is used as the initial value of a new iteration, and the GCR method is restarted. The process is repeated until a satisfactory approximate solution is found, as detailed in Algorithm 2.

Algorithm 2 GCR($n$)

1: $x^0, r^0 = Ax^0 - b, p^0 = P^{-1}r^0, q^0 = Ap^0$
2: for $k = 1, 2, \ldots$, until convergence do
3:   for $i = 0, 1, \ldots, n - 1$ do
4:     $\beta = \frac{(r^i, q^i)}{(q^i, q^i)}$  \hspace{1cm} $\triangleright 4m - 1$
5:     $x^{i+1} = x^i + \beta p^i$  \hspace{1cm} $\triangleright 2m$
6:     $r^{i+1} = r^i + \beta q^i$  \hspace{1cm} $\triangleright 2m$
7:     if $\|r^{i+1}\| \leq \varepsilon$ then
8:        exit
9:     $\tilde{e} = P^{-1}r^{i+1}$  \hspace{1cm} $\triangleright 3m - 1$
10:    for $l = 0, 1, \ldots, i$ do
11:      $\alpha_l = \frac{(\tilde{e}, q^l)}{(q^l, q^l)}$  \hspace{1cm} $\triangleright (i + 1)(4m - 1)$
12:    $p^{i+1} = e + \sum_{l=0}^{i} \alpha_l p^l$  \hspace{1cm} $\triangleright m + (i + 1)m$
13:    $q^{i+1} = \tilde{e} + \sum_{l=0}^{i} \alpha_l q^l$  \hspace{1cm} $\triangleright m + (i + 1)m$
14: $[x^0, r^0, p^0, q^0] \leftarrow [x^n, r^n, p^n, q^n]$

Each iteration of the outer loop $k$ has $n$ tasks ($i = 0, 1, \ldots, n - 1$), each task corresponding to one sub-iteration of the loop on $i$. The number of non-zero elements of sparse matrix $A$ is denoted as $nz(A)$. We assume that $m = 100000$, $nz(A) = 27m$, and the preconditioner matrix $P$ is a diagonal matrix in the simulation. We pick (somewhat arbitrarily) 27 because it is the size of a 3 $\times$ 3 $\times$ 3 cube for a neighborhood of interactions, so the matrix has 27 diagonals (3D-stencil for Jacobi or Gauss-Seidel, typically). We computed that the number of floating-point operations for task $i$ is $f_i = (6m - 1)i + 19m - 4 + 2nz(A)$, see Table 2. The vectors that need to be saved if we checkpoint after task $i$ and the corresponding size of the checkpoint are also detailed in this table.

We consider here that the computing platform has unit speed $s = 1$, so that $t_i = f_i/s = f_i$. In order to test different scenarios for the relative cost of checkpoint compared to computations, we define the Communication-to-Computation Ratio (CCR) as ratio between the cost of communicating one byte to the cost of computing one flop. With the choice $s = 1$, the CCR is exactly the inverse of the bandwidth. Hence, from the size of the memory to checkpoint $M_i$, we compute the time for a checkpoint: $C_i = M_i \times$ CCR.
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We conducted experiments with CCR = 2 and CCR = 5.

<table>
<thead>
<tr>
<th>Task</th>
<th>Floating point operations $f_i$</th>
<th>Vectors to checkpoint</th>
<th>Memory size $M_i$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$a_0$</td>
<td>$19m - 4 + 2nz(A)$</td>
<td>$p^0, p^{i}, q^0, q^{i}, r^i, x^i$</td>
<td>6m</td>
</tr>
<tr>
<td>$a_1$</td>
<td>$(6m - 1) + 19m - 4 + 2nz(A)$</td>
<td>$p^0, p^i, p^i, q^0, q^i, q^i, r^i, x^i, x^{i}$</td>
<td>8m</td>
</tr>
<tr>
<td>$\ldots$</td>
<td>$\ldots$</td>
<td>$\ldots$</td>
<td>$\ldots$</td>
</tr>
<tr>
<td>$a_{n-2}$</td>
<td>$(6m - 1)(n - 2) + 19m - 4 + 2nz(A)$</td>
<td>$p^0, \ldots, p^{n-2}, q^0, \ldots, q^{n-2}, r^{n-1}, x^{n-1}$</td>
<td>$(2n + 2)m$</td>
</tr>
<tr>
<td>$a_{n-1}$</td>
<td>$(6m - 1)(n - 1) + 19m - 4 + 2nz(A)$</td>
<td>$p^0, q^0, r^0, x^0$</td>
<td>$4m$</td>
</tr>
</tbody>
</table>

Table 2: Tasks composing the GCR application.

**Synthetic application** The third application scenario is randomly generated. We consider an iterative application composed of $N = 10^3$ iterations, each iteration has $n = 10$ or 20 cyclic tasks. We assume that the execution time $t_i$ of each task $a_i$ follows a probability distribution $D$, where $D$ is $\text{Uniform}(a, b)$. The default instantiation for this distribution is $\mu_D = 550$ for $\text{Uniform}[100, 1000]$.

In this third application scenario, we use two strategies to choose the checkpoint time. Either we set checkpoint times as $C_i = \eta t_i$, where $\eta$ is the proportion of checkpoint time to the execution time of each task; or we set checkpoint times to be taken in $\text{Uniform}[10, 100]$, independently of the task running time. We use $R = C$ for the recovery time and a fixed downtime $D = 5$. For the first choice of checkpoint times, we conducted experiments with $\eta = 0.1$.

### 5.1.2 Failure scenarios

We consider different failure rates. To allow for consistent comparisons of results across different iterative processes, we fix the probability that a failure occurs during each iteration, which we denote as $p_{\text{fail}}$, and then simulate the corresponding failure rate. Formally, for a given $p_{\text{fail}}$ value, we compute the failure rate $\lambda$ such that $p_{\text{fail}} = 1 - e^{-\lambda T}$, where $T$ is the execution time per iteration with $n$ tasks. We conduct experiments for six $p_{\text{fail}}$ values: $10^{-4}, 10^{-3}, 10^{-2}, 10^{-1}, 10^{-0.5}$ and $10^{-0.1}$. For example, $p_{\text{fail}} = 10^{-2}$ means one failure will occur every 100 iterations on average.

For each experiment, the simulations are performed on 100 randomly generated instances $\{I_1, \ldots, I_{100}\}$. For all $i$, an instance $I_i$ is a pair $(S_i, F_i)$, where $S_i$ (resp. $F_i$) is the application (resp. failure) scenario associated to the instance. For both real-life scenarios, $S_i$ corresponds to the values presented in the previous tables, while for the synthetic application scenario, $S_i$ is randomly generated as described above.
5.1.3 Optimal strategy

The algorithm used to simulate the optimal strategy is detailed in Algorithm 1. For an instance $I$, we define $MS_{\text{opt}}(p_{\text{fail}})(I)$ to be the makespan corresponding to the failure rate $p_{\text{fail}}$.

5.1.4 Reference strategies

We consider three reference greedy strategies:

1. CkptEachIter, consists in checkpointing at the end of each iteration, that is, a checkpoint is taken after the last task $a_{n-1}$ of each iteration. For an instance $I$, we define $MS_{\text{iter}}(p_{\text{fail}})(I)$ to be the makespan corresponding to the failure rate $p_{\text{fail}}$.

2. CkptEachTask, consists in checkpointing after every task $a_i$ of every iteration. For an instance $I$, we define $MS_{\text{task}}(p_{\text{fail}})(I)$ to be the makespan corresponding to the failure rate $p_{\text{fail}}$.

3. CkptYD, uses an adaption of the classical Young-Daly formula to compute the optimal checkpoint size in the case of divisible application (where one can checkpoint at any time-step). First it chooses the task of an iteration with minimum checkpoint size $C_{\text{min}}$. Only the result of this task will (possibly) be checkpointed, and we use the Young-Daly formula to compute how many iterations to include in between two checkpoints. More specifically, the number of iterations in this pattern is set to

$$P_{\text{YD}} = \max\left(1, \text{round}\left(\frac{1}{T} \sqrt{\frac{2C_{\text{min}}}{\lambda}}\right)\right).$$

For an instance $I$, we define $MS_{\text{YD}}(p_{\text{fail}})(I)$ to be the makespan corresponding to the failure rate $p_{\text{fail}}$.

5.2 Results

Results of the neuroscience application are reported in Figure 7. For the GCR application, the results are reported in Figures 8a and 8b, and the results of the synthetic application scenario are reported in Figures 9a and 9b. In these figures, we normalize the results to the makespan obtained by the optimal strategy. Namely, for each problem instance, the red (leftmost) boxplots represent the ratio $\frac{MS_{\text{iter}}(p_{\text{fail}})(I)}{MS_{\text{opt}}(p_{\text{fail}})(I)}$ for different values of $p_{\text{fail}}$ and different scenarios, while the green (middle) boxplots represent the ratio $\frac{MS_{\text{task}}(p_{\text{fail}})(I)}{MS_{\text{opt}}(p_{\text{fail}})(I)}$; then the blue (rightmost) boxplots represent the ratio $\frac{MS_{\text{YD}}(p_{\text{fail}})(I)}{MS_{\text{opt}}(p_{\text{fail}})(I)}$. 
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General comments As expected, the greedy heuristics do not perform as well as the optimal strategy derived in this work. We now study and explain the behaviors of the different heuristics.

Checkpointing after each task, as done by CKPTEachTask, gives worst performance when $p_{\text{fail}}$ is small (very few failures). Its performance improves significantly when the number of failures increases. This behavior is expected as it is a consequence of the very high number of checkpoints that are taken.

On the contrary, the Young-Daly inspired heuristic (CKPTYD) gives almost optimal results when there are very few failures, and its performance gets very poor when the number of failures increases. Again, this behavior is expected, with very few failures, if the frequency of checkpointing is of the same order of magnitude as in the optimal solution, the fact that the checkpointing decision that is taken is not optimal has little impact, because the checkpoint overhead is very low. With numerous failures, then this strategy, which is limited to at most one checkpoint per iteration, does not checkpoint often enough, and the loss in work when there is a failure gets too expensive.

Finally CKPTEachIter is probably the less interesting strategy as its performance is always worse than CKPTYD. Its performance improves then gets worse when $p_{\text{fail}}$ increases: when $p_{\text{fail}}$ is very small, (i) it does not choose the task with smallest checkpoint size and (ii) it checkpoints too often compared to CKPTYD which would allow to checkpoint after several iterations and not just one; conversely, when $p_{\text{fail}}$ is very large, checkpointing once after each iteration is not enough, thus the relative cost of the CKPTEachIter strategy increases. It is still interesting to see that the difference with CKPTYD remains always small, contrarily to what one could have expected, therefore hinting that the importance of finding the smallest checkpoint size is not critical, and mitigating the impact of checkpointing too often when there are too few failures (although one checkpoint after each task, as in CKPTEachTask, is too often).

For all results, there exists an intermediary phase: when the frequency of failures ranges from a few iterations per failure to a few failures per iteration, then all greedy heuristic perform poorly, and the optimal solution provides significant gains.

Application specific comments For the neuroscience application, in Table 3, we also report the number of tasks given by the upper bound of Theorem 5, and the number of tasks actually occurring in the optimal pattern. As expected, the latter is smaller than the former, but we observe that the difference is quite significative: the bound of Theorem 5 is overly pessimistic. In addition, we see that both numbers decrease when $p_{\text{fail}}$ becomes larger.
Figure 7: The boxplots represent the performance of the checkpoint strategies with different failure probabilities for the neuroscience application.
Figure 8: The boxplots represent the performance of the checkpoint strategies with different failure probabilities for GCR(n).
Table 3: Task number from the bound and in the optimal pattern for the neuroscience application.

<table>
<thead>
<tr>
<th>$p_{\text{fail}}$</th>
<th>10^{-4}</th>
<th>10^{-3}</th>
<th>10^{-2}</th>
<th>10^{-1}</th>
<th>10^{-0.5}</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bound</td>
<td>2940</td>
<td>980</td>
<td>392</td>
<td>196</td>
<td>196</td>
</tr>
<tr>
<td>Optimal pattern</td>
<td>49</td>
<td>14</td>
<td>7</td>
<td>7</td>
<td>7</td>
</tr>
</tbody>
</table>

For the GCR application (see Figures 8a and 8b), when CCR goes from 2 to 5, CkptEachIter and CkptYD are further away from the optimal strategy when $p_{\text{fail}}$ is small (for 10^{-2} and 10^{-1}), while both strategies are closer to the optimal strategy when $p_{\text{fail}}$ is large (for 10^{-0.5} and 10^{-0.1}), and CkptEachTask is further away from the optimal strategy for all $p_{\text{fail}}$ values. In addition, when $n$ goes from 10 to 20, CkptEachIter and CkptYD are closer to the optimal strategy, while the CkptEachTask is further away from the optimal strategy (up to 200% worse).

For the synthetic application (see Figures 9a and 9b), when $n$ goes from 10 to 20, CkptEachIter and CkptYD are closer to the optimal strategy when $p_{\text{fail}}$ is small (for 10^{-3} and 10^{-2}), while both strategies are further away from the optimal strategy when $p_{\text{fail}}$ is large (for 10^{-1} and 10^{-0.5}), and CkptEachTask is further away from the optimal strategy for all $p_{\text{fail}}$ values. In addition, when the checkpoint time becomes independent from the running time, CkptEachIter and CkptYD hardly change, while the variance of CkptEachTask becomes larger.

An important factor that influences the performance of checkpointing strategies, and more precisely of the checkpointing and recovery overheads, is the data-intensiveness of the application. We discuss its impact on the performance of checkpointing strategies in two ways. For the GCR application, in order to test the impact of different checkpoint costs on the strategies, we vary the checkpoint cost by varying the CCR value. As expected, CkptEachTask is further away from the optimal strategy for all $p_{\text{fail}}$ values, since checkpoints become more expensive. Also, CkptEachIter and CkptYD are further away from the optimal strategy when $p_{\text{fail}}$ is small because checkpoints become more expensive, while both strategies are closer to the optimal strategy when $p_{\text{fail}}$ is large (since the probability of failures occurring at checkpoint generation and recovery increases). For the synthetic application, in order to test the impact of the correlation between checkpoint costs and task running times on the strategies, we let the checkpoint time move from dependent to independent of the task running time. Then, the variance of CkptEachTask becomes larger since the checkpoints set after each task all change. On the contrary, CkptEachIter and CkptYD hardly change.

In summary, no greedy heuristic is able to give close-to-optimal
Figure 9: The boxplots represent the performance of the checkpoint strategies with different failure probabilities for the synthetic application.
makespan for every value of $p_{\text{fail}}$: CKPTYD is better with very few failures, while CKPTEachTask is better when there are many failures. For these extreme scenarios, using the ad-hoc greedy heuristic is a good solution to trade-off the complexity of finding the solution with the gain in performance. However, in intermediary scenarios, the best of the greedy heuristics can still increase the time to solution by 25%, showing the importance of computing the correct solution! Altogether, our proposed optimal scheme enables us to carefully optimize the checkpoint pattern for all problem instances.

6 Conclusion

In this work, we have investigated checkpointing strategies for iterative applications. Each iteration is composed of a chain of tasks, and these tasks have different lengths and different checkpoint costs. Simple approaches would checkpoint either every task, or the last task at the end of each iteration. An approach inspired by the Young/Daly formula would select the task with lowest checkpoint cost and checkpoint every $p^{\text{th}}$ instance of that task, where $p$ is computed so that the period length obeys the formula approximately. But what is the optimal strategy? The main contributions of this paper are threefold: (i) we have shown that there exists a periodic strategy that is optimal; (ii) we have provided a dynamic-programming algorithm that computes the optimal period; and (iii) we have shown through a set of experiments that the gains over the other approaches are significant, and that the optimal strategy is the only one achieving a robust solution for all problem instances cases. Given the importance of iterative applications in HPC, we expect these contributions to greatly improve the deployment of resilient solutions at scale.

Future work will be devoted to dealing with iterative applications whose iterations are composed of a Directed Acyclic Graph (DAG) of tasks, not just a linear chain. Such applications are ubiquitous in real-time systems. However, the mere fact that several tasks may execute concurrently on the platform raises very complicated challenges [21, 22], and most likely only heuristic (suboptimal) algorithms will be obtained.
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