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Abstract

Output global finite-time stability of locally Lipschitz continuous autonomous systems is characterized by means of smooth
Lyapunov functions. The so-called output-Lagrange stable systems are studied with details. Influence of a kind of continuity
of the settling-time function is considered. Necessary and sufficient conditions of output finite-time stability are presented.
The theoretical results are supported by academic examples and numerical simulations.

1 Introduction

Output stability addresses questions, where one is only
concerned with stability and stabilizability of the output
instead of the full set of state variables, i.e. an output
variable y(t) → 0 as t → ∞. Such behavior is of great
interest in control theory (see, for instance, [2]–[8], etc.).
For example, the output stability analysis is required in a
number of applications including both regulation (for in-
stance, the use of adaptive control techniques ([11], [13],
[14], [28], etc.), spacecraft stabilization [11], drift of the
gyroscope axis [11], etc.) and observer design problems
(for instance, where the output variables represent the
observation error) [15], [16]. In addition, partial stability
(see, for example, [9]–[19]) is a particular case of output
stability, where the output is a subset of the state.

For locally Lipschitz continuous systems

ẋ = f(x, u), y = h(x),

where x, u and y are the state, the input and the out-
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put, respectively, the papers [20]–[25] develop the theory
of Input-to-Output Stability (IOS), that is immersed in
the framework of Input-to-State Stability. The notion of
IOS is devoted to robust output stability with respect
to disturbances (inputs) u. In addition, the papers [22],
[23] provide the results on output uniform global asymp-
totic stability (oUGAS) with respect to inputs from an
admissible set U (or uniform output stability (UOS) in
some references), i.e. the system output y(t) tends to 0
as t → ∞ for any u from U . Note, that this framework
is given in terms of necessary and sufficient Lyapunov
characterizations.

The present paper is devoted to the concept of Output
Finite-Time Stability (OFTS) for autonomous systems.
This notion implies completion of output transients in
a finite time, i.e. the output y(t) = 0 for all t ≥ T0

and some 0 ≤ T0 < +∞. Such a system behaviour is
needed in many control applications including mechani-
cal and robotic systems, aerospace applications, particle
collision systems, state and parameters observation, and
adaptive finite-time control schemes (see, for example,
[35], [34], [29], [30] [19], [18], etc.).

Note, that despite the name similarity of OFTS (or IOS)
and Input-Output Finite-Time Stability (IO-FTS) (as,
for example, presented in [27]), these notions are inde-
pendent concepts, since the latter one implies that the
output does not exceed an assigned threshold during a
specified time interval.

The results presented in this paper are related to the
class of systems that are locally Lipschitz out of the set
Y = {x ∈ Rn : h(x) = 0} and continuous everywhere.
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Since this class is wider than considered in [22], [23],
firstly, we extended the results on necessary and suffi-
cient Lyapunov characterizations of oGAS for the sys-
tem under consideration. Afterwards, for the first time,
the necessary and sufficient conditions for OFTS of con-
tinuous autonomous systems have been derived taking
into account the continuity of the settling-time function.
It is noteworthy that in some cases an OFTS-Lyapunov
function can be chosen in less restrictive form in com-
parison with Lyapunov functions presented in [22], [23].

Note, that most of existing results devoted to OFTS
analysis are about partial stability conditions (a partic-
ular case of output stability) [10], [18], [19]. In addition,
these conditions are rather restrictive for application. In
this sense the necessary and sufficient conditions may
simplify OFTS analysis for a wider class of systems and
can be utilized for observation and control design prob-
lems.

Notation: R>0 ={x ∈ R : x>0}, R≥0 ={x ∈ R : x ≥ 0},
whereR is the field of real numbers,N is the set of natural
numbers. |·| denotes the absolute value in R, ‖·‖ denotes
the Euclidean norm on Rn (for n ∈ N). A continuous
function α :R≥0→R≥0 belongs to the class K if α(0) =
0 and the function is strictly increasing. The function
α : R≥0→R≥0 belongs to the class K∞ if α ∈ K and
it increases to infinity. A continuous function β :R≥0×
R≥0→R≥0 belongs to the classKL if β(·, t)∈K∞ for each
fixed t ∈ R≥0, β(s, ·) is decreasing and limt→+∞ β(s, t)=
0 for each fixed s ∈R≥0. For any real number α ∈R≥0

and for all real x we set bxeα=sign(x)|x|α.

2 Preliminaries

2.1 System under Consideration

Consider the following nonlinear system:

ẋ(t) = f(x(t)), y(t) = h(x(t)), t ≥ 0, (1)

with states x ∈ Rn and outputs y ∈ Rp.

Assumption 1 The vector field f : Rn → Rn ensures
forward existence and uniqueness of the system solutions
at least locally in time, f(0) = 0.

Assumption 2 The function h : Rn → Rp is contin-
uously differentiable, h(0) = 0 and there exists γ ∈ K
such that ‖h(x)‖ ≤ γ(‖x‖) for all x ∈ Rn.

Assumption 3 The vector field f is continuous on Rn
and locally Lipschitz continuous on Rn \ Y, where Y =
{x ∈ Rn : h(x) = 0}.

For the initial conditions x0 ∈ Rn, let X(t, x0) be a
unique solution of the system (1) defined over an interval

[0, Ts) where it exists with some Ts > 0 (the solutions
are understood in the Carathéodory sense), Y (t, x0) =
h(X(t, x0)). A set A ⊂ Rn is called forward invariant
for (1) if x0 ∈ A implies that X(t, x0) ∈ A for all t ≥ 0.
Note that due to regularity requirements imposed on h,
the set Y is a submanifold in Rn.

For a locally Lipschitz continuous function V : Rn → R
the generalized directional derivative at x ∈ Rn along
the solutions of (1), is defined by:

V̇ (x) = lim sup
y→x
h→0+

V (y + hf(x))− V (y)

h
.

If V is continuously differentiable at x ∈ Rn, then
V̇ (x) =< OV (x), f(x) >.

2.2 Output Stability

The preliminaries in this subsection are based on theo-
retical framework of IOS and oUGAS given in [20]–[25].

Definition 1 [22], [21] A system is forward complete
if each x0 ∈ Rn produces a solution X(t, x0) which is
defined for t ∈ [0,∞).

Definition 2 [20] The system (1) has the unboundedness
observability (UO) property if lim supt→Ts ‖Y (t, x0)‖=
+∞ necessarily follows for each x0∈Rn such that Ts<+∞.

In other words, any unboundedness of the state vector
can be observed using the output y. Hence, if the output
is known to be bounded (which is the case under the
output stability properties described below) then the UO
property is equivalent to forward completeness [22].

Definition 3 [23], [24] A system (1) is output globally
asymptotically stable (oGAS) if it is forward complete,
and there exists a KL-function β such that

‖Y (t, x0)‖ ≤ β(‖x0‖, t) ∀t ≥ 0 (2)

holds for all x0 ∈ Rn. If, in addition, there exists σ ∈ K
such that

‖Y (t, x0)‖ ≤ σ(‖h(x0)‖), ∀t ≥ 0 (3)

holds for all trajectories of the system, then the system
is output-Lagrange output globally asymptotically stable
(OLoGAS). Finally, if one strengthens (2) to

‖Y (t, x0)‖ ≤ β(‖h(x0)‖, t), ∀t ≥ 0 (4)

holding for all trajectories of the system, then the system
is state-independent output globally asymptotically stable
(SIoGAS).
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The following implications is a direct consequence of
Definition 3 [25]:

SIoGAS ⇒ OLoGAS ⇒ oGAS.

Let us present definitions for corresponding Lyapunov
functions.

Definition 4 [22] [23] For the system (1), a smooth
function V and a function λ : Rn → R≥0 are called re-
spectively an oGAS-Lyapunov function and an auxiliary
modulus if there exist α1, α2 ∈ K∞ so that

α1(‖h(x)‖) ≤ V (x) ≤ α2(‖x‖) ∀x ∈ Rn (5)

holds and there exists α3 ∈ KL such that

V̇ (x) ≤ −α3(V (x), λ(x)) (6)

for all x∈X , where X ={x∈Rn : V (x) > 0}, and either

(a) λ satisfies the following conditions:
· 0 ≤ λ(x) ≤ ‖x‖ for all x ∈ Rn;
· λ is locally Lipschitz on the set X and satisfies

Dλ(x)f(x) ≤ 0 for a.a. x ∈ X (7)

or

(b) there exists some θ ∈ K such that

λ(X(t, x0)) ≤ θ(‖x0‖) for all t ∈ R≥0, x0 ∈ X .
(8)

The function V is called an OLoGAS-Lyapunov function
if it is an oGAS-Lyapunov function, and in addition,
inequality (5) can be strengthened to

α1(‖h(x)‖) ≤ V (x) ≤ α2(‖h(x)‖), ∀x ∈ Rn. (9)

The function V is called a SIoGAS-Lyapunov function
if the inequality (9) is satisfied and there exists α3 ∈ K
such that for all x ∈ X :

V̇ (x) ≤ −α3(V (x)). (10)

An auxiliary modulus λ satisfying property (a) is called
a strong auxiliary modulus, and one satisfying property
(b) is a weak auxiliary modulus [22].

Note that in the case of OLoGAS- or SIoGAS-Lyapunov
function we haveX = Rn\Y. The difference between the
oGAS and OLoGAS/SIoGAS properties becomes more
evident by comparing the corresponding Lyapunov func-
tions. For OLoGAS/SIoGAS, the Lyapunov function is
bounded from above by the function of distance to the
set Y, whereas for the oGAS system the Lyapunov func-
tion can grow proportionally to ‖x‖.

Above definitions (and an analogue of Theorem 1 given
below) are presented in [20]–[25] for the dynamical sys-
tem ẋ = f(x, u), y = h(x) with locally Lipschitz contin-
uous f , h in the sense of uniform stability with respect to
inputs u. Despite this, all these definitions remain valid
for the class of systems under consideration. In [22], [23]
it has been show that existence of a Lyapunov function
given in Definition 4 is equivalent to a respective stability
property from Definition 3 (the case of bounded-input-
bounded-state (BIBS) systems was studied in [23]).

2.3 Output Finite-Time Stability

Now let us present the definition on OFTS:

Definition 5 The system (1) is said to be OFTS if it
is oGAS and for any x0 ∈ Rn there exists 0 ≤ T0 <
+∞ such that Y (t, x0) = 0 for all t > T0. The function
T (x0) = inf{T0 ≥ 0 : Y (t, x0) = 0 ∀t ≥ T0} is called
the settling-time function.

Under imposed assumptions on f the solution of (1) de-
fines a continuous global semiflow. Then X : R≥0 ×
Rn → Rn is a (jointly) continuous function satisfying
X(0, x0) = x0, X(t,X(τ, x0))=X(t+τ, x0) and we have

Y (0, x0) = h(x0), (11)

Y (t,X(τ, x0)) = Y (t+ τ, x0), (12)

Y (T (x0) + t, x0) = 0, (13)

where t, τ ∈ R≥0, x0 ∈ Rn.

2.4 Lemmas regarding K and KL functions

Let us give supporting lemmas that are used through
the paper.

Lemma 1 [31] For any α ∈ K there exists a contin-
uous function γ : R≥0 → R≥0 admitting the following
properties: γ(0) = 0, γ(s) > 0 for all s > 0, and

γ(s) ≤ α(s), |γ(s)− γ(s′)| ≤ |s− s′| ∀s, s′ ∈ R≥0.

In addition, lims→+∞ γ(s)=+∞ provided that α ∈ K∞.

An expression for such a function is

γ(s) = min
0≤y≤s

{α(y) + s− y}.

Lemma 2 [32] For any β ∈ KL there exist θ1, θ2 ∈ K∞
such that β(s, t) ≤ θ1 (θ2(s)e−t) for all s ≥ 0, t ≥ 0.
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3 Main result

In this section we will assume that assumptions 1-3 are
satified, then the system under consideration (1) is of a
wider class than in [22] and [23] (the Lipschitz continuity
may be violated on Y). To give the necessary and suffi-
cient conditions for OFTS, let us first extend results of
[22], [23] and give the necessary and sufficient Lyapunov
characterizations of output stability for the system (1).

Theorem 1 Let the system (1) be UO and assumptions
1–3 be satisfied.

(i) The system is OLoGAS if and only if there is an
OLoGAS-Lyapunov function.

(ii) The system is SIoGAS if and only if there is a SIoGAS-
Lyapunov function.

Proof. Sufficiency. The sufficiency follows from [22].

Necessity. (i) For brevity the proof is given for the case
of λ(x) = ‖x‖ (i.e., the BIBS case as in [23]), and the
results with strong or weak auxiliary modulus can be
obtained as in [22].

Under the introduced hypothesis and Lemma 2 there are
θ1, θ2, σ ∈ K∞ such that

‖Y (t, x0)‖≤min{σ(‖h(x0)‖), θ1

(
θ2(‖x0‖)e−t

)
} ∀t≥0

(14)
for all x0 ∈ Rn. Recalling Lemma 1, there exists a
continuous, positive definite and unbounded function
γ : R≥0 → R≥0 admitting the following properties:

γ(s)≤min{s, θ−1
1 (s)}, |γ(s)−γ(s′)|≤|s−s′| ∀s, s′∈R≥0.

Next, for any x0 ∈ Rn select

V (x0) = sup
t≥0

{
γ(‖Y (t, x0)‖)κ1 + t

κ2 + t

}
with κ2

1+κ2
< κ1 < κ2 < +∞. Then

V (x0) ≤ sup
t≥0

{
σ(‖h(x0)‖)κ1 + t

κ2 + t

}
≤ σ(‖h(x0)‖)

and

V (x0) ≥ sup
t≥0
{γ(‖Y (t, x0)‖)} κ1

κ2
≥ γ(‖h(x0)‖)κ1

κ2

since under introduced restrictions on κ1 and κ2 the
function κ1+t

κ2+t is strictly increasing (κ1

κ2
≤ κ1+t

κ2+t ≤ 1 for

all t ≥ 0). Note that from this analysis κ1

κ2
γ(‖h(x0)‖) ≤

min{σ(‖h(x0)‖), θ2(‖x0‖)} for all x0 ∈ Rn. Define γ(s)=

s
1+s infr≥s γ(r), which is a K∞ class function, then

κ1

κ2
γ(‖h(x0)‖) ≤ V (x0) ≤ σ(‖h(x0)‖)

for all x0 ∈ Rn. Under introduced restrictions on κ1 and
κ2 the function e−t κ1+t

κ2+t is strictly decreasing, then there
exists T x0 > 0 such that

V (x0) = sup0≤t≤Tx0

{
γ(‖Y (t, x0)‖)κ1+t

κ2+t

}
= γ(‖Y (T x0 , x0)‖)κ1+Tx0

κ2+Tx0
≤ θ2(‖x0‖)e−T

x0

and since

γ(‖h(x0)‖)κ1

κ2
≤ V (x0) ≤ θ2(‖x0‖)e−T

x0
,

then by the definition of T x0 it has an upper estimate:

T x0 ≤ ln

[
κ2

κ1

θ2(‖x0‖)
γ(‖h(x0)‖)

]
,

where we recall that κ1

κ2
γ(‖h(x0)‖) ≤ θ2(‖x0‖) for all

x0 ∈ Rn and the left-hand side of the above inequality is
always positive. Hence on any compact subset of Rn \Y
there exists a finite upper bound on T x0 .

Let us check the local Lipschitz continuity of V on Rn\Y.
To this end, for any x0 ∈ Rn \ Y select its compact
vicinity Ω ⊂ Rn \Y, x0 ∈ Ω. Denote TΩ = supx0∈Ω T

x0 ,
and assume that the set Ω is chosen in a way that

inf
t∈[0,TΩ],x0∈Ω

‖Y (t, x0)‖ > 0,

it is always possible due to continuous dependence of the
solutions on initial conditions in Rn\Y and the definition
of T x0 . Take any x1 ∈ Ω, then consider:

|V (x1)− V (x0)| =
∣∣∣∣ sup
0≤t≤Tx1

{
γ(‖Y (t, x1)‖)κ1 + t

κ2 + t

}
− sup

0≤t≤Tx0

{
γ(‖Y (t, x0)‖)κ1 + t

κ2 + t

}∣∣∣∣
≤ sup

0≤t≤TΩ

∣∣∣∣[γ(‖Y (t, x1)‖)− γ(‖Y (t, x0)‖)]κ1 + t

κ2 + t

∣∣∣∣
≤ sup

0≤t≤TΩ

|γ(‖Y (t, x1)‖)− γ(‖Y (t, x0)‖)|

≤ sup
0≤t≤TΩ

|‖h(X(t, x1))‖ − ‖h(X(t, x0))‖|

≤ sup
0≤t≤TΩ

‖h(X(t, x1))− h(X(t, x0))‖,

where on the last step and the step before the global Lip-
schitz properties of the norm ‖·‖ and the function γ have
been utilized, respectively. Due to Lipschitz continuity
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of the system on the set Rn \ Y here exists MTΩ,Ω > 0
such that

‖h(X(t, x1))− h(X(t, x0))‖ ≤MTΩ,Ω‖x1 − x0‖

for all t ∈ [0, TΩ] since h is continuously differentiable
and ‖h(X(t, xi))‖ is bounded for all t ≥ 0 and i = 0, 1.
Hence, |V (x1) − V (x0)| ≤ MTΩ,Ω‖x1 − x0‖ for all such
x0, x1 ∈ Ω, which implies the Lipschitz continuity of
V (x) in a vicinity of any x ∈ Rn \Y, which is equivalent
for V to be locally Lipschitz continuous in Rn \ Y. The
continuity at Y can be obtained from the upper estimate
V (x0) ≤ σ(‖h(x0)‖) that is satisfied for all x0 ∈ Rn.

Finally, let us check the decreasing of the Lyapunov
function V on the trajectories of the system (1) with
x0 ∈ Rn \ Y for t > 0 (recall that κ1+t

κ2+t is a strictly in-

creasing function of time):

V (X(t, x0)) = sup
r≥0

{
γ(‖Y (r,X(t, x0))‖)κ1 + r

κ2 + r

}
= sup
r∈[0,TX(t,x0)]

{
γ(‖Y (r,X(t, x0))‖)κ1 + r

κ2 + r

}
= sup
r∈[0,TX(t,x0)]

{
γ(‖Y (t+ r, x0)‖)κ1 + r

κ2 + r

}
= sup
r∈[t,t+TX(t,x0)]

{
γ(‖Y (r, x0)‖)κ1 + r − t

κ2 + r − t

}
≤ sup
r∈[t,t+TX(t,x0)]

{
γ(‖Y (r, x0)‖)κ1 + r

κ2 + r

}
+ sup
r∈[t,t+TX(t,x0)]

{
γ(‖Y (r, x0)‖)

(
κ1+r−t
κ2+r−t

− κ1 + r

κ2 + r

)}
≤ sup
r∈[t,t+TX(t,x0)]

{
γ(‖Y (r, x0)‖)κ1 + r

κ2 + r

}
+σ (‖h(x0)‖) sup

r∈[t,t+TX(t,x0)]

{
κ1 + r − t
κ2 + r − t

− κ1 + r

κ2 + r

}
≤ sup

r≥0

{
γ(‖Y (r, x0)‖)κ1 + r

κ2 + r

}
+σ (‖h(x0)‖) sup

r∈[t,t+TX(t,x0)]

{
κ1 + r − t
κ2 + r − t

− κ1 + r

κ2 + r

}
=V (x0)+σ (‖h(x0)‖) sup

r∈[t,t+TX(t,x0)]

{
κ1+r − t
κ2+r − t

− κ1+r

κ2+r

}
,

thus, V is strictly decreasing along the trajectories of (1)

since supr∈[t,t+TX(t,x0)]

{
κ1+r−t
κ2+r−t −

κ1+r
κ2+r

}
< 0 for any

t > 0. Consequently, computing directional derivative of

V (x) for x ∈ Rn \ Y we get:

V̇ (x) = lim sup
z→x
h→0+

V (z + hf(x))− V (z)

h

= lim sup
t→0

V (X(t, x))− V (x)

t

≤σ(‖h(x)‖) lim sup
t→0

supr∈[t,t+TX(t,x)]

{
κ1+r−t
κ2+r−t−

κ1+r
κ2+r

}
t

,

where on the last step we use the upper bound for
V (X(t, x)) − V (x) obtained above. Note that by the
Mean Value Theorem:

κ1 + r − t
κ2 + r − t

− κ1 + r

κ2 + r
= −t κ2 − κ1

(θ + κ2)2
,

where θ ∈ [r − t, r], then

sup
r∈[t,t+TX(t,x)]

{
κ1 + r − t
κ2 + r − t

− κ1 + r

κ2 + r

}
= sup
r∈[t,t+TX(t,x)]

sup
θ∈[r−t,r]

{
−t κ2 − κ1

(θ + κ2)2

}
≤ −t κ2 − κ1

(t+ TX(t,x) + κ2)2
.

Finally,

V̇ (x)≤−σ (‖h(x)‖) lim sup
t→0

κ2 − κ1

(t+ TX(t,x) + κ2)2

=−σ (‖h(x)‖) κ2 − κ1

(T x + κ2)2

≤−σ (‖h(x)‖) κ2 − κ1(
ln
[
κ2

κ1

θ2(‖x‖)
γ(‖h(x)‖)

]
+ κ2

)2

≤−β(V (x), ‖x‖)

for some β ∈ KL and almost all x ∈ Rn \Y (recall again
that κ1

κ2
γ(‖h(x)‖)≤θ2(‖x‖) for all x∈Rn). Since V (x)=0

for x∈Y, then the above estimate holds almost globally.
The obtained OLoGAS-Lyapunov function V is locally
Lipschitz continuous, next a smooth one can be obtained
using the standard smoothing tools as in [33], [23].

(ii) Suppose that one strengthens (3) to (4). Since (14)
can be strengthened to

‖Y (t, x0)‖ ≤ min{σ(‖h(x0)‖), θ1 (θ2(‖h(x0)‖)e−t)}
∀t ≥ 0,

we now repeat the above proof to get a function V (x)
satisfying (9), and

V̇ (x) ≤ −β(V (x), ‖h(x)‖) ≤ −β(V (x), V (x))
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for almost all x ∈ Rn \Y. Then, following to the proof of
Theorem 3.2 in [23] we can show that there is a Lyapunov
function V1 such that (9) and (10) hold for some α1, α2 ∈
K∞ and α3 ∈ K. �

Based on given characterizations we may obtain the fol-
lowing results on OFTS.

Theorem 2 Consider the UO system (1). The following
properties are equivalent:

(1) the system is OFTS satisfying the condition (3);
(2) there exists a smooth OLoGAS-Lyapunov function

V : Rn → R≥0 for the system (1) satisfying for all
x ∈ Rn ∫ V (x)

0
ds

−V̇ (X(θx(s),x))
< +∞, (15)

where θx is the inverse of t 7→ V (X(t, x)).

Proof. 1. ⇒ 2. If the system (1) is output finite-time
stable with the settling-time function T : Rn → R≥0

and (3) is satisfied, then according to Theorem 1 there
exists a smooth OLoGAS-Lyapunov function V : Rn →
R≥0 for the system (1). Since the well-defined applica-
tion [0, T (x)) → (0, V (x)], t 7→ V (X(t, x)) is strictly
decreasing and differentiable, so its inverse (0, V (x)] →
[0, T (x)), s 7→ θx(s) is differentiable and satisfies for all
s ∈ (0, V (x)],

θ′x(s) =
1

V̇ (X(θx(s), x))
.

The change of variables s = V (X(t, x)) and the fact that
V (X(T (x), x)) = 0 (due to (9)) lead to

T (x) =
∫ T (x)

0
dt =

∫ 0

V (x)
θ′x(s)ds

=
∫ V (x)

0
ds

−V̇ (X(θx(s),x))
< +∞.

(16)

2.⇒ 1. As there exists an OLoGAS-Lyapunov function
for the system (1), Theorem 1 ensures that it is output
stable. The equality (16) implies the finite-time conver-
gence of V (X(t, x0)) (as well as Y (t, x0)) to zero. �

According to [23], for any α3 ∈ KL, there exist κ1, κ2 ∈
K such that α3(s, t) ≥ κ1(s)

1+κ2(t) for all s, t ∈ R≥0. Hence,

for an OLoGAS-Lyapunov function with a strong auxil-
iary modulus λ we have

V̇ (x) ≤ − κ1(V (x))

1 + κ2(λ(x))
(17)

and the following corollary to Theorem 2 on sufficient
condition of OFTS can be given.

Corollary 1 Consider the OLoGAS system (1). Let V be
an OLoGAS-Lyapunov function satisfying the inequality∫ V (x0)

0

ds

κ1(s)
< +∞, (18)

with κ1 ∈ K as in (17). Then the system (1) is OFTS.

Proof. Since the system is OLoGAS, then there exists
OLoGAS-Lyapunov function with strong auxiliary mod-
ulus (see Theorem 1). Due to (7) we have λ(x) ≤ λ(x0) ≤
‖x0‖. Then, taking into account that V (X(θx(s), x)) = s
by the definition of the map θx and using (17), (18), we
have

T (x0) =
∫ V (x0)

0
ds

−V̇ (X(θx(s),x))

≤
∫ V (x0)

0
ds

α3(V (X(θx(s),x)),λ(X(θx(s),x)))

≤
∫ V (x0)

0
ds

α3(s,‖x0‖)≤(1 + κ2(‖x0‖))
∫ V (x0)

0
ds

κ1(s) <+∞.

�

Finding an OLoGAS-Lyapunov function with a weak or
strong auxiliary modulus is a difficult task in some cases.
Let us develop those notions and give the definition for
a local auxiliary modulus.

Definition 6 An auxiliary modulus λ in (6) is called lo-
cal auxiliary modulus if there exists some (jointly) con-
tinuous function % : R≥0 × R≥0 → R≥0 such that %(·, t)
is nondecreasing, %(s, ·) ∈ K and for any T ∈ R≥0

λ(X(t, x0)) ≤ %(‖x0‖, T ) (19)

for all t ∈ [0, T ] and x0 ∈ X .

Using Definition 6 the following result can be given.

Lemma 3 Consider the UO system (1). Let there exist
a smooth Lyapunov function V : Rn → R≥0 for the
system (1) satisfying the conditions (6) and (9) with a
local auxiliary modulus λ. If for any ε ∈ R≥0 there exists
Tε ∈ R≥0 such that∫ α2◦γ(ε)

0

ds

α3(s, %(ε, Tε))
≤ Tε < +∞, (20)

then the system (1) is OFTS. Moreover, T (x0) ≤ Tε for
{x0 ∈ Rn : ‖x0‖ ≤ ε}.

Proof. For any ε ∈ R>0 and x0 ∈ Rn such that ‖x0‖ ≤ ε
due to (6) and (19) we have

V̇ (X(t, x0))≤−α3(V (X(t, x0)), λ(X(t, x0)))

≤−α3(V (X(t, x0)), %(‖x0‖, T )) ≤ −α3(V (x), %(ε, T ))

(21)
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for all t∈ [0,T ]. Following the proof of Theorem 2 we have

T (x) =
∫ V (x)

0
ds

−V̇ (X(θx(s),x))

≤
∫ V (x)

0
ds

α3(V (X(θx(s),x)),%(ε,T (x))) .
(22)

Let Tε ≥ T (x0). Then, taking into account that
V (X(θx(s), x)) = s by the definition of the map θx and
using (21) and (22), we have

T (x0) ≤
∫ V (x0)

0
ds

α3(s,%(ε,T (x0)))

≤
∫ α2◦γ(ε)

0
ds

α3(s,%(ε,Tε))
≤ Tε < +∞

that proofs that T (x0) ≤ Tε and the system is OFTS. �

Remark 1 Note that local auxiliary modulus is less re-
strictive than weak auxiliary modulus (8), that makes
the search for the OFTS-Lyapunov function (9), (6), (19)
even simpler in comparison with the OLoGAS-Lyapunov
function presented in Definition 4, i.e. the strong or weak
auxiliary modulus has to be bounded on the system tra-
jectories, while a local auxiliary modulus can be just a
sufficiently slowly growing function of time.

Using the inequality (17) the following corollary on
Lemma 3 can be given.

Corollary 2 Consider the system (1) having UO. Let
there exist a smooth Lyapunov function V : Rn → R≥0 as
in Lemma 3. The system (1) is OFTS if for any ε ∈ R≥0

there exists Tε ∈ R≥0 such that∫ α2◦γ(ε)

0

ds

κ1(s)
≤ Tε

1 + κ2(%(ε, Tε))
< +∞, (23)

where κ1, κ2 ∈ K as in (17). Moreover, T (x0) ≤ Tε for
{x0 ∈ Rn : ‖x0‖ ≤ ε}.

Proof. The proof is a direct consequence of Lemma 3
and the inequality (17). Indeed, let the inequality (23)
is satisfied, then we have

T (x0) ≤
∫ α2(ε)

0
ds

α3(s,%(ε,Tε))

≤ (1 + κ2(%(ε, Tε)))
∫ α2(ε)

0
ds

κ1(s) ≤ Tε < +∞.

�

Remark 2 If the presented conditions are satisfied for
the set {x0 ∈ Rn : V (x0) ≤ c}, c ∈ R>0, then the
system (1) is locally OFTS.

Example 1 The two tank hydraulic system with con-
trolled tap is depicted in Fig. 3. The system can be pre-
sented as

ẋ1 =−a1

St1
x0.5

1 g(x), ẋ2 = a1

St1
x0.5

1 g(x)+ 1
St2
u− a2

St2
x0.5

2 ,

(24)

where the liquid levels in tanks represent the state vector
x = (x1, x2)T = (L1, L2)T ∈ R2

≥0, u ∈ R≥0 is the input,

g(x) ∈ [0, 1] is the tap control function, St1, St2 denote
the cross sections of the tanks and a1, a2 correspond
to the flow rates. Let a2 = 0, a1 = St1 = u = 1 with
appropriate units and the output is y = x1.

Fig. 1. Two tank hydraulic system

I. Let g(x) = 1
1+x2

. Choose V (x) = x1.5
1 . The function

V satisfies (9) and (6) with λ(x) = x2 since

V̇ (x) = −1.5V
2/3(x)
1+x2

= −1.5V
2/3(x)

1+λ(x) = −α3(V (x), λ(x))

and (9) is satisfied for α3(s, r) = 1.5 s
2/3

1+r . Since x2(t) ≤
x1(0) + x2(0) + 1

St2
t we have λ(x) ≤ x1(0) + x2(0) +

1
St2
T = %(x(0), T ) for t ∈ [0, T ]. Then, considering (20)

we obtain the inequality 2
√
ε (1 + %(x(0), Tε)) ≤ Tε,

that has a solution for ε < 0.25S2
t2, i.e. the system is lo-

cally OFTS by Corollary 2.
II. Let g(x) = 1

1+x0.5
2

. Then, for V = x1.5
1 one can ob-

tain the inequality 2
√
ε
(
1 + %(x(0), Tε)

0.5
)
≤ Tε, that

always has a solution. Thus, by Corollary 2 the system
is globally OFTS. The results of simulation are shown
in Fig. 2 for x(0) = (10, 2)T using the logarithmic scale
in order to demonstrate finite-time convergence rate of
the output.

Note, that in this example λ(x) is a local auxiliary modu-
lus, that is a sufficiently slowly growing function of time.

Remark 3 Note that the presented results can be used
for some systems with oGAS-Lyapunov function. For
example, considering the system (24) with y = sinx1 the
function V = |x1|1.5 is not OLoGAS-Lyapunov function
since (9) is not satisfied. However, due to the output

7



Fig. 2. Output variable y = x1 of two tank hydraulic system

y = x1 is FTS (see Example 1) it is obvious that the
system with y = sinx1 is also OFTS.

It is worth to highlight that in the presented results the
settling-time function might be discontinuous. In [26] it
is shown that for the case of state finite-time convergence
the settling-time function T (x) is continuous if and only
if it is continuous at 0. It is not satisfied for output sta-
bility in general case as it is shown in the following ex-
ample.

Example 2 Consider the system

ẋ1 = − bx1e0.5
1+|x2| , ẋ2 = −x2.

I. Let y = x1. The system is OFTS (using Theorem
2 with weak auxiliary modulus λ = x2) and T (x0) =

ln
(

(|x2(0)|+ 1)e2
√
|x1(0)| − |x2(0)|

)
is continuous.

II. Let y = x1x2. Since x2(t) = 0 only if x2(0) = 0, then
the system is OFTS with

T (x0) = ln
(

(|x2(0)|+ 1)e2
√
|x1(0)| − |x2(0)|

)
for x2(0) 6=0 and T (x0)=0 for x2(0) = 0, i.e. the settling-
time function is discontinuous at (x1, 0), x1 ∈ R \ {0}.

The paper [18] presents the necessary and sufficient con-
ditions for continuity of the settling-time function. The
following proposition extends this result for the case of
output stability.

Proposition 1

(i) If x0 ∈ Rn and t ∈ R≥0, then

T (X(t, x0)) = max{T (x0)− t, 0}. (25)

(ii) T is continuous on Rn if and only if T is continuous
on Y.

Proof. (i) According to (12) we have T (X(t, x0)) =
inf{T0 ≥ 0 : Y (t+ τ, x0) = 0 ∀τ ≥ T0}. On other hand,
T (x0) = inf{T0 ≥ 0 : Y (t + τ, x0) = 0 ∀(t + τ) ≥ T0}.
Finally applying (13) we obtain (25).

(ii) Necessity is immediate. To prove sufficiency, suppose
that T is continuous on Y.

Let z ∈ Rn and consider a sequence {zm} in Rn such
that zm converges to z. Let τ− = lim infm→∞ T (zm)
and τ+ = lim supm→∞ T (zm). Note that both τ− and
τ+ are in R≥0 ∪ {+∞} and

τ− ≤ τ+. (26)

Next, let {z+
l } be a subsequence of {zm} such that

T (z+
l ) → τ+ as l → ∞. The sequence {(T (z), z+

l )}
converges in R≥0 × Rn to (T (z), z). By continuity,
X(T (z), z+

l ) → X(T (z), z), and by equation (13),

Y (T (z), z+
l ) → Y (T (z), z) = 0 as l → ∞. Since

T is assumed to be continuous at z ∈ Y, then
T (X(T (z), z+

l ))→ T (z) = 0 as l →∞. Using (25) with

t = T (z) and x0 = z+
l , we obtain max{T (z+

l )−T (z), 0}→
0 as l→∞. Thus max{τ+−T (z), 0}=0, that is,

τ+ ≤ T (z). (27)

Now, let {z−l } be a subsequence of {zm} such that

T (z−l ) → τ− as l → ∞. It follows from (26) and (27)

that τ− ∈ R≥0. Therefore, the sequence {(T (z−l ), z−l )}
converges in R≥0×Rn to (τ−, z). Since Y is continuous,
it follows that Y (T (z−l ), z−l ) → Y (τ−, z) as l → ∞.

Equation (13) implies that Y (T (z−l ), z−l ) = 0 for each
l. Hence Y (τ−, z) = 0 and according to settling-time
function definition

T (z) ≤ τ−. (28)

From (26), (27), and (28) we conclude that τ− = τ+ =
T (z) and hence T (zm)→ T (z) as m→∞. �

The next results are presented for the SIoGAS class of
systems.

Corollary 3 Consider the SIoGAS system (1). The
following properties are equivalent:

(i) the system (1) is OFTS with a continuous settling-time
function;

(ii) there exists a real number c > 0, µ ∈ (0, 1) and a
Lyapunov function V : Rn → R≥0 satisfying (9) and

V̇ (x) ≤ −cV (x)µ (29)

for all x ∈ Rn. Moreover, the settling-time function
satisfies T (x) ≤ 1

c(1−µ)V (x)1−µ.

Proof. (i) ⇒ (ii) Define V : Rn → R≥0 by V (x) =

(T (x))
1

1−µ . Then V is continuous and positive definite

and, for x ∈ Y we have V̇ (x) = 0 due to (9) and (13).

8



For x ∈ Rn \Y (25) implies that V (x(t)) is continuously
differentiable on [0, T (x)) so that

V̇ (x) = − 1

1− µ
(T (x))

µ
1−µ = − 1

1− µ
(V (x))µ.

Thus V̇ is real valued, continuous, and negative definite
on Rn\Y and satisfies V̇ (x)+c(V (x))µ = 0 for all x ∈ Rn
with c = 1

1−µ .

(ii) ⇒ (i) The sufficiency of (29) can be checked by
integration:

T (x)=
∫ V (x)

0
ds

−V̇ (X(θx(s),x))
≤
∫ V (x)

0
ds

cV (X(θx(s),x))µ

=
∫ V (x)

0
ds
csµ = 1

c(1−µ)V (x)1−µ < +∞.
(30)

Due to (30), T (z) ≤ 1
c(1−µ)α2(‖h(z)‖)1−µ that by conti-

nuity of α2 implies continuity of T at Y. Then by Propo-
sition 1 the settling-time function is continuous. �

Example 3 Consider the system presented in Exam-
ple 1. Let g(x) = 0.5 + 0.25 sin(x1x2). Let V = x1.5

1 .
The function V is SIoGAS-Lyapunov function due to
V̇ (x) = −1.5x1(0.5 + 0.25 sin(x1x2)) ≤ −0.375V 2/3.
Then the system is globally OFTS due to Corollary 3
and T (x0) ≤ 8V (x0)1/3 = 8

√
x1(0). The results of sim-

ulation are shown in Fig. 3 for x(0) = (1, 0)T .

Fig. 3. Output variable y = x1 of two tank hydraulic system

4 Conclusions

In the paper necessary and sufficient Lyapunov charac-
terizations of output finite-time stability are presented
for the class of OLoGAS and SIoGAS systems (1). The
presented stability analysis of OFTS opens a lot of topics
for future research. The main of them are: extension to
a wider class of systems (e.g. with external inputs); ex-
tension for output fixed-time stability (a special case of
OFTS with a globally bounded settling-time function);
application of the results for control (e.g. output regula-
tion, adaptive control, trajectory tracking control, etc.)
and observer design problems.
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