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Exponential Synchronization of Nonlinear Oscillators Under
Sampled-Data Coupling

Jijju Thomas1, Erik Steur2, Christophe Fiter3, Laurentiu Hetel4, and Nathan van de Wouw5.

Abstract— This paper presents a novel approach towards
synchronization analysis of nonlinear oscillatory systems, bidi-
rectionally coupled via a networked communication channel.
The system under consideration is a two-agent nonlinear
system, under the constraint that information is transmitted
between the two systems using a sampled-data communication
strategy that could be periodic or aperiodic. The networked
system dynamics is remodelled as a feedback-interconnection
of a continuous-time system, and an operator that accounts for
the communication constraints. By studying the properties of
this feedback-interconnection in the framework of dissipativity
theory, we provide a novel criterion that guarantees exponential
synchronization. The provided criterion also aids in deciding
the trade-off between a bound on the sampling intervals, the
coupling gain, and the desired transient rate of synchronization.
Finally, the theoretical results are illustrated using a two-agent
Fitzhugh-Nagumo system.

I. INTRODUCTION

In many natural and engineering systems, the phenomenon
of synchronization has been investigated by researchers and
scientists from various fields. Typical examples of synchro-
nization include flashing fireflies, firing neurons, cooper-
ative control of multi-agent systems, etc. [1]. In control
theory, synchronization of networked nonlinear oscillators
is a topic that has specifically garnered attention owing to
its significance in neural processes, communication systems,
electronic circuits, etc. [2], [3]. Such networked scenarios
often result in individual sub-systems interacting bidirection-
ally. In comparison to weaker definitions of synchronization,
i.e., in the form of consensus or synchronization to a set
of equilibria, synchronization in the sense of asymptotic
matching of time-varying (oscillatory) solutions, has been

This work was supported by project UCoCoS, funded by the European
Union’s EU Framework Programme for Research and Innovation, Horizon
H2020, Grant Agreement No: 675080. The project was also funded by ANR
Project ROCC-SYS (agreement ANR-14-CE27-0008).

1Jijju Thomas (j.thomas@tue.nl) is with Univ. Lille, CNRS, Inria, Cen-
trale Lille, UMR 9189 - CRIStAL - Centre de Recherche en Informatique
Signal et Automatique de Lille, F-59000 Lille, France, and the Department
of Mechanical Engineering, Eindhoven University of Technology, 5600 MB,
The Netherlands.

2Erik Steur (e.steur@tue.nl) is with the Department of Mechanical
Engineering, and the Institute for Complex Molecular Systems, Eindhoven
University of Technology, 5600 MB, The Netherlands.

3Christophe Fiter (christophe.fiter@univ-lille1.fr) is with Univ. Lille,
CNRS, UMR 9189 - CRIStAL - Centre de Recherche en Informatique
Signal et Automatique de Lille, F-59000 Lille, France.

4Laurentiu Hetel (laurentiu.hetel@ec-lille.fr) is with Univ. Lille, CNRS,
Centrale Lille, UMR 9189 - CRIStAL - Centre de Recherche en Informa-
tique Signal et Automatique de Lille, F-59000 Lille, France

5Nathan van de Wouw (n.v.d.wouw@tue.nl) is with the Department of
Mechanical Engineering, Eindhoven University of Technology, 5600 MB,
The Netherlands, and with the Department of Civil, Environmental and Geo-
Engineering, University of Minnesota, Minneapolis, MN 55455 USA.

proven to be a more complex and generic problem [4]. For
nonlinear oscillators with networked bidirectional coupling,
such synchronization problems become more complex due to
uncertainties introduced via networked communication chan-
nels. For example, individual systems could be connected via
sampled-data coupling, thereby increasing the complexity of
the associated synchronization problem [5], [6], [7].

Synchronization problems in sampled-data systems have
been studied in recent years, and different approaches have
been proposed to study the relation between sampling period,
coupling strength, and synchronization properties [8], [9].
In existing results, it is typically considered that individ-
ual systems have the same sampling frequency, which is
either constant or time-varying [7], [6]. However, in realistic
settings, individual systems usually transmit information at
different frequencies over a network, depending upon the
communication channel, data traffic, etc. In this work, we
consider a bidirectionally coupled, sampled-data, two-agent
nonlinear system, wherein individual systems transmit in-
formation over a networked communication channel, asyn-
chronously at possibly different (time-varying and uncertain)
sampling intervals.

The main contribution of this paper is a novel approach
towards synchronization analysis of nonlinear oscillatory
systems, bidirectionally coupled via aperiodic sampled-data
communication. By using tools based on input-output meth-
ods and dissipativity theory previously used to analyse sta-
bility of sampled-data systems [10], we provide a novel cri-
terion that guarantees exponential synchronization of a two-
agent nonlinear system, bidirectionally coupled via sampled-
data synchronizing laws. In practical scenarios, it is desirable
to have a certain measure of system performance. In synchro-
nization problems, this implies achieving a specific transient
rate of synchronization, which also depends on the oscillator
dynamics. The result provided in this paper also takes the
rate of synchronization into account, and aids in computing
the trade-offs between coupling gain, rate of synchronization,
and the maximum bound on the (time-varying, uncertain)
sampling intervals.

The remainder of this paper has been structured as follows.
In Section II, we introduce the problem setting under con-
sideration, which consists of a two-agent nonlinear system,
bidirectionally coupled via sampled-data coupling laws. In
Section II-A, we introduce assumptions and existing results
guaranteeing synchronization in the absence of sampled-data
effects. In Section III, we remodel the system under consid-
eration as a feedback-interconnection between a continuous-
time system, and an operator that captures the sampled-



Fig. 1: Bidirectionally coupled agents Σ1 and Σ2 under
(asynchronous) sampled-data transmission.

data/network effects. In Section IV, we provide the main
result of this paper, where we use dissipativity theory based
tools to study the feedback interconnection introduced in
Section III, and provide a novel criterion that guarantees
exponential synchronization. In Section V, we provide a
numerical example illustrating the application of our result.

Notation: R is the set of all real numbers, implying Rn
is the set of all n-dimensional real vectors. The set of all
natural numbers is denoted by N. For an integer n ≥ 1, In
denotes the n×n unit matrix. The Euclidean norm of a vector
z ∈ Rn is denoted by ‖z‖ =

√
zT z, where zT denotes the

transposition of z.

II. PROBLEM STATEMENT

In this paper, we consider a 2-agent interconnected system
as shown in Figure 1. Let the individual sub-system dynamics
be given by

ẋi(t) = f(xi(t)) +Bui(t),
yi(t) = Cxi(t), i = 1, 2,

(1)

where xi ∈ Rn, ui, yi ∈ Rm are the state, input, and output,
of the ith system, respectively. The function f : Rn → Rn is
a sufficiently smooth vector field, and B and C are matrices
with appropriate dimensions, with CB =: b ∈ Rm×m and
b being positive definite and, without loss of generality,
diagonal. This implies the system is considered to be of
relative degree one. The output of the ith sub-system is
transmitted to the jth sub-system only at instants given by
the sampling sequence

sik+1 = sik + hik, h
i
k ∈ [hi, h̄i], k ∈ N, (2)

where 0 ≤ hi ≤ h̄i. Without loss of generality, we consider
si0 = 0, i = 1, 2.

Assumption 1: The ith sub-system has access to local
output information at time instants t = sjk, j 6= i, k ∈ N.
The aforementioned assumption represents scenarios in
which individual sub-systems could be synchronously sam-
pling at identical high frequencies, but transmit information
asynchronously at different (and time-varying) frequencies,
due to constraints imposed by the communication network.
The local information, which is not transmitted over the net-
work, can then be considered to be instantaneously available
locally, and can hence be used for local feedback, when the
output of the other system is received over the network.
A second scenario justifying Assumption 1 is that local

measurements could be performed in an event-based fashion,
as soon as the sampled output of the other system is received.
Under Assumption 1, the coupling laws can be expressed as
follows:

u1(t) = −σ(y1(s2
k)− y2(s2

k)),∀t ∈ [s2
k, s

2
k+1),

u2(t) = −σ(y2(s1
k)− y1(s1

k)),∀t ∈ [s1
k, s

1
k+1),

(3)

where σ ∈ R+ is the constant coupling strength. We
care to stress that Assumption 1 is key in making exact
synchronization feasible. This is evident when we discuss
the role of this assumption in the positive invariance of
the synchronization manifold in the next sub-section. In the
absence of such an assumption, typically, only approximate
synchronization is feasible.

Definition 2: The bidirectionally coupled system given by
(1), (3) is said to exponentially synchronize if

‖ex(t)‖ ≤ ρe−αt‖ex(0)‖,∀t ≥ 0, (4)

where ρ, α > 0, ex(0) ∈ Rn, and ex(t) := x1(t) − x2(t) is
the state synchronization error.

The goal of this paper is to analyse the exponential
synchronization of system (1), (3).

A. Assumptions and Preliminary Results

In this section, in order to establish exponential synchro-
nization of the coupled system (1), (3), in the sense of
Definition 2, we introduce a few assumptions.

Assumption 3: The solutions of the closed-loop system
(5), (3) are ultimately bounded.

Since the individual systems under consideration are of
relative degree one, we know that there exists a well-defined
coordinate transformation zi = Φ(xi), zi ∈ Rn−m, i = 1, 2,
such that the ith sub-system dynamics are given by

żi(t) = q(zi(t), yi(t)),
ẏi(t) = a(zi(t), yi(t)) + bui(t), i = 1, 2,

(5)

where zi ∈ Rn−m, ui, yi ∈ Rm, q : Rn−m × Rm → Rn−m,
and a : Rn−m×Rm → Rm [4]. In this paper, we will analyse
the exponential synchronization of system (5), (3), which
implies the exponential synchronization of system (1), (3).
The remainder of this paper deals with system (5), (3), and
all the results provided for this system, hold for system (1),
(3) as well.

First, we introduce a definition of the convergence prop-
erty, which will be exploited later to ensure certain synchro-
nization properties.

Definition 4: [11] The dynamics ẋ = g(x, u(t)), with
u(t) a bounded time-varying input, are said to be convergent
if

• there exists a solution x̄(t) which is bounded for all
t ∈ R,

• x̄(t) is a globally asymptotically stable solution.
The solution x̄(t) is called the steady-state solution. If x̄(t)
is in addition exponentially stable, then the system is called
exponentially convergent.

Next, we consider the following assumption guaranteeing
exponential convergence of internal dynamics of (5).



Assumption 5: (Demidovich Condition [12]) There exists
a positive definite matrix Pz ∈ R(n−m)×(n−m), such that
the internal state dynamics given by żi(t) = q(zi(t), yi(t)),
i = 1, 2, satisfies

Pz
∂q

∂zi
(zi, yi) +

∂qT

∂zi
(zi, yi)Pz ≤ −δIn−m, (6)

where Pz = PTz > 0, and δ > 0.
Assumption 5 implies that the zi-dynamics, for i = 1, 2,

are exponentially convergent and establishes detectability-
type conditions on individual sub-systems. This implies that
on the synchronization manifold, when y1(t) = y2(t) ≡
ys(t), the internal dynamics żi(t) = q(zi(t), yi(t)), i = 1, 2,
converge to a unique, bounded solution only dependent on
ys(t) and not on the (typically different) initial conditions of
the sub-systems (see [13], Theorem 2.29).

In the absence of sampling, the corresponding ideal syn-
chronizing input is given by

u?1(t) = −σ(y1(t)− y2(t)),
u?2(t) = −σ(y2(t)− y1(t)),∀t ≥ 0.

(7)

Now, we introduce a preliminary result on the bidirection-
ally coupled system (5), in the absence of sampling, i.e., with
ui(t) = u?i (t), given by the coupling law in (7).

Theorem 6: [4] Consider system (5) with ui(t) = u?i (t)
given by (7), and let Assumption 3 hold for system (5), with
ui(t) = u?i (t), and let Assumption 5 hold. Then, there exists
a constant σ̄ such that for all σ > σ̄, the bidirectionally
coupled system given by (5) with ui(t) = u?i (t), achieves
exponential synchronization.

Under the conditions of Theorem 6, there exists a block-
diagonal matrix Py = PTy > 0, such that the storage function

V (e(t)) =

[
y1(t)− y2(t)
z1(t)− z2(t)

]T [
Py 0
0 Pz

] [
y1(t)− y2(t)
z1(t)− z2(t)

]
(8)

characterizes the exponential stability properties of the syn-
chronization manifold. This implies that using such a storage
function, it can be shown that V̇ + αV ≤ 0, where α > 0
[4]. While the matrix Pz results from Assumption 5, it has
previously been shown that with the simple choice of Py =
Im, a candidate storage function of the form given in (8), can
be used to characterize the exponential stability properties of
the synchronization manifold (see [4], proof of Theorem 1).
Later, we will exploit such type of storage function as a
candidate storage function to show synchronization for the
case with sampled-data coupling.

In the following lemma, we establish positive invariance
of the synchronization manifold for system (5), (3), i.e., for
the system with sampled-data coupling.

Lemma 7: The synchronization manifold given by

M =
{
col(z1, z2, y1, y2) ∈ R2n

: z1 = z2, y1 = y2}
(9)

is positively invariant under the bidirectionally coupled sys-
tem (5), with ui(t), i ∈ {1, 2} given by (3).

Proof: From (7), we know that on the synchronization
manifold, u1(t) = u2(t) = 0 for all t ∈ R, since y1(t) =

y2(t). Consequently, from (5), since on the synchronization
manifold M, y1(t) = y2(t) and z1(t) = z2(t), we have that
ẏ1(t) = ẏ2(t) and ż1(t) = ż2(t). Therefore, we have thatM
is positively invariant.

Given the positive invariance of the synchronization man-
ifold, we proceed to analyse the exponential synchronization
of system (5), (3), which relates to the exponential stability
properties of this manifold. In order to do so, in the next
section, we will consider the effects of sampling as pertur-
bations to the continuous-time networked system given by
(5), with ui(t) = u?i (t) in (7).

III. SYSTEM REFORMULATION

In this section, we remodel the networked system, given by
(5), (3), as the feedback interconnection of a system operator
G representing the dynamics of the networked system with
continuous-time coupling, i.e., with ui(t) = u?i (t) given by
(7), and an operator ∆ that captures the error introduced by
asynchronous sampling.

Consider an operator ∆i : Rm 7→ Rm, such that for any
signal ρ, it follows that

(∆iρ)(t) = −
∫ t

sik

ρ(s)ds,∀t ∈ [sik, s
i
k+1), k ∈ N, i = 1, 2.

(10)
In the following lemma, we will show how the sampled-

data synchronizing input (3) is equivalent to the ideal
continuous-time synchronizing input (7), subject to a
sampling-induced perturbation captured by the operator ∆i.

Lemma 8: Consider the operator ∆i given in (10). Then,
the sampled-data coupling law given by (3) can be expressed
as

ui(t) = u?i (t) + σ∆j(ẏj − ẏi)(t), i = 1, 2, j 6= i, (11)

where u?i (t) is given by (7).
Proof: Recalling the definition of the sampled-data

synchronizing input in (3), we have, for i = 1, 2,

ui(t) = −σ(yi(s
j
k)− yj(sjk)),∀t ∈ [sjk, s

j
k+1), j 6= i,

= −σ(yi(s
j
k)− yj(sjk) + yi(t)− yi(t)

+yj(t)− yj(t))
= −σ

(
(yi(t)− yj(t)) + (yj(t)− yj(sjk))

−(yi(t)− yi(sjk))
)
.

(12)
From (7), we know that, for i = 1, 2, j 6= i, the term
−σ(yi(t) − yj(t)) in (12) is the ith synchronizing input
without sampling, denoted by u?i (t). Consequently,

ui(t) = u?i (t)+σ(yj(s
j
k)−yj(t))−σ(yi(s

j
k)−yi(t)). (13)

Using the definition of operator ∆i in (10), we obtain

ui(t) = u?i (t) + σ(∆j ẏj)(t)− σ(∆j ẏi)(t),
= u?i (t) + σ∆j(ẏj − ẏi)(t).

(14)



Based on Lemma 8, we now proceed to remodel the
bidirectionally coupled system (5), (3). In order to do so,
we define the output synchronization error by

ey(t) = y1(t)− y2(t), (15)

and the internal dynamics synchronization error by

ez(t) = z1(t)− z2(t). (16)

Using the aforementioned notations, in the following lemma,
we will formulate the synchronization error dynamics for
system (5), (3). The stability property of these error dynamics
are directly related to those of the synchronization manifold
and hence will be investigated later (in Section IV) to
formulate conditions for synchronization.

Lemma 9: Consider a system operator G, representing
the synchronization error dynamics given by

ėy(t) = a(ez(t) + z2(t), ey(t) + y2(t))− a(z2(t), y2(t))
−2bσey(t) + bσw(t),

ėz(t) = q(ez(t) + z2(t), ey(t) + y2(t))− q(z2(t), y2(t)),
(17)

and the operator ∆ such that

w(t) := (∆ėy)(t) := −(∆2ėy)(t)− (∆1ėy)(t),
= w1(t) + w2(t),

(18)

where w1(t) := −(∆2ėy)(t) and w2(t) := −(∆1ėy)(t),
with ∆i, i ∈ {1, 2}, given by (10). Then, the feedback
interconnection of G and ∆, given by (17), (18), represents
the synchronization error dynamics of the bidirectionally
coupled system (5), (3).

Proof: The proof is given in the report [14].

IV. MAIN RESULT

In this section, we provide conditions that guarantee
exponential synchronization of the bidirectionally coupled
systems (5), (3). First, we provide a generic result that
holds for the feedback-interconnection G−∆. By studying
the properties of the feedback-interconnection G −∆, we
provide conditions that guarantee exponential stability of the
origin of the error dynamics concerning ey(t) and ez(t), i.e.,
exponential synchronization of the system (5), (3).

Theorem 10: Consider the feedback interconnection G−
∆ given by (17), (18), and assume that

1) there exists a supply function S : Rm × Rm 7→ R so
that∫ t

0

S(θ, ėy(θ), w1(θ), w2(θ))dθ ≤ 0,∀t ≥ 0, (19)

where ėy is given by (17), and w1, w2 are defined
below (18).

2) there exists a continuously differentiable storage func-
tion V : Rn → R+ and scalars 0 < c1 < c2, α > 0
such that

c1‖e‖2 ≤ V (e) ≤ c2‖e‖2, (20)

and

V̇ (e(t)) + αV (e(t)) ≤ e−αtS(t, ėy(t), w(t)),∀t ≥ 0,
(21)

where e(t) =
[
eTy (t) eTz (t)

]T
is governed by (17). Then,

the equilibrium e = 0 of system (17), (18) is globally
exponentially stable with a decay rate of at least α/2.

Proof: Consider the function

W (t) = eαtV (e(t))

−
∫ t

0
S(θ, ėy(θ), w1(θ), w2(θ))dθ,∀t ≥ 0.

(22)
From condition (21), we can conclude Ẇ (t) ≤ 0,∀t ≥ 0,
implying W (t) ≤W (0), i.e.,

eαtV (e(t))−
∫ t

0

S(θ, ėy(θ), w1(θ), w2(θ))dθ ≤ V (e(0)).

(23)
Therefore,

eαtV (e(t)) ≤ V (e(0)) +

∫ t

0

S(θ, ėy(θ), w1(θ), w2(θ))dθ,

(24)
and using condition (19), we have

V (e(t)) ≤ e−αtV (e(0)). (25)

Consequently, using (20), we obtain

‖e(t)‖2 ≤ c2
c1
e−αt‖e(0)‖2, (26)

i.e.,

‖e(t)‖ ≤
√
c2
c1
e

−α
2 t‖e(0)‖, (27)

implying that the equilibrium e = 0, of system (17), (18) is
exponentially stable with a decay rate of at least α/2.

Theorem 10 holds for any operator ∆, as long as its prop-
erties can be characterized using a supply function satisfying
(19). In the case of sampling-induced perturbations captured
by the operator ∆, as defined in (18), we characterize the
properties of the operator ∆ as shown in the following
lemma.

Lemma 11: Consider the operator ∆ defined in (18),
(10). Then, for any R1 ∈ Rm×m and R2 ∈ Rm×m, with
R1 = RT1 > 0 and R2 = RT2 > 0, ∆ satisfies∫ t

0

S(θ, ėy(θ), w1(θ), w2(θ)) ≤ 0,∀t ≥ 0, (28)

where α > 0, and the function S : R+ × Rm × Rm 7→ R is
given by

S(t, ėy(t), w1(t), w2(t))

= eαt

([
w1(t)
w2(t)

]T [
R1 0
0 R2

] [
w1(t)
w2(t)

]
−ėTy (t)(h̄2

2e
αh̄2R1 + h̄2

1e
αh̄1R2)ėy(t)

)
,

(29)
with h̄1, h̄2 given by (2), and w1(t), w2(t) defined as in
Lemma 9.

Proof: Consider the term w1(t) in (18), and the
definition of operator ∆2 from (10). We have,

w1(t) = −
∫ t
s2k
ėy(s)ds.∀t ∈ [s2

k, s
2
k+1), k ∈ N,

= ey(s2
k)− ey(t).

(30)



Using Jensen’s inequality [15], we obtain

wT1 (t)R1w1(t) ≤ (t− s2
k)

∫ t

s2k

ėTy (ζ)R1ėy(ζ)dζ

≤ h̄2

∫ t

s2k

ėTy (ζ)R1ėy(ζ)dζ.

(31)

Using the change of variable s = ζ − t, we obtain

wT1 (t)R1w1(t) ≤ h̄2

∫ 0

s2k−t
ėTy (t+ s)R1ėy(t+ s)ds

≤ h̄2

∫ 0

−h̄2

ėTy (t+ s)R1ėy(t+ s)ds.

(32)

Therefore,∫ t
0
eαθwT1 (θ)R1w1(θ)dθ ≤

h̄2

∫ t
0
eαθ

(∫ 0

−h̄2
ėTy (θ + s)R1ėy(θ + s)ds

)
dθ.

(33)
Substituting u = θ + s, we have that∫ t

0
eαθwT1 (θ)R1w1(θ)dθ

≤ h̄2

∫ 0

−h̄2

(∫ t+s
s

eα(u−s)ėTy (u)R1ėy(u)du
)
ds.

(34)

Since the inner integral in the right-hand side of the inequal-
ity in (34) is always positive because R1 is positive definite,
we can upper bound the left-hand side in (34) using the limits
of s and obtain∫ t

0
eαθwT1 (θ)R1w1(θ)dθ

≤ h̄2

∫ 0

−h̄2

(∫ t+0

−h̄2
eα(u+h̄2)ėTy (u)R1ėy(u)du

)
ds

= h̄2e
αh̄2

∫ 0

−h̄2

(∫ t
0
eαuėTy (u)R1ėy(u)du

)
ds

= h̄2
2e
αh̄2

∫ t
0
eαθ ėTy (θ)R1ėy(θ)dθ.

(35)
Similarly, for the term w2(t) = −(∆1ėy)(t), we can obtain∫ t

0
eαθwT2 (θ)R2w2(θ)dθ

≤ h̄2
1e
αh̄1

∫ t
0
eαθ ėTy (θ)R2ėy(θ)dθ.

(36)

Summation of (35) and (36) gives∫ t

0

S(θ, ėy(θ), w(θ)) ≤ 0, (37)

where

S(t, ėy(t), w1(t), w2(t))

= eαt

([
w1(t)
w2(t)

]T [
R1 0
0 R2

] [
w1(t)
w2(t)

]
−ėTy (t)(h̄2

2e
αh̄2R1 + h̄2

1e
αh̄1R2)ėy(t)

)
.

(38)
This concludes the proof.

Remark: The aforementioned lemma is an extension of
the result provided in [10], wherein an operator was used to
capture the effects of sampling in a single-loop input-affine
nonlinear system.

We now proceed to provide a dissipativity-based criterion
that guarantees exponential synchronization of the system
(5), (3), by using the supply function given in Lemma 11,
in conjunction with the result given in Theorem 10.

Theorem 12: Consider the bidirectionally coupled system
(5), (3) satisfying Assumption 3 and Assumption 5, the
feedback-interconnection (17), (18), the supply function in
(29), and the storage function V : Rn → R+ of the form
given in (8). Then, for a given coupling gain σ and sampling
interval bounds h̄1, h̄2, the system (5), (3) exponentially
synchronizes with a decay-rate of at least α/2, if there exist
matrices Py = PTy > 0, Pz = PTz > 0, R1 = RT1 > 0 and
R2 = RT2 > 0 such that

ėTy Pyey + ėTz Pzez + eTy Py ėy + eTz Pz ėz + α(eTy Pyey
+eTz Pzez)− wT1 R1w1 − wT2 R2w2 + ėTy (h̄2

2e
αh̄2R1

+h̄2
1e
αh̄1R2)ėy ≤ 0.

(39)
Proof: From the result given in Lemma 11, we know

that the supply function in (29) satisfies condition (19) in
Theorem 10.

Additionally, from Theorem 6, we know that the storage
function V in (8) characterizes the exponential stability
properties of the synchronization manifold, in the absence of
sampling-induced effects. Using the block-diagonal structure
of this storage function, condition (20) in Theorem 10 can
be easily shown.

Now, using the storage function in (8), and the supply
function in (29), the inequality condition (21) in Theorem
10, corresponds to (39).

Therefore, if condition (39) is satisfied for α > 0, and a
given coupling gain σ and sampling-interval bounds h̄1, h̄2,
then, as a consequence of Theorem 10, we know that system
(5), (3) exponentially synchronizes with a decay-rate of at
least α/2.

Remark: As a result of Theorem 6, the storage function V
in (8), will satisfy inequality (21) in the absence of sampling,
i.e., when S(θ, ėy(θ), w1(θ), w2(θ)) = 0. Additionally, in
the continuous-time case, the decay-rate α in (21) (with
S(t, ėy(t), w1(t), w2(t)) = 0) will depend on Pz , Py , δ (in
Assumption 5) and σ (given σ > σ̄).

In the next section, we will illustrate how condition (39)
aids in deciding the trade-off between the sampling interval
bounds h̄1 and h̄2, the coupling gain σ, and the exponential
synchronization rate α/2.

V. NUMERICAL EXAMPLE

In this section, we consider a two-agent Fitzhugh-Nagumo
system ([16], [17]) to illustrate the application of the result
given in Theorem 10. The individual sub-system dynamics
is given by

ẏi = yi − y3i
3 − zi + I + ui,

żi = ζ(yi + a− bzi), i ∈ {1, 2},
(40)

where I = 0.5, a = 0.7, b = 0.8, ζ = 0.08, and the
synchronizing coupling laws are given by (3). Considering
the error terms ey = y1 − y2, ez = z1 − z2, and using the
fact that

y3
1 − y3

2 = 1
4

(
(y1 − y2)3 + 3(y1 + y2)2(y1 − y2)

)
,
(41)
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Fig. 2: Trade-off between coupling strength σ and maximum
sampling interval h̄1 = h̄2, for the system (40), with α =
0.01.

the error dynamics are given by

ėy = ẏ1 − ẏ2

= ey − ez − 2σey − 1
12

(
e3
y + 3ey(ey + 2y2)2

)
+σ(w1 + w2),

(42)
and

ėz = ζ(ey − bez) = 0.08(ey − ez), (43)

where w1 and w2 are defined as shown in (18).
We know that by choosing the storage function V in (8),

and considering the supply function given in (29), inequality
(21) leads to (39). For the system (40), using the definition
of ėy and ėz in (42) and (43), respectively, condition (39)
leads to

2Pyey ėy + 2Pzez ėz + αPye
2
y + αPze

2
z −R1w

2
1

−R2w
2
2 + (h̄2

1e
αh̄1R2 + h̄2

2e
αh̄2R1)ė2

y ≤ 0.
(44)

Additionally, the Demidovich condition introduced in As-
sumption 5, leads to

2Pz(−ζb) ≤ −δ, δ > 0. (45)

Inequality (44) can be used to analyse the trade-off be-
tween h̄1, h̄2, α and σ, for system (40). An exemplary
feasibility region is computed using SOSTOOLS, by fixing
α = 0.01, considering h̄1 = h̄2, and solving inequalities
(44) and (45). The synchronization diagram giving the trade-
off between coupling gain σ and the maximum sampling
bounds h̄1 = h̄2, is given in Figure 2. The profile of
the synchronization diagram in Figure 2, is similar to the
profile obtained for two Fitzhugh-Nagumo systems with
time-delayed coupling [18]. When α = 0.01, the critical
value of σ, below which synchronization is not possible, was
found to be σ = σ̄ = 0.51.

VI. CONCLUSION

In this paper, a novel dissipativity-based approach towards
synchronization analysis of nonlinear oscillatory systems
with bidirectional sampled-data coupling, is provided. The
approach builds on remodelling the sampled-data system

as a feedback-interconnection of a continuous-time sys-
tem operator that captures the bidirectionally coupled sys-
tem dynamics in the absence of sampling, and an oper-
ator that captures the effects of sampling. The properties
of this feedback-interconnection are then studied to pro-
vide dissipativity-based conditions that guarantee exponential
synchronization of the nonlinear oscillatory systems with
bidirectional sampled-data coupling. Finally, a two-agent
Fitzhugh-Nagumo system is used to illustrate the theoretical
results.
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