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Abstract

This paper is concerned with finite- and fixed-time robust stabilization of
uncertain multi-input nonlinear systems via the implicit Lyapunov function
method. Instead of splitting the system into a linear nominal model and
an additive perturbation which gathers nonlinearities, parametric uncertain-
ties, and exogenous disturbances, the methodology hereby proposed preserves
some nonlinear terms in the nominal system via an exact polytopic repre-
sentation which leads to design conditions in the form of linear matrix in-
equalities. As a result, feasible solutions are found where former approaches
fail; these solutions have more accurate settling-time estimates with reduced
control effort. The corresponding control law includes well-known high-order
sliding modes as a particular case. Numerical simulations are provided to
illustrate the advantages of the proposal.
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1. Introduction

Robustness and convergence time are among the characteristics that de-
scribe the quality of a control law. Non-asymptotic stabilization (finite-time
or fixed-time) has been achieved in a variety of ways [1]; among them, sliding
mode control remains the most common solution by ensuring finite-time con-
vergence of the system trajectories to a sliding manifold, even when the plant
is in the presence of a certain class of uncertainties and disturbances [2]. Nev-
ertheless, the chattering phenomenon limits the practical use of traditional
schemes; then, higher-order sliding modes (HOSM) [3] were introduced as an
attempt to alleviate this problem by substituting the discontinuous nature
of the control law by a continuous one. However, the selection of control
parameters to do so is not trivial and is still under study [4].

Originally, stability, robustness and convergence rate for HOSM algo-
rithms were commonly analyzed by geometric [3] or homogeneous approaches
[5]. Recall that homogeneity is a powerful tool for finite-time stability anal-
ysis since asymptotic stability of the origin of a homogeneous control system
of negative degree implies global finite-time stability. Nevertheless, estima-
tion of the settling time and tuning of control parameters cannot be achieved
by those approaches. The main approach to solve this problem is based on
the use of Lyapunov functions, mostly quadratic-like [6, 7, 8]. More recently,
implicit Lyapunov functions (ILFs) [9, 10] have been adapted to the HOSM
context [11]. This work follows the latter approach.

ILF-based control algorithms in [12, 13, 14] have been proven to guarantee
robust non-asymptotic stability for the nominal linear plant, where nonlin-
earities and uncertainties are considered as external disturbances. Yet, this
consideration affects the control performance because there is a direct re-
lationship between the size of the disturbances, on the one hand, and the
restrictiveness of the stability conditions and the estimate of the settling
time boundary, on the other hand. Based on this observation, our proposal
to overcome this issue is based on polytopic representations.

Polytopic models were originally understood as belonging to the class
of linear parameter varying (LPV) systems [15, 16]; later on, their use has
been extended to nonlinear –possibly uncertain– models by means of exact
convex rewriting of bounded nonlinearities and uncertainties, a methodology
known as sector nonlinearity approach [17]. The resulting models are known
as quasi-LPV when the interpolated systems are linear [18], or polynomial
when they are of this nature [19]; both of them, when combined with the
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direct Lyapunov function method, lead to conditions in the form of linear
matrix inequalities (LMIs) or sum of squares (SOS), which belong to the
class of convex optimization problems [20]. Such formulation is highly ap-
preciated in the control community as conditions, including those specifying
performances, can be solved in polynomial time via commercially available
software [21, 22]. Traditional sliding modes [23, 24, 25], second-order sliding
sets [26, 27], and nonlinear sliding surface design for nonlinear systems [28]
have already benefited from employing polytopic structures.

In this sense, the present work develops ILF-based finite- as well as fixed-
time stabilization for multi-input uncertain nonlinear systems, without the
necessity of considering nonlinearities as exogenous disturbances allowing us
to obtain smaller settling time estimates and less restrictive stability con-
ditions. Instead, the nonlinearities are incorporated in a nonlinear nominal
system, which in turn is subsumed in a polytopic representation. HOSM
algorithms can be obtained as a particular case of the proposed ILF-based
control. Stability conditions are expressed in the form of LMIs, which allows
tuning the control parameters via a convex optimization problem.

Motivation example: Consider the following second-order nonlinear sys-
tem:

ẋ1 = (θ + 0.5)x2 + 2 sinx2

ẋ2 = x2
1 + x2 + u+ fm(t, x),

(1)

with x1, x2 are the scalar state variables, θ is a bounded parametric un-
certainty |θ| ≤ 0.2 which can be time-varying, fm(t, x) is an unknown but
bounded function |fm(t, x)| ≤ 1, and u is the control input given by u =
−x2

1 − x2 + v, with v to be designed.
The above model can be rewritten as follows

ẋ = Ax+Bv +

[
(θ − 0.5)x2 + 2 sin x2

fm(t, x)

]

︸ ︷︷ ︸

d(t,x)

, A =

[
0 1
0 0

]

, B =

[
0
1

]

(2)

where x =
[
x1 x2

]T
and d(t, x) =

[
d1(t, x) d2(t, x)

]T
can be treated as

an external disturbance with no distinction of its parametric, exogenous, or
nonlinear nature.

To stabilize the origin of the latter system in a finite time, the following
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control law

v = V 1−µKD(V −1)x, D(V −1) =

[
V −1−µ 0

0 V −1

]

, V −1 =
1

V
, K ∈ R

1×2

(3)
can be utilized (see, e.g. [13] for more details), where µ ∈ (0, 1] and V : R2 →
[0,+∞) is a positive definite Lyapunov function x → V defined implicitly as
a solution of the following non-linear equation

xTD(V −1)PD(V −1)x = 1, P = P T ∈ R
2×2.

The positive definite matrix P can always be selected such that the latter
equation has a unique positive definite solution V (x), and the control (3)
is smooth on R

2\{0} and locally/globally (for µ = 1) bounded. In [13] the
following LMI-based scheme for tuning of the control parameters K = Y X−1

and P = X−1 has been suggested

AX+XAT +BY +Y TBT +αX+βI2 < 0, XHµ+HµX < 0, X > 0, (4)

where α > β > 0 and Hµ = diag{−1 − µ,−1}. According to [13], the
resulting control (3) stabilizes the origin of the system (2) provided that

β2 ≥ d21(t, x)

V 2(x)
+

d22(t, x)

V 2−2µ(x)
(5)

The latter restriction is given a-posteriori (i.e. after a selection of control
parameters) and describes a class of disturbances to be rejected.

Let us check if the condition (5) holds for the system (2). Since d2 is
assumed to be uniformly bounded and V vanishes at zero then the inequality
(5) may hold only for µ = 1. Notice that |d1|2 ≤ (θ − 0.5 + 2x−1

2 sin x2)
2x2

2

and the function V is homogeneous [14], i.e. V (λ2x1, λx2) = λV (x1, x2), ∀λ >
0, ∀x ∈ R

2. Hence, we derive

d21(t, x)

V 2(x)
≤ (1.7)2

x2
2

V 2(x)
≤ (1.7)2 sup

x:V (x)=1

x2
2 ≤ (1.7)2 sup

xTPx=1

x2
2.

Therefore, the inequality (5) with µ = 1 can be reduced (with a minor
conservatism) to

β2 ≥ (1.7)2 sup
xTPx=1

x2
2 + 1. (6)
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The latter means that the selection of P and K using the above LMI is not
sufficient for the finite-time stabilization of the system (2). The parameters
β and P have to be selected such that the non-linear inequality (6) holds as
well. In other words, the inequalities (6) and (4) have to be solved together
in order to stabilize the system (2). However, it is not clear how to do this
even in the planar case.

The main aim of the paper is to develop an LMI-based methodology of
the ILF-control design allowing a-priori known restrictions on system pertur-
bations/nonlinearities to be involved into control parameters tuning from the
beginning. The key idea is to use an exact convex representation of bounded
nonlinearities and uncertainties.

This paper is organized as follows: section 2 introduces the class of non-
linear systems under consideration, the methodology dealing with the convex
modeling, definitions of finite- and fixed-time stability as well as a brief de-
scription of the employed ILF method; section 3 develops the main contribu-
tion, i.e., an ILF control design for robust finite- and fixed-time stabilization
of uncertain nonlinear systems exactly represented as polytopic models al-
together with a discussion on implementation issues; simulation results to
point out the effectiveness of the proposed approach are shown in section 4;
finally, section 5 draws some conclusions and remarks.

2. Preliminaries

2.1. Convex modelling

We consider the class of systems that can be described in the regular
form:

η̇ = a11(η, ξ)η + a12(η, ξ)ξ + d1(t, η, ξ)

ξ̇ = a21(η, ξ)η + a22(η, ξ)ξ + b(η, ξ)u+ d2(t, η, ξ),
(7)

where η ∈ R
n−m and ξ ∈ R

m are components of the state, u ∈ R
m is the con-

trol input; aij(η, ξ), i, j ∈ {1, 2}, and b(η, ξ) are sufficiently smooth possibly
nonlinear matrix expressions of adequate dimensions, b(η, ξ) is nonsingular,
and d1(t, η, ξ), d2(t, η, ξ) are measurable essentially bounded time functions
that describe exogenous disturbances and perturbations. For reasons that
will become clear later, a11(η, ξ) will be considered as a perturbation in sub-
sequent rearrangements.

Let us select the following control law

u = (b(η, ξ))−1

(

v(η, ξ)−
[
a21(η, ξ) a22(η, ξ)

]
[
η
ξ

])

, (8)
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where v ∈ R
m is a nonlinear term to be designed. By substituting (8) in (7),

we have the closed-loop system

η̇ = a12(η, ξ)ξ + d̄1(t, η, ξ)

ξ̇ = v + d2(t, η, ξ),
(9)

with d̄1(t, η, ξ) = d1(t, η, ξ) + a11(η, ξ)η.
We now rewrite this system as an exact convex form following the method-

ology in [28], which is based on a generalisation of the sector nonlinearity
approach [17] for tensor-product models [29].

Let us briefly recall this approach. To this end, consider p to be the
number of different non-constant bounded terms in a12(η, ξ), denoted as zj ∈
[
z0j , z

1
j

]
, j ∈ {1, 2, . . . , p}, with zj =

1∑

ij=0

wj
ij
z
ij
j , w

j
0 =

(
z1j − zj

)
/
(
z1j − z0j

)
,

wj
1 = 1 − wj

0. Thus, taking into account that convex sums can be stacked
together at the leftmost side of an expression, we have that

a12(η, ξ) =

1∑

i1=0

1∑

i2=0

· · ·
1∑

ip=0

w1
i1
w2

i2
· · ·wp

ip
A12

i1i2···ip ≡ A12
w ,

with constant matrices A12
i1i2···ip = a12(η, ξ)|w1

i1
=w2

i2
=···wp

ip
=1. This results in

the following equivalent regular convex model:

ẋ = Awx+Bv + d(t, x), x(0) = x0, (10)

with

Aw =

[
0 A12

w

0 0

]

, B =

[
0
Im

]

, d =

[
d̄1
d2

]

, x =

[
η
ξ

]

.

Remark 1. Notice that a12(η, ξ) is exactly A12
w , the former is the nonlinear

original expression while the latter stands for a rewriting of a12(η, ξ) as a
convex sum of constant matrices A12

i1i2···ip
. This is a usual technique in the

LPV framework. Stability analysis of nonlinear systems via convex embedding
in a polytope relies on the vertex systems, i.e., on each A12

i1i2···ip in the present
case.

2.2. Non-asymptotic stability and implicit Lyapunov functions

We recall now the basics on finite- and fixed-time stability as well as how
implicit Lyapunov functions can be used to guarantee them.
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Definition 1 ([30]). If the origin of (10) is an equilibrium point, it is said
to be globally finite-time stable if it satisfies Lyapunov stability conditions
and there exists a locally bounded function T (x0) : R

n\{0} → R+, such that
lim

t→T (x0)
x(t, x0) = 0 ∀x0 ∈ R

n\{0}. The function T (x0) is called a settling-

time function.

Definition 2 ([1]). If the origin of (10) is globally finite-time stable and
T (x0) is bounded independently of the initial conditions (i.e. ∃TM ∈ R+ :
T (x0) ≤ TM , ∀x0 ∈ R

n), then it is said to be globally fixed-time stable.

The proposed control design is based on the ILF approach, for which
finite-time and fixed-time stability theorems are introduced below for the
following differential inclusion

ẋ ∈ F (t, x), x(0) = x0, (11)

where the set-valued function F : R+ × R
n
⇒ R

n is compact, convex-valued
and upper semi-continuous [31].

Lemma 1. [Finite-time stability [11]] The origin of (11) is globally finite-
time stable if the next conditions are fulfilled:

C1) ∃Q : R+ × R
n → R continuously differentiable outside the origin;

C2) ∃V ∈ R+ : Q(V, x) = 0, ∀x ∈ R
n\{0};

C3) let Ω = {(V, x) ∈ R+ × R
n : Q(V, x) = 0}, and

lim
x→0

(V,x)∈Ω

V = 0, lim
V→0+

(V,x)∈Ω

‖x‖ = 0, lim
‖x‖→∞

(V,x)∈Ω

V = +∞;

C4) ∂Q(V,x)
∂V

< 0, ∀(V, x) ∈ R+ × R
n\{0};

C5) for some c ∈ R+ and µ ∈ (0, 1], the following is satisfied for (V, x) ∈ Ω

sup
t∈R+, y∈F (t,x)

∂Q(V, x)

∂x
y ≤ cV 1−µ∂Q(V, x)

∂V
.

Moreover, the settling-time function estimate is T (x0) ≤ V
µ
0

cµ
, for V0 ∈

R+ : Q(V0, x0) = 0.
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Conditions C1)-C4) guarantee the existence and uniqueness of a smooth
positive definite and radially unbounded Lyapunov function V such that
Q(V, x) = 0 for all x ∈ R

n, whilst condition C5) guarantees the time deriva-
tive of the Lyapunov function to be negative definite along the trajectories

since from the implicit function theorem [32], ∂V
∂x

= −
[
∂Q

∂V

]−1 ∂Q

∂x
, which

implies the estimate of the time derivative V̇ (x) ≤ −cV 1−µ and the afore-
mentioned settling-time function.

Lemma 2. [Fixed-time stability [13]] The system (11) is globally fixed-time
stable if there exist functions Q1 and Q2 that satisfy conditions C1)-C4) of
Lemma 1 as well as the conditions:

C6) Q1(1, x) = Q2(1, x);

C7) let c1 ∈ R+ and µ ∈ (0, 1], then ∀V ∈ [0, 1) and x ∈ R
n\{0} such that

Q1(V, x) = 0, it is satisfied

sup
t∈R+, y∈F (t,x)

∂Q1(V, x)

∂x
y ≤ c1V

1−µ∂Q1(V, x)

∂V
;

C8) let c2 ∈ R+ and ν ∈ R+, then ∀V ≥ 1 and x ∈ R
n\{0} such that

Q2(V, x) = 0, it is satisfied

sup
t∈R+, y∈F (t,x)

∂Q2(V, x)

∂x
y ≤ c2V

1+ν ∂Q2(V, x)

∂V
.

Moreover, an estimation of the global settling-time function is T (x0) ≤
1

c1µ
+ 1

c2ν
.

3. Main results

3.1. Finite-time stabilization

Consider the ILF

Q(V, x) = xTDr(V
−1)PDr(V

−1)x− 1, (12)

where V ∈ R+, P = P T ∈ R
n×n > 0, and Dr(λ), λ ∈ R+ has the form

Dr(λ) =

[
λr1In−m 0

0 λr2Im

]

(13)
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with ri = 1 + (2− i)µ, i = 1, 2, and 0 < µ ≤ 1.
Notice that for µ = 0, the equation Q(V, x) gives V (x) =

√
xTPx and for

µ = 1, the ILF considered in [10] is recovered. Denote Hµ =

[
r1In−m 0

0 r2Im

]

.

In the sequel, adding the term (∗) to inline expressions denotes the transpose
of the previous terms, i.e., A+ (∗) = A+ AT .

For the finite-time stabilization, consider the control law (8) with the
nonlinear variable gain term

v(V, x) = V 1−µKwDr(V
−1)x, V : Q(V, x) = 0, (14)

whereKw =
∑1

i1=0

∑1
i2=0 · · ·

∑1
ip=0w

1
i1
w2

i2
· · ·wp

ip
Ki1i2···ip and the design gains

Ki1i2···ip are provided in the following result:

Theorem 1. The trajectories of the disturbed system (10) under the control
law (8) with (14), reach the origin in a finite time given by

T (x0) ≤
V µ
0

(1− β)µ
, Q(V0, x0) = 0, (15)

if the following system of LMI
(
Ai1···ipX +BYi1···ip +HµX

)
+ (∗) +R < 0

XHµ +HµX > 0, X > 0
(16)

is feasible for some X ∈ R
n×n, Yi1···ip ∈ R

m×n, a fixed R ∈ R
n×n > 0,

Ki1···ip = Yi1···ipX
−1, P = X−1, and disturbances satisfying the inequality

ΥTR−1Υ ≤ βV −2µxTDr(V
−1)(HµP + PHµ)Dr(V

−1)x, (17)

with Υ = Dr(V
−1)d, β ∈ (0, 1) and V such that Q(V, x) = 0.

Proof. Clearly, the ILF in (12) is continuously differentiable for all (V, x) ∈
R+ × R

n, and for any x there exists a solution V such that Q(V, x) = 0,
satisfying conditions C1) and C2) from Lemma 1. For condition C3), it is
easy to show that the following chain of inequalities

λmin(P )‖x‖2
max{V 2+2(n−1)µ, V 2} ≤ Q(V, x) + 1 ≤ λmax(P )‖x‖2

min{V 2+2(n−1)µ, V 2}

holds for all (V, x) ∈ R+ × R
n, and for Q(V, x) = 0, therefore the condition

C3) holds.
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Thus, condition C4) of Lemma 1 also holds, since

∂Q

∂V
= −xT

[
r1V

−r1−1In−m 0
0 r2V

−r2−1Im

]

PDr(V
−1)x− (∗)

= −V −1xTDr(V
−1)

[
r1In−m 0

0 r2Im

]

PDr(V
−1)x− (∗)

= −V −1xTDr(V
−1) (HµP + PHµ)Dr(V

−1)x;

then, ∂Q

∂V
< 0 is implied by HµP + PHµ > 0, and therefore condition C4) is

verified.
Finally, by taking into account that Dr(V

−1)AwD
−1
r (V −1) = V −µAw and

Dr(V
−1)Bv = V −µBKwDr(V

−1)x, we have

∂Q

∂x
ẋ = xTDr(V

−1)PDr(V
−1) (Awx+Bv + d) + (∗)

= V −µxTDr(V
−1) (PAw + PBKw)Dr(V

−1)x+ (∗)
+ xTDr(V

−1)PDr(V
−1)d+ (∗)

= sTWs+ V µdTDr(V
−1)R−1Dr(V

−1)d

− V −µxTDr(V
−1)(HµP + PHµ)Dr(V

−1)x

with

s =

[
Dr(V

−1)x
Dr(V

−1)d

]

,

W =

[
V −µ (P (Aw +BKw) +HµP ) + (∗) P

P −V µR−1

]

,

for some matrix R ∈ R
n×n, R > 0.

Considering X = P−1 and applying Schur complement, W < 0 iff

V −µ
(
(AwX +BKwX +HµX) + (∗) +R

)

= V −µ

1∑

i1=0

1∑

i2=0

· · ·
1∑

ip=0

w1
i1
w2

i2
· · ·wp

ip

×
((
Ai1···ipX +BKi1···ipX +HµX

)
+ (∗) +R

)
< 0.

Then, the set of LMIs

Ai1···ipX +XAT
i1···ip

+BYi1···ip + Y T
i1···ip

BT +HµX +XHµ +R < 0
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with Yi1···ip = Ki1···ipX , and the fact that V̇ = −
[
∂Q

∂V

]−1 ∂Q

∂x
ẋ, produces

V̇ ≤ −
[
∂Q

∂V

]−1(

V µdTDr(V
−1)R−1Dr(V

−1)d

− V −µxTDr(V
−1)(HµP + PHµ)Dr(V

−1)x

)

.

For any continuous disturbance function d satisfying (17) with β ∈ (0, 1),
V such that Q(V, x) = 0, the estimate of the time derivative of V is given by

V̇ ≤
[
∂Q

∂V

]−1
(1− β)xTDr(V

−1)(HµP + PHµ)Dr(V
−1)x

V µ

= −(1− β)V 1−µ,

and therefore, condition C5) holds. The settling-time function estimate can
be calculated by integration of the previous inequality, and is given in (15).

Remark 2. The reason to consider a11(η, ξ) as a perturbation in order to
obtain the specific structure in Aw can now be seen in the proof above, as oth-
erwise the manipulations related with the dilation operator Dr(V

−1) cannot
be performed.

Remark 3. Notice that in order to satisfy restriction (17), the magnitude of
the disturbances and the value of β are directly related. This implies that the
bound of the settling time is governed by the disturbance function. Therefore,
stability conditions in [14], where nonlinearities are considered as exogenous
disturbances, are more restrictive than ones obtained in this paper and pro-
duce larger settling times.

3.2. Fixed-time stabilization

For the fixed-time stabilization problem described in Lemma 2, consider
the functions

Qµ(V, x) = xTDrµ(V
−1)PDrµ(V

−1)x− 1,
Qν(V, x) = xTDrν (V

−1)PDrν(V
−1)x− 1,

(18)

where V ∈ R+, P = P T ∈ R
n×n > 0,

Drµ(λ) =

[
λ1+µIn−m 0

0 λIm

]

, Drν (λ) =

[
λIn−m 0

0 λ1+νIm

]

,
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0 < µ ≤ 1, ν ∈ R+. Denote Hµ = diag{(1 + µ)In−m, Im} and Hν =
diag{In−m, (1 + ν)Im}.

Consider the control law (8) with

v(V, x) =

{
V 1−µKwDrµ(V

−1)x, xTPx < 1
V 1+2νKwDrν (V

−1)x, xTPx ≥ 1,
(19)

with Kw =

1∑

i1=0

1∑

i2=0

· · ·
1∑

ip=0

w1
i1
w2

i2
· · ·wp

ip
Ki1i2···ip and V defined as

V :

{
Qµ(V, x) = 0 for xTPx < 1
Qν(V, x) = 0 for xTPx ≥ 1.

(20)

Theorem 2. The closed-loop system (10) under the control law (8) with
(19), (20), is fixed-time stable with the settling time estimate

T (x0) ≤
1

(αµ − βµ)µ
+

1

(αν − βν)ν
, (21)

if the system of LMI
(
Ai1···ipX +BYi1···ip + αµHµX

)
+ (∗) +Rµ ≤ 0,

(
Ai1···ipX +BYi1···ip + ανHνX

)
+ (∗) +Rν ≤ 0, (22)

XHµ +HµX > 0, XHν +HνX > 0, X > 0

is feasible for some X ∈ R
n×n, Yi1···ip ∈ R

m×n, αµ, αν ∈ R+, some fixed ma-
trices Rµ, Rν ∈ R

n×n > 0, Ki1···ip = Yi1···ipX
−1, P = X−1, and disturbances

satisfying the inequalities

ΥT
µR

−1
µ Υµ ≤ βµV

−2µxTDrµ(V
−1)(HµP + PHµ)Drµ(V

−1)x
ΥT

νR
−1
ν Υν ≤ βνV

2νxTDrν (V
−1)(HνP + PHν)Drν (V

−1)x
(23)

if xTPx ≤ 1 and xTPx ≥ 1, respectively, for Υµ = Drµ(V
−1)d, Υν =

Drν(V
−1)d, βµ ∈ [0, αµ), and βν ∈ [0, αν).

Proof. Fixed-time stability conditions C1)-C4) follow a similar outline as for
Theorem 1 since the functions defined in (18) preserve the properties of (12).
Hence

∂Qµ

∂V
= −V −1xTDrµ(V

−1) (HµP + PHµ)Drµ(V
−1)x

∂Qν

∂V
= −V −1xTDrν(V

−1) (HνP + PHν)Drν (V
−1)x,

12



such that condition C4) holds for HµP + PHµ > 0 and HνP + PHν > 0.
Obviously, condition C6) of Lemma 2, i.e. Qµ(1, x) = Qν(1, x) is satisfied

by (18). Notice that xTPx ≤ 1 ⇒ V (x) ≤ 1 and xTPx ≥ 1 ⇒ V (x) ≥ 1.
Applying similar arguments as for the proof of Theorem 1, for condition

C7) we have

∂Qµ

∂x
ẋ = sTWµs+ V µdTDrµ(V

−1)R−1
µ Drµ(V

−1)d

− αµV
−µxTDrµ(V

−1)(HµP + PHµ)Drµ(V
−1)x

with

s =

[
Drµ(V

−1)x
Drµ(V

−1)d

]

,

Wµ =

[
V −µ (P (Aw +BKw) + αµHµP ) + (∗) P

P −V µR−1
µ

]

,

and finally, the first line of LMIs in (22) with P = X−1, Ki1···ip = Yi1···ipX
−1

and the disturbance restriction in (23), guarantee

V̇ ≤ −(αµ − βµ)V 1−µ

for V (x) ≤ 1.
In the case of the function Qν(V, x), i.e. V (x) ≥ 1, taking into account

thatDrν(V
−1)AwD

−1
rν
(V −1) = V νAw andDrν (V

−1)Bv = V νBKwDrν(V
−1)x,

we obtain

∂Qν

∂x
ẋ = sTWνs+ V −νdTDrν (V

−1)R−1
ν Drν(V

−1)d

− ανV
νxTDrν (V

−1)(HνP + PHν)Drν (V
−1)x

for

Wν =

[
V ν (P (Aw +BKw) + ανHνP ) + (∗) P

P −V −νR−1
ν

]

.

Hence, the second line of LMIs in (22) guarantee

V̇ = −
[
∂Qν

∂V

]−1
∂Qν

∂x
(Awx+Bv + d) ≤ −(αν − βν)V

1+ν

and therefore, condition C8) holds. The settling-time function can be calcu-
lated by integration of the inequalities corresponding to the time derivative
of V , giving the estimate in (21).

13



It is helpful to remark that the convergence time of the fixed-time stable
system does not depend on the initial condition. Moreover, parameters αµ

and αν were introduced in order to tune the convergence time of the closed-
loop system.

3.3. Parametric uncertainties

The proposed methodology can be generalized in order to deal with a
more realistic scenario when the system is in the presence of parametric
uncertainties. To do so, consider the following generalization of the closed-
loop system in (9):

η̇ = a12(η, ξ, θ)ξ + d̄1(t, η, ξ, θ)

ξ̇ = v + d2(t, η, ξ, θ),
(24)

with d̄1 and d2 preserving the same meaning as before, though ajk, j, k ∈
{1, 2} are allowed to include time-varying bounded parametric uncertainties
θ(t).

Based on the methodology presented in section 2, the previous system
could be rewritten as the following regular convex model

ẋ = Awiωj
x+Bv + d(t, x, θ), x(0) = x0, (25)

with

Awiωj
=

[
0 A12

wiωj

0 0

]

, B =

[
0
Im

]

, d =

[
d̄1
d2

]

, x =

[
η
ξ

]

A12
wiωj

=
∑

i∈Bp

∑

j∈Bρ

wiωjAij
12 ≡ a12(η, ξ, θ),

for B = {0, 1}, i = (i1, · · · , ip), j = (ji, · · · , jρ), Aij
12 = a12(η, ξ, θ)|wiωj=1 and

certain nonlinearities grouped in functions wi(η, ξ) = w1
i1
w2

i2
· · ·wp

ip
, whilst

uncertain ones are grouped in functions ωj(θ) = w1
j1
w2

j2
· · ·wρ

jρ
. These non-

linear terms are split in order to synthesize a completely certain control law
by excluding the uncertainties, i.e. for the finite-time stabilization case, the
nonlinear variable gain term of the control law is given by

v(V, x) = V 1−µKwi
Dr(V

−1)x, V : Q(V, x) = 0, (26)

where Kwi
=

∑1
i1=0 · · ·

∑1
ip=0w

1
i1
· · ·wp

ip
Ki1···ip with constant gain matrices

Ki1i2···ip to be designed. Notice that Kwi
is completely certain since the

uncertain terms grouped in ωj are excluded from it.

14



Corollary 1. The origin of the uncertain system (24), (26) is finite-time
stable if

(AijX +BYi +HµX) + (∗) +R < 0
XHµ +HµX > 0, X > 0

(27)

is feasible for some X ∈ R
n×n and Yi = Yi1···ip ∈ R

m×n such that Ki1···ip =
Yi1···ipX

−1, a fixed R ∈ R
n×n > 0, and disturbances satisfying the inequality

in (17).

Proof. Recalling the ILF in (12) which clearly satisfies conditions C1), C2),
and C3), whilst condition C4) is still implied by HµP + PHµ > 0, we have
for C5)

∂Q

∂x
ẋ = xTDr(V

−1)PDr(V
−1)

(
Awiωj

x+Bv + d
)
+ (∗)

= sTWs+ V µdTDr(V
−1)R−1Dr(V

−1)d

− V −µxTDr(V
−1)(HµP + PHµ)Dr(V

−1)x

with

s =

[
Dr(V

−1)x
Dr(V

−1)d

]

,

W =

[
V −µ

(
P (Awiωj

+ BKw) +HµP
)
+ (∗) P

P −V µR−1

]

.

By following a similar outline as for Theorem 1, the set of LMIs

AijX +XAij
T +BYi +Yi

TBT +HµX +XHµ +R < 0

and the restriction in (17) produce

V̇ ≤ −(1− β)V 1−µ.

It is easy to see that the settling-time function estimate is also given in
(15).

Corollary 2. The origin of the uncertain closed-loop system (24) under the
control law

v(V, x) =

{
V 1−µKwi

Drµ(V
−1)x, xTPx < 1

V 1+2νKwi
Drν (V

−1)x, xTPx ≥ 1,
(28)

15



where Kwi
=

∑1
i1=0 · · ·

∑1
ip=0w

1
i1
· · ·wp

ip
Ki1···ip and V is defined as in (20),

is fixed-time stable with the settling time estimate in (21) if the following set
of LMI

(AijX +BYi + αµHµX) + (∗) +Rµ ≤ 0,

(AijX +BYi + ανHνX) + (∗) +Rν ≤ 0, (29)

XHµ +HµX > 0, XHν +HνX > 0, X > 0

is feasible for some X ∈ R
n×n, Yi = Yi1···ip ∈ R

m×n, αµ, αν ∈ R+, some
fixed matrices Rµ, Rν ∈ R

n×n > 0, Ki1···ip = Yi1···ipX
−1, and disturbances

satisfying (23).

Proof. It follows a similar outline as for Theorem 2 in combination with
Corollary 1.

Remark 4. The proposed methodology is also able to deal with nonlinear
systems in the form

ẋ =










0 A12(x) 0 · · · 0
0 0 A23(x) · · · 0
...

...
...

. . .
...

0 0 0 · · · An−m n(x)
0 0 0 · · · 0










x+










0
0
...
0
Im










v + d(t, x) (30)

with only slight modifications to the dilation matrix Dr(V
−1) and Hµ (see

[14] for details) and produces exactly the same results as in Theorems 1 and
2, and Corollaries 1 and 2.

3.4. Control algorithm implementation

As it can be seen in (14) and (19), the practical implementation of the
control law (8) requires V (x) to be known. This can be realized by finding
the solution V of the equation Q(V, x) = 0 analytically, or in-line using the
actual value of the state vector. A simple algorithm based on the bisection
method for the localization of the control parameter Vi at each sampling
time instance ti (digital implementation), is shown in Table 1 [11], where
parameters Vmin and V0 define the initial lower and higher possible values of
V , respectively. For finite numerical precision of the digital implementation,
Vmin (or V0) must not be selected arbitrary small (or big).
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Table 1: Bisection method [11].

Algorithm for the selection of Vi

INITIALIZATION: a = Vmin; b = V0;
METHOD:
If xT

i Dr(b
−1)PDr(b

−1)xi > 1 then
a = b; b = 2b;

elseif xT
i Dr(a

−1)PDr(a
−1)xi < 1 then

b = a; a = max{a
2
, Vmin};

else c = a+b
2
;

If xT
i Dr(c

−1)PDr(c
−1)xi < 1 then

b = c;
else a = max{Vmin, c};
endif

endif
Vi = b;

The method consists in the localization of the value V (xi) = Vi at each
sampling time instance ti such that the equation Q(Vi, xi) = 0 is fulfilled
with xi ∈ R

n as some given vector. If METHOD section of this algorithm
is applied many times at the sampling instant ti for the same xi (a loop
containing METHOD), then the algorithm provides: i) a calculation of the
unique positive root of the equation Q(V, xi) = 0, i.e. V (xi) = Vi ∈ [a, b];
ii) improvement of the calculation by means of the bisection method, i.e.
|a − b| → 0. Such a loop allows us to calculate Vi with higher precision,
nevertheless, if the computational power is very restricted, the METHOD
section of the algorithm may be realized only once or a few times at each
sampling time instance.

Moreover, for µ ∈ (0, 1), the control scheme (14) is a continuous function
of the state x. Nevertheless, if µ = 1 then the control is continuous only
outside the origin and globally bounded such that xTDr(V −1)PDr(V −1)x =

1 implies ‖Dr(V −1)x‖2 ≤ 1
λmin(P )

and ‖v‖2 ≤ ‖K‖2 · ‖Dr(V −1)x‖2 ≤ ‖K‖
λmin(P )

.
The LMI [

X Y T

Y v20Im

]

≥ 0 (31)
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can be solved together with (16) in order to restrict the control magnitude
by ‖v‖ ≤ v0.

Corollary 3. If conditions in Theorem 1 hold and v = v(Vi, x) with Vi ∈ R+

obtained from the aforementioned digital implementation, then the ellipsoid

Π(Vi, X
−1) := {x ∈ R

n : xT (Dr(Vi)XDr(Vi))
−1 x ≤ 1} (32)

is a positively invariant set of the closed-loop system (10), (8), i.e. x(ti) ∈
Π(Vi, X

−1) ⇒ x(t) ∈ Π(Vi, X
−1), t > ti, where ti is the sampling time

instance for the realization of the ILF control algorithm.

Proof. From the first line of the LMI system in (16) we have

Dr(V
−1
i )

(
P
(
Ai1···ip +Hµ +BKi1···ip

)
+ (∗) + PRP

)
Dr(V

−1
i ) < 0.

Let P = Dr(V
−1
i )PDr(V

−1
i ), since D−1

r (V −1
i )Ai1···ipDr(V

−1
i ) = V µAi1···ip ,

D−1
r (V −1

i )B = ViB, and D−1
r (V −1

i )HµDr(V
−1
i ) = Hµ, it follows that

P
(
Ai1···ip +BK̄i1···ip +

1

V µ
i

Hµ

)
+ (∗) + 1

V µ
i

PDr(Vi)RDr(Vi)P < 0,

where K̄i1···ip = V 1−µ
i Ki1···ipDr(V

−1
i ) and therefore, v(Vi, x) = K̄i1···ipx.

To conclude the proof, consider the quadratic Lyapunov function V =
xTPx, then

V̇ =

[
x
d

]T

Wi

[
x
d

]

− 1

V µ
i

xT (HµP + PHµ) x

+ V µ
i d

TDr(V
−1
i )R−1Dr(V

−1
i )d

≤ −1 − β

V µ
i

xT (HµP + PHµ)x, ∀x ∈ R
n : Q(Vi, x) = 0,

because Wi =

[
Ψi1···ip P

P −V µ
i (Dr(Vi)RDr(Vi))

−1

]

with

Ψi1···ip = P
(

Ai1···ip +BK̄i1···ip +
Hµ

V µ
i

)

+ (∗)

is guarantee to be negative definite by Schur complement of the inequality
above and the condition in (17). Therefore, the ellipsoid Π(Vi, P ) is strictly
positively invariant set of the closed-loop system (10) with v = v(Vi, x).
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4. Numerical results

Example 1: The second-order nonlinear system (1) from the motivation
example is now resumed. The substitution of the control law u = −x2

1−x2+v
in (1) with v as the nonlinear term to be designed via the ILF method
produces

ẋ =

[
0 θ + 0.5 + 2sinc(x2)
0 0

]

x+

[
0
1

]

v +

[
0

fm(t, x)

]

︸ ︷︷ ︸

d(t,x)

,

where v is designed via the proposed nonlinear methodology dealing with
d(t, x) as exogenous disturbances.

The methodology proposed in this paper begins by rewriting the nonlinear
representation above into the form (10), for that purpose, it is clear that for
|x2| ≤ 2, the certain nonlinear term z = 2sinc(x2) ∈ [0.9, 2] = [z0, z1] leads
to w1

0 = (2− z) /1.1 and w1
1 = 1 − w1

0, while the uncertain one z̄ = θ ∈
[−0.2, 0.2] = [z̄0, z̄1] leads to ω1

0 = (0.2− z̄) /0.4 and ω1
1 = 1− ω1

0, such that

ẋ =

1∑

i1=0

1∑

j1=0

w1
i1
ω1
j1

[
0 0.5 + zi1 + z̄j1

0 0

]

x+

[
0
1

]

v + d(t, x).

In order to implement u with v = V 1−µ
∑1

i1=0w
1
i1
Ki1Dr(V

−1)x (only
depending on the certain nonlinear terms), LMIs in theorem 1 were found
feasible and restriction in (17) were satisfied for µ = 1, R = I2, and β = 0.18,
together with (31) for v0 = 10, obtaining

P =

[
5.6502 2.4803
2.4803 1.2524

]

,

K0 =
[
−19.0655 −9.9136

]
, K1 =

[
−16.5226 −10.1025

]
,

such that the settling-time function estimate provides T (x0) ≤ V0

0.82
= 0.5488.

In contrast, methodology in [13] is not able to deal with this system for
the reasons argued in the motivation example, while LMI conditions in [14]
were found feasible for the given parameters µ = 1, R = I2, and v0 = 10, but
the disturbance restriction therein only mets for values of β bigger than 0.5,
which provides a settling-time estimate T (x0) ≤ 0.9.

For simulation purposes a step size h = 0.01 was taken into account such
that the algorithm in Table 1 found a numerical solution Vi of the equation
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Figure 1: Time evolution of the states.

Q(V, x) = 0 at the time instant ti. Fig. 1 (a) shows the evolution of the
trajectories of system (1) under the designed ILF control (26) and Fig. 1
(b) shows the simulation results for the ILF control proposed in [14], both

for initial conditions x(0) =
[
0.2 −0.5

]T
and an exogenous disturbance

fm = sin (10x1).
Example 2: Consider a nonlinear system from [33]:

χ̇ =







0
0

χ2 + χ2
3

χ2 − χ2e
χ3 − χ4






+







1 0
0 1
0 0
1 1






u. (33)

With the change of coordinates η =
[
η1 η2

]T
=

[
χ4 − χ1 − χ2 χ3

]T
,

ξ =
[
ξ1 ξ2

]T
=

[
χ2 χ1 + χ2

]T
, the system (33) can be described by the

regular form

η̇ =

[
−1 0
0 η2

]

︸ ︷︷ ︸

a11(η,ξ)

η +

[
1− eη2 −1

1 0

]

︸ ︷︷ ︸

a12(η,ξ)

ξ

ξ̇ =

[
0 1
1 1

]

︸ ︷︷ ︸

b

u, (34)
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where z0 = 0 < eη2 ≤ z1 and for design purposes, a11(η, ξ)η is considered as
an exogenous disturbance. Notice that b is invertible and T(χ1, χ2, χ3, χ4) 7→
(η1, η2, ξ1, ξ2) is a diffeomorphism since the Jacobian matrix of T is nonsin-
gular.

In order to obtain the equivalent regular convex model (10), it is clear
that z = eη2 ∈ [0, z1] leads to w1

0 = (z1 − z) /z1 and w1
1 = 1− w1

0, such that

ẋ =
1∑

i1=0

w1
i1







0 0 1− zi1 −1
0 0 1 0
0 0 0 0
0 0 0 0






x+







0 0
0 0
1 0
0 1






v + d(t, x).

Solving LMIs in (16) for µ = 1, R = diag{0.25, 0.25, 0.25, 0.25}, z1 = 3,
and v0 = 10, we obtain

P =







1.4854 1.3506 0.1125 −0.5578
1.3506 20.9906 3.4530 −0.4862
0.1125 3.4530 0.8529 −0.0377
−0.5578 −0.4862 −0.0377 0.2407






,

K0 =

[
−3.4846 −36.1241 −8.3064 1.3086
7.6267 −4.2403 −0.4680 −4.0161

]

,

K1 =

[
0.6843 −32.6525 −7.9369 −0.2682
8.2726 13.8285 0.2878 −4.2027

]

.

The algorithm in Table 1 was implemented for a step size h = 0.01 with

Vmin = 0.1 and for initial conditions x(0) =
[
0.5 −0.5 −0.5 0.5

]T
. Fig. 2

(a) shows the evolution of the states of system (33) whilst the control inputs
are depicted on Fig. 2 (b), validating the performance of the designed ILF
control.

5. Conclusions

This paper presents an ILF control design for robust stabilization of multi-
input nonlinear systems that allows handling non-asymptotic (finite-time or
fixed-time) convergence. The design permits to consider several nonlineari-
ties and parametric uncertainties as a part of the nominal model instead of
exogenous disturbances, that is reflected in less restrictive robust stability
conditions and smaller settling times than the existing literature concerning
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Figure 2: Simulation results.

the linear case. Design conditions are formulated as LMIs by mimicking the
linear case by means of the use of convex representations, which provides
constructive tuning of the controller gains.
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